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Translator’s Preface





In 1985 I translated Jean-Pierre Changeux’s L’homme neuronal as Neuronal Man, and so I was very pleased when Jean-Pierre and Odile Jacob asked me to take on the English edition of Du vrai, du beau, du bien.

The original French edition, published in 2008, was compiled partly from lectures given by Jean-Pierre Changeux at the Collège de France over thirty years and was a natural progression from Neuronal Man. In this English edition, we took the opportunity to transform it into a series of reflections on the human brain from morphological, physiological, chemical, and genetic standpoints, as well as to put it clearly in the context of psychology, philosophy, and, perhaps above all, art.

The title is based on Plato’s definition of the universal questions of the natural world. He saw the Good, the True, and the Beautiful as independent celestial essences, but so intertwined as to be inseparable. This book uses a top-down approach to place the Good, the True, and the Beautiful within the human brain’s neuronal circuitry.

Molecular biology and genetics of the brain are described in terms of molecules and the mind, notably neurotransmitters, including acetylcholine and its receptor.

More global consequences are introduced, such as neuroesthetics: the definition of beauty and how we perceive it, artistic creation in plastic arts and music, and the physiology of collecting and collectors.

Consideration is given to ethics and morality and their evolution through genetic and epigenetic factors, as well as to consciousness, learning, language, and writing. These more moral and social aspects of the brain are related to the theory of a conscious neuronal workspace as a reality within the brain circuitry. Illustrations are derived from the phenomena of waking and sleeping, anesthesia, and consciousness of death.

 

I want to thank Jean-Pierre for thinking of me in the first place, Odile Jacob for her support and encouragement, and Jean Thomson Black of Yale University Press for her tireless attention to the numerous pitfalls unavoidable in such an enterprise.



Laurence Garey
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The Good, the True,
and the Beautiful









Introduction





The good is the beautiful… and the beautiful is the good.

—Plato, Dialogues






In Defense of Neuroscience

The human brain is the most complex physical object in the living world. It remains one of the most difficult to understand. If you tackle it head-on, you risk total failure. In the jungle of nerve cells (the neurons) and their interconnections at synapses, of which it is composed, we must try to identify pertinent features of its organization and function, Ariadne’s thread to the center of the labyrinth. My thirty years of teaching at the Collège de France have provided me with an exceptional laboratory of ideas to help grasp this thread. They have had a profound influence on my theoretical reflections, too often bridled by the empirical constraints of the other laboratory, that of pure science. They have afforded me wonderful freedom, limited only by the severe criticism of a faithful but exacting audience.

My first seven years were summed up in Neuronal Man, first published in English in 1985. In the chapter titled “Mental Objects” I tackled an entirely new theme for me, that of the higher functions of the brain and consciousness. Later I seized the opportunity to analyze much more deeply those cognitive functions to which the electric fish, the mouse, or the rat, with which we usually work, do not give us direct access. If we wish to think effectively and make progress in our understanding of the brain, we must first take into account the multiple, parallel hierarchical levels that underlie its functions. Otherwise, we run the risk of taking the human brain as an all too simple collection of genes, neurons, and microcircuits, or of reviving a totally obsolete dualism.

In the last few decades sciences related to the nervous system have totally changed in outlook. It is no longer a habit, as was once the case, to make one’s mark in a narrow discipline, entrenched in one’s own physiological, pharmacological, anatomical, or behavioral culture. With molecular biology on the one hand and cognitive science on the other, a nuovo cimento, new conceptual as well as methodological syntheses, has become possible, uniting various approaches to the nervous system. During the 1980s molecular genetics prepared the ground for large-scale sequencing of genomes, providing a mass of new data with wide applications, especially in the domains of physiology, pharmacology, and pathology. With the perfection of methods for imaging the living human brain, another discipline, that of physics, opened the way to novel investigations of the relationship between mental state and physical activity in the brain. The common striving for conceptualization and theoretical modeling within these disciplines fertilized a new field of research, neuroscience, born in 1971 with the first meeting of the Society for Neuroscience in the United States. Even if the neuroscience revolution has happened, it has not yet borne all its fruit; far from it. We must now cross, step by step, the immense terra incognita that still separates the biological sciences from the science of man and society.

So, we shall take a neurobiological approach to our discussion of three of the universal questions of the natural world, as defined by Plato (428–348 bce), and by Socrates (469–399 bce) through him, in his Dialogues. He saw the Good, the True, and the Beautiful as independent, celestial essences or Ideas, but so intertwined as to be inseparable. The Good was the True, which was the Beautiful. If we saw any conflict among them it was because we failed to perceive them perfectly: the Good, the True, and the Beautiful, being the same, could not be in conflict. Thus, if Good is beautiful and Truth is beautiful, let us begin by talking of beauty. This leads us to a top-down approach, contrary to Plato’s, which we shall maintain throughout the book to place the Good, the True, and the Beautiful within the characteristic features of the human brain’s neuronal organization.

One of the major unsolved questions of today’s neuroscience is what it means to “perceive” something and how we are aware of our own existence. Although we know quite a lot, and more every day, about the wiring and chemistry of the brain, there is still an immense gap between that knowledge and turning molecular biology into consciousness. Scientists will be trying to bridge this chasm for a long time to come. This book does not claim to do that in any unified way. It is, as I have said, a presentation of ideas based on academic lectures and personal experience, a series of experimental forays into the particular aspects of the central nervous system that are amenable to direct investigation. There will be gaps and discontinuities because of the way the topics were approached in the first place.










FIRST CHAPTER

The Beautiful




Neuroesthetics



What Is Neuroesthetics?

The term neuroesthetics is of recent origin. It was coined by Semir Zeki, and the first conference on the theme was held in San Francisco in 2002. It reflected a somewhat older concept, such as that expounded by Alexander Luria in the 1970s, aimed at finding the neural basis for contemplating and creating art-works and studying it scientifically. In the next pages I shall attempt to link some personal aspects of art and esthetics to various biological observations, in the hope that the reader will accept plausible, but not definitive, interrelationships.

Ethics strives for a life of “goodness”; science seeks universal “truth” and implies cumulative acquisition of knowledge, whereas art seeks interpersonal communication of “beauty.” It involves motivation and emotion in harmony with reason, without obvious progress but constantly renewed. Of Plato’s three principal fields of human culture—ethics, science, and art—I believe the last to be the oldest, for it has been found among nonhuman animals. It is basic to reinforcing social ties by reason of the universality of the forms of communication it utilizes. From my point of view, cognitive function, especially consciousness and artistic activity, developed in parallel with a major reorganization of the brain, notably by the expansion of the cerebral cortex and especially the association cortex of the prefrontal, parietotemporal, and cingulate areas, in close relationship with the limbic system. This association cortex neither receives direct sensory input nor influences motor activity directly, but it is connected to other cortical areas. The limbic system includes those parts of the brain, both cortical and subcortical, that deal with, among other things, emotion, drives, and motivation.

Several ideological assumptions, which are common in the human sciences, must be dismantled. The first problem is dualism as part of the body-mind problem. Modern neuroscience is removing this archaic distinction, which was based on the deliberate disregard of scientific progress. Neuroscience, indeed, has established reciprocal causal relationships between neural organization and the activity it generates, which can be seen in the progressive development of behavior or mental processes. The extreme complexity of the functional organization of our brain, mainly unsuspected as it was, must now be reckoned with. It involves multiple forms of evolution, past and present, each nested one within another. They are genetic and epigenetic (what comes above and beyond genetic constraints, as we shall see in detail later), developmental, cognitive, mental, and sociocultural, each leaving a singular material track in this organization.

The second problem is that of nature and culture. It should not be confused with the much better-defined question of nature and nurture (the innate and the acquired), which differentiates between what is determined genetically and what is learned later. Understanding the innate requires the elucidation of the still poorly understood relationship between the human genome and the phenotype of the brain. Understanding the acquired demands an analysis of epigenetic control of synaptic development, that is, the connections within the brain, including spontaneous activity in the nervous system in addition to activity provoked by interaction with the environment. Culture depends on epigenetic plasticity in developing nerve networks. Paradoxically, we can say that culture is first and foremost a biological, or rather neurobiological, track. So there is no conflict between nature and culture. On the contrary, the genetic envelope, the constraints imposed on the human brain by heredity, includes epigenetic response to the environment and, therefore, genesis of culture. The singularity of the history of human populations, and their individual histories, will therefore materialize in the form of neural tracks that I call neurohistorical objects, without which history does not exist. Nonhuman animals have no history, except at the level of their genes; human beings have a history in their neural organization nested in their genome.

The last problem is that of the spiritual and the material. In everyday language there exist often deliberate confusions in meaning, derived from a supposedly dualist ideology still rampant today. The spirituality of intellectual, philosophical, religious, and esthetic activities is contrasted with the baser needs of everyday life, such as survival and primitive pleasures. Denis Diderot (1713–1784) in his Elements of Physiology, which he, sadly, never finished, attempted to abolish this distinction by showing that the highest human “spiritual” activities were in reality a manifestation of the organization of our brain; his intention was in no way to diminish the quality of this secularized spirituality, but to emphasize its dignity. Such a concept opens a vast horizon of human science to a neurohistorical approach.




How Can We Define Beauty?

What is beauty? How can we distinguish a “beautiful” work of art from one that is ordinary or even ugly? Diderot noted that most of humankind agreed that beauty existed, but though they recognized it, very few knew what it was. The ancient Greek philosophers considered art as imitation, mimesis, or reproduction of reality. Plato’s mimesis was to copy nature, like trompe l’oeil, which in itself posed the philosophical problem that reality was already a copy of the world of the intellect. So the artist’s work was a copy of a copy. It was thus not only useless, for it duplicated reality, but dangerous, for it was deceitful. Plato’s Republic provided an interesting clarification. He took a bed as an example. He distinguished the idea of a bed at the intellectual level from a designer’s model, then from the object itself as made by the carpenter, then from a painted picture of a bed. In neuroesthetic terms, we recognize a concept, an object, and the conceptual picture of an object. More recently, we might recall René Magritte’s 1929 painting of a pipe, which he distinguished from reality by titling it Ceci n’est pas une pipe (This is not a pipe).

For Aristotle (384–322 bce) art was a human activity like any other: we must understand it, and its “causes,” before condemning it. For example, a statue was made of marble (the material cause) by a sculptor (the efficient cause) according to a pattern (the formal cause) with a certain aim in mind (the final cause). Imitation extended nature and was praiseworthy. If we liked pictures, we learned from looking at them. Art was a natural tendency, a source of pleasure, a source of learning. Mimesis was not deceptive: we could always distinguish the real from its image. We were not stupid like Zeuxis’ birds pecking at painted grapes. The representation of the ugly could be beautiful. The onlooker could rid himself of his emotions at secondhand: catharsis. So art was not only pleasant, but useful. It was not simply a copy of nature but an idealized “representation” in its own right. Georg Hegel (1770–1831) took up the theme of mimesis. For him simple imitation was a caricature of life. Art was much more, a union of sensation and intelligence, created by the sprit, the brain.

Paradoxically, the artist must sometimes “cheat” to be realistic. One example is the illusion of galloping horses traditionally painted with all four hooves off the ground, as in Théodore Géricault’s Derby at Epsom (Figure 1). Auguste Rodin (1840–1917) saw a painting as more truthful than a photograph, “for in reality time does not stop.” In Impressionism the juxtaposition of pure colors introduced a new code of realism. With abstract artists, such as Wassily Kandinsky (1866–1944), the observer has to learn to see paintings as representing a state of mind, not an actual object. According to Piet Mondrian (1872–1944), in abstract art man attains a much deeper vision of sensory reality. For Paul Klee (1879–1940) art does not reproduce what is visible; it makes it visible, changes our way of looking at things, and teaches us to see. It is a deliberate attempt to represent transitory, personal images from the conscious realm of an artist in a stable, public medium. In surrealism and hyperrealism a new mimesis developed, inverting trompe l’oeil. Ready-made objects, such as newspapers and labels, appeared in the picture. Art went from figuration to transfiguration of reality.

For the neuroscientist the question of mimesis is linked to that of visual perception. To what extent is sensation “bottom up” (or instructive) or “top down” from conscious perception? What is the importance of detachment or mimesis in re-creating an ideal view of nature? How does intelligence interact with sensation in the inner world of conscious esthetic space? Are Kandinsky’s states of mind understandable in terms of endogenous spontaneous activity, or even hallucinations? What did Kandinsky mean by impression, improvisation, or composition? By juggling with his “codes,” Leonardo da Vinci (1452– 1519) revealed that the artist painted himself. So is the human brain a reflection of society, as Karl Marx suggested, or does society reflect the brain? All in all, we can say that a work of art shares much in common with a scientific model. It is both reductive and revealing: it aims to be communicated socially and to be received and shared by a group.

[image: Illustration]
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FIGURE 1 – Mimesis in art.

Comparison of Géricault’s Derby at Epsom (1821) with Eadweard Muybridge’s high-speed photographs from his work Animal Locomotion (1887), showing the difference between an artist’s impression of a galloping horse and a scientific observation. Géricault did not fully respect reality but simulated the movement.


Let us return to the definition of beauty. Plato’s Hippias major provided an important clarification. Beauty was manifest thanks to formal appropriateness, where the unity of the whole triumphed over the multiplicity of its parts. Since ancient Greece mathematics has provided an excellent means of mastering the relationships between the whole and its parts. So there is the mathematics of appropriateness. Its expression takes various forms, including repetition and symmetry. The Greeks saw symmetria as comparing two elements. Plato’s regular solids (such as pyramids, cubes, and so on) bear witness to a harmony imposed by the demiurge on the primal chaos of the universe. Was beauty the optimal form of fitness for purpose? Plato’s reply in Hippias major was affirmative, and he recognized a beauty of usefulness. Socrates advocated that beauty was both useful and appropriate, a product of excellence. We see it today in technology and design. An object is beautiful if it is fit for its purpose, the very principle of simplicity and economy. For Leon Alberti (1404–1472) and the Stoics beauty was again the harmony of all parts in relation to one another, and for René Descartes (1596–1650) it was the perfect agreement of all parts together. Diderot said, “All unity is born of the subordination of the parts, and from this subordination is born harmony within variety.” He cited Anthony Ashley-Cooper, First Lord Shaftesbury (1621–1683), who said that a beautiful man was one whose well-proportioned body best suited him to accomplish his animal functions. This fits well Charles Darwin’s (1809–1882) concept of sexual selection. In Plato’s Symposium beauty is defined on the basis of quality of amorous activity. Indeed, sexual references are frequent in definitions of beauty.

Defining beauty raises important physiological questions. Can the perception of relationships in a painting be compared to intrinsic harmonic rhythms in music? Does the perception of the coherence of the parts with the whole relate to that of space and its ego-and allocentric components? If the universe of art is a recomposed universe, is there some final purpose? Whatever the case, it is difficult to propose a general definition of beauty to which there are no exceptions, perhaps as difficult as Georges Canguilhem (1904–1995) felt it was to define life. Perhaps we need only select certain significant features without attempting a single, restrictive definition.




From the Light of Antiquity to Today:
An Introduction to Plastic Arts

In Aristotle’s Metaphysics vision is the sense that enables us to acquire most knowledge. The ancient Greeks showed great interest in the relationship between the eye and an object. The doctrine was that there were visual beams and that a fire shone out from the eye under the influence of light and contacted objects to determine their shape, color, and other properties. Euclidean optical geometry of about 300 bce postulated a cone with the eye at its apex, a theory not unlike modern concepts of visual receptive fields—that is to say, that part of our visual field which stimulates a given cell in the visual pathways of the brain. Another doctrine was that of Epicurus (341–270 bce), in which particles or fine films left an object and entered the eye, thereby transmitting its shape. Aristotle proposed a transparent medium between the observer and an object that changed qualitatively during vision, transmitting the form of the object but not its matter. The sensation was real, and he pursued a remarkable psychological analysis: common sense distinguishes various perceptions and what they have in common, whereas imagination retains images of what the sense had perceived. Finally, memory represents the image as belonging to the past and recognizes similarity between two successive sensations. Memory makes possible experience, the source of all authentic science. Aristotle went beyond a purely empirical stance when he wrote that science is not possible through sensation alone: one has to extract the specific features of sensory objects.

In the tenth century Ibn al-Haytham (Alhazen) made a major advance in the understanding of the propagation and perception of light. He proposed, rightly, that light rays are propagated from an object to the eye, which is a light receptor. He was wrong, however, in suggesting that it is the lens, not the retina, that constructs a point-by-point image and transmits it via the optic nerve to the “seat of the soul.” Indeed, it was the astronomer Johannes Kepler in 1604 who finally recognized the role of the retina in visual perception. Alhazen completed his Book of Optics, similar to Euclid’s work but with opposite conclusions, by distinguishing the aspect of a sensation from its intuition or knowledge, which implies the intervention of perceptive judgment.

Two early “artificial” methods should be mentioned here. First, the portrayal of reality through perspective attempted to give the illusion of solid construction and broke with the medieval concept of art representing an inner idea for which symbolic features sufficed. Artists of the Trecento, including Duccio and Giotto, adopted the tradition of illusion from the Greco-Romans, such as those at Paestum and Pompeii. Using perspective, they attempted to simulate natural vision in their works. Second, the development by craftsmen of optical instruments such as the telescope, which Galileo turned toward the heavens, meant that our knowledge of the world was no longer restricted by the limits of our natural senses. Humanity’s vision extended “much further than the imagination of our fathers was wont to go” (Descartes, 1637).

Johannes Kepler (1571–1630) was concerned with errors of vision, especially in relation to astronomy. In Astronomia pars optica (1604) and Dioptricae (1611) he proposed a mathematical theory of the camera obscura, which was based on light rays penetrating a tiny opening and projecting a reversed image on a white screen. He extended this model to the eye, whereby the pupil is the opening and the retina is the screen. There would be a two-dimensional image of the object, a physical entity in itself that the observer would “see” directly. This idea was adopted and even illustrated by Descartes in his Dioptrics (Figure 2). In the same work he proposed a rational theory of the telescope and therefore of vision, from object to eye, and from eye to the “innermost folds of the brain,” read by the “soul” via the pineal gland.

Isaac Newton (1642–1727) questioned the nature of light itself. Is white light pure and homogeneous? Do colors derive from a weakening of incident light (that is, direct light that falls on a surface) by mixing with darkness, as was supposed since Aristotle? Newton’s experiments ran in the following sequence. In his first experiment of 1665 he observed a ribbon of two colors, half blue, half red, through a prism, and he saw that the blue was closer to the angle of the prism than the red. Some time later he described a parallel incident ray of light, coming from a crack in the shutters of a dark room, on a prism. The refracted rays did not produce a circle on the wall opposite but an oblong strip with blue and red at its edges. These two experiments demonstrated a specific refraction of different light rays. Next came a crucial experiment, described in a letter to Henry Oldenburg, the secretary of the Royal Society. Newton used a second prism to study individual refracted rays coming from the first prism. He showed that the rays crossing the second prism preserved their color and their degree of refraction. He concluded that colors are innate properties of different light rays, and that their mixing produces apparent transformations of color. Finally, he placed a convergent lens in front of the whole spectrum of colored rays coming from a prism and observed that the resultant color was completely white. He proposed that white light is a complex mixture of rays of different colors emitted indiscriminately from luminous bodies. There exists an orderly succession of colors, as seen in a rainbow, from the least refracted, bright red, to the most refracted, violet.

[image: Figure 2. Voir légende.]

FIGURE 2 – The eye as an optical instrument.

Descartes’s figure from his Dioptrics (1637) of the projection of the outside world on the retina. It obeys the laws of geometrical optics. Collection of J.-P. Changeux.


From then on, two theories of the nature of light were in competition. Robert Hooke (1635–1703) compared a light ray to a vibrating cord, whereas Newton held that a luminous body emits minute corpuscles or particles. In 1905 Albert Einstein (1879–1955) reconciled the wave and particle theories of light by introducing the photon—a quantum of light energy transmitted like a wave. For James Clerk Maxwell (1831–1879) light was part of a series of electromagnetic radiations, each with a wavelength of 370 to 730 nanometers, produced by the movement of charged particles, such as electrons, or by changes in energy levels. So the spectrum of wavelengths of daylight is different from the much more selective and colder one of a fluorescent lamp. The color of an object is the result of absorbed wavelengths compared with reflected ones. For example, a red area in a painting absorbs short wavelengths (blue and green) and reflects the longer reds.

Newton’s theories were accepted by the European Enlightenment and by modern science. They implied the application of experimental method as outlined by Francis Bacon (1561–1626), the reduction of overall complexity into simpler elements, and the mathematization of physics (proposed by Galileo), followed by that of the universe (Pierre-Simon Laplace, 1749–1827), and natural and social phenomena (Pierre de Maupertuis, 1698–1759). Scientific theory opened a separate and autonomous field within which one could propose an explanation of the world without reference to a divinity, even if Newton was not only religious, but an alchemist, kabbalist, and millenarian. The separation of science and religion conferred a new dignity to science, which was always conscious of its limitations.




The Eye and Light Receptors

The vertebrate eye is a remarkable optical instrument in which a lens focuses a visual image on the retina. The sensitive layer of the retina is formed of rod and cone receptor cells, which relay to a very complex neuronal network, the output elements of which are the retinal ganglion cells, from which up to 1.5 million outgoing nerve fibers (axons) form the optic nerve. The rods respond to relatively low intensities of light, but without color information, whereas cones are color-sensitive. Thomas Young (1773–1829), in his Bakerian Lecture of 1801 on color perception, proposed for the first time the existence of three categories of receptive elements in the retina that are tuned to wavelength. Each sort of cone contains one set of photoreceptive molecules specific for red, green, or blue. In fact, there are four photoreceptive pigment molecules: rhodopsin in the rods, which have a wider spectrum, and the three cone opsins (Figure 3). They are transmembrane allosteric proteins, each with a distinct absorption spectrum, and are bound to a retinal chromophore, a form of vitamin A. The absorption maximums for each visual pigment are about 570 nanometers for red, 540 for green, and 430 for blue. These proteins have seven transmembrane domains coupled to so-called G proteins, with considerable homologies between them, and only a few different amino acids. Glutamate and tyrosine on domains 2 and 5 are responsible for spectral tuning. The genes coding for rhodopsin and the opsins have been identified and sequenced. Hereditary changes in these genes lead to color blindness. Color perception, like that of shape, is determined at the retina by strict molecular mechanisms.

In addition to color, artists speak of tone. In scientific terms this means the luminance of a painting. Is it lighter or darker? Luminance refers to the perceived light radiated by a source in relation to its wavelength. The concept plays a critical role in the perception of depth, movement, and spatial orientation. Cones behave differentially in luminance discrimination: the response to green light is twenty times greater than that to blue. The final response to luminance is, in combination with rod activity, by the ganglion cells. Night vision is essentially due to rods alone and is therefore color-blind. Rods are in fact more sensitive to green and blue, and they dominate the total effect of the cones. Reds seem darker and blues lighter, a phenomenon dubbed the Purkinje shift. So there is no absolute perception of color, but rather a reconstruction of color, like that of the whole outside world, by the brain.

[image: Figure 3. Voir légende.]

FIGURE 3 – The visual pigment rhodopsin.

At its center is the retinal molecule. The right-hand drawing shows its localization in the external segment (SE) of a retinal rod. From P. Buser and M. Imbert, Neurophysiologie fonctionnelle.






Antagonist Cells, Concentric Fields,
and Shape

The first processing of visual information is by the retinal cells. In the 1950s Stephen Kuffler defined a physiological paradigm that is still important today, the receptive field. He stimulated the retina with a moving spot of light while recording from aganglion cell. The part of the retinal surface producing a response in the cell was its receptive field. A small circular spot typically gave an “on” response (indicating rapid electrical discharges when the light went on), but when the spot was made larger, the cell stopped firing. If this receptive field was stimulated by an annulus, a ring with a dark center, the cell responded when the stimulus was turned off. This cell had a concentric field that was on center, off surround, but others had the opposite organization. Careful analysis of ganglion cell responses showed that they responded best to light/dark borders (Figure 4). In Ludimar Hermann’s grid illusion of 1870 (Figure 5), gray spots appear at the intersections of a white grid between black squares: this phenomenon was interpreted as differential inhibition of antagonist cells with concentric fields by four white segments. Antagonist cells generally respond to abrupt changes in light and dark. They contribute mainly to recognition of the form and outline of a shape, much like what an artist paints on his canvas, even if the traced outline does not exist in nature.

[image: Figure 4. Voir légende.]

FIGURE 4 – Activation of “center-surround” neurons in the retina.

Receptive fields of retinal ganglion cells. Left: on center, off surround. Right: off center, on surround. The neuronal activity (spikes on the horizontal time axis) is shown for the specific stimulus illustrated in the black bars (from top to bottom: light center spot, diffuse light, light surround). From Vision and Art: The Biology of Seeing © 2002 Margaret Livingstone, Published by Harry N. Abrams, Inc. All Rights Reserved


[image: Figure 5. Voir légende.]

FIGURE 5 – Hermann’s grid illusion.

Note the appearance of gray spots at the intersection of the white lines. This illusion is due to differential activation of the center-surround neurons of the retina. From Vision and Art: The Biology of Seeing © 2002 Margaret Livingstone, Published by Harry N. Abrams, Inc. All Rights Reserved


Concentric antagonist cells are also encountered in the lateral geniculate nucleus (LGN) of the thalamus, the part of the brain that relays sensory input to the primary visual cortex for final interpretation as a sensation, to which the axons of retinal ganglion cells project. Three types are found. The first have small receptive fields with centers responsive to red, green, or blue. The second do not respond to white light but are excited by one color and inhibited by the complimentary color (for example, red on, green off). The third participate differentially in the so-called dorsal “where” stream and are color-blind, or in the ventral “what” stream and are color-sensitive.




Preservation of the Retinal Image on the Cerebral Cortex

The visual pathways, from the retina to the LGN and then to the visual cortex, maintain an accurate topography. Axons from the nasal part of the retina (the medial part close to the nose) cross the midline, whereas temporal (lateral) ones do not. Cerebral imagery, whether PET scans (positron emission tomography) with a radioactive tracer such as deoxyglucose, or functional magnetic resonance imaging (fMRI), enables us to trace a distinct image of the stimulus, but with mathematical transformations analogous to those suggested by D’Arcy Thompson in 1917. This image is relayed from map to map in the various functional levels of the cortex, from primary to secondary and higher visual cortical areas as far as the prefrontal lobe, as first demonstrated by Roger Tootell and colleagues in 1982. So, as is consistent with an empirical concept, there is an ascending isomorphism of the representation of the outside world, which is accompanied by what one might call a descending egomorphism from the top down. It is less figurative, and its code remains to be determined. Tootell later used high-resolution fMRI in human volunteers who were stimulated visually with checkerboard images or dilating and contracting circles. This revealed maps whose contours varied significantly, but, importantly, in spite of this anatomophysio-logical variability, the perceived image was constant.

In the 1950s David Hubel and Torsten Wiesel founded physiological research on primary visual cortical neurons by recording single cells responding to stimuli in the visual field. They were unable to record responses using the sorts of spot stimuli that worked well in the retina, the optimal responses being to a moving bar of light oriented in a specific direction. They distinguished several cell types with various specific features, such as speed of movement and direction, as well as orientation. These cells were organized in vertical columns, through the cortex, of orientation specificity or dominance by one eye or the other.

A complete lesion of the primary visual cortex of one hemisphere can lead to hemianopia, blindness in the visual field on the opposite side. An incomplete lesion may cause a scotoma, a partial loss in the visual field. Lesions in other parts of the cortex may cause loss of color or movement perception.




Parallel and Hierarchical Organization of the Visual Pathways

The number of cortical representations of the retina has increased during evolution in parallel with the relative size of the cerebral cortex, especially the frontal cortex. In lower mammals there are three or four cortical visual areas, fifteen to twenty in lower primates, some thirty-two in the macaque, and probably many more in humans. David Van Essen has determined over three hundred reciprocal connections between the visual areas of the macaque, comprising parallel pathways and at least ten hierarchical levels. In his seminal work in the 1970s, Semir Zeki demonstrated that these multiple areas were organized specifically for perception of, for example, orientation, color (visual area V4), or motion (V5). In fact, this specificity was not absolute, and there was overlap between areas. In 1982 Leslie Ungerleider and Mortimer Mishkin proposed an alternative way of defining visual pathways. It uses the distinction between the small-celled (parvocellular) layers of the LGN (P pathway) and the larger-celled magnocellular layers (M pathway), described in detail by Margaret Livingstone and David Hubel in 1984. The P pathway projects to the primary visual cortex (V1) and thence to V4 and the temporal cortex (the ventral stream), and it deals with recognition of objects, faces, and color: it is the what pathway. The M path is through V1 to V5 and the parietal cortex (dorsal stream) and deals more with movement, separation of objects from background, and the organization of the visual scene in space: it is the where pathway. Certain artists seem to privilege one or other of these streams (Mondrian the P, Pol Bury the M). In 1981 Isia Leviant created Enigma, an illusion of movement from fixed concentric circles that perhaps is due to interaction between the two streams.




Color Vision

In 1860 Hermann Helmholtz adopted Thomas Young’s theory of 1801, mentioned above, in his three categories of fibers, but he introduced a new idea: that each fiber type responds to several different wavelengths, but with a specific preferred frequency. There were several problems with Newton’s color theory. The first was the interrelationship of colors themselves. For Newton there was continuity within the spectrum, as the passage from one color to the next proceeds according to a “color circle.” This concept was opposed by the antagonist colors of Goethe (1810) and Hering (1874): the four colors red, green, yellow, and blue were considered primary. The antagonist pairs such as red and green or yellow and blue were complementary colors and canceled each other to produce a neutral color, black, white, or gray. The theory predicts the perception of millions of colors on the basis of only three receptor types. A computer screen can produce 17 million distinct colors. From Aristotle to Goethe color was supposed to be a mixture of black and white, dark and light. What a historic error!

The enlightened Jesuit Louis Bertrand Castel (1688–1757), a friend of Jean-Philippe Rameau, oddly opposed Newton’s theories, not accepting the continuity of the spectrum, but distinguishing hue from tone, or chiaroscuro. He took up an old but important question: the harmonic relationships between sounds and colors. Giosoffo Zarlino (1517–1590) proposed a harmonic theory for sounds, the tetrachord (1+2+3+4=10), in which the ratios give the octave, the fourth, and the fifth. In 1613 François d’Aguilon suggested a concordance between sounds and colors: the relationships between primary and secondary colors and their origin from black and white resembled those of sounds. In 1725 Castel proposed an ocular harp-sichord, which played sequences of colors like sequences of notes. He suggested an octave of twelve colors corresponding to the scale plus four half tones. The instrument was made in 1754, was as tall as a man, and contained sixty pieces of colored glass and five hundred lamps. When a key was pressed, a lamp appeared behind the relevant glass. Diderot expressed his interest, unlike Voltaire and Hogarth. Its significance was much more theoretical than practical.

Another very concrete consequence of the color theory of Newton and Young was the color print published in London in 1725 by Jacob Christoph Le Blon. In his Coloritto he reduced the seven colors of Newton’s prism to three fundamental colors, yellow, red, and blue, combinations of which give all possible colors. He selected transparent inks that could mix easily and superimposed prints from three engraved plates, one for each color. The results included famous prints of the head of a young woman and a portrait of Cardinal de Fleury. Le Blon died in 1741, and his student Jacques Fabien Gautier d’Agoty (1717–1785) exploited the process, stole its secrets, and attacked Newton. He did, however, produce an exceptional set of anatomical plates in color.

Color vision has been adopted as a model of a conscious process that involves qualitative, subjective mental states called qualia and can be understood simply on the basis of physio-logical neuronal processes. Neural coding of color implicates visual pathways from retina to primary and secondary visual cortex with a relay in the LGN. Genetic coding is very important at the level of rod and cone photoreceptors. As we have seen, rods contain a single pigment, rhodopsin, whereas three types of cone have different spectral sensitivities, determined by three different pigments. Their structural genes have been cloned, sequenced, and identified in humans; they are derived from a single ancestral gene by genetic duplication. Here we see a first simple molecular basis for color perception.




The Importance of Color Context

Edwin Land (1909–1991) profoundly influenced research on color perception by demonstrating the importance of the context of a color. In a series of now famous experiments he placed a subject before an experimental “Mondrian” composed of patterns of rectangles of various colors and sizes so that each rectangle was bordered by at least two different colors. He projected light of three different wavelengths on the Mondrian. When he illuminated a single rectangle, for instance a green one, with the three wavelengths together and the rest of the picture in the dark, the rectangle looked grayish white. If he then used a single projector with, for instance, a long-wave-length light, the rectangle looked red. When he lit the whole picture by the three projectors together it looked colored and the formerly white rectangle became green. So perceived color depends not only on light reflected from a surface, but also on adjacent surfaces. The perception of a color depends largely on its context. Changing the relative intensities of the three projectors did not dramatically change the perceived color: it was always seen as green in the case described. There was color constancy. Helmholtz had already recognized that colors appear globally similar whether in natural or artificial light. Land proposed a biophysical retinex theory to take account of color constancy. The brain is free of absolute energies or, in other terms, of defined wavelengths of light. It reconstructs the color of an object in the outside world by extracting a physical invariant parameter from it. For Land this was reflectance. The color of an object depends on the variation of reflectance and wavelength, that is to say, on the relative diffusion (and absorption) of different wavelengths. By examining colored surfaces with three different independent channels, the brain is able to extract from the spectral reflectance of the surfaces in question the invariant color perceived by the subject.





Empathy and Artistic Creation

In her Homo aestheticus of 1992, Ellen Dissanayake debated the relationship between esthetic emotion and empathy. For her, creation and esthetic contemplation constituted primarily an empathic relationship. The word empathy appeared in 1909, translated from Einfühlung, itself derived by Theodor Lipps in 1897 from the Greek empatheia and also used by Sigmund Freud (1856–1939). It describes the capacity to identify with another and feel what the other feels. It is to be distinguished from sympathy, participation in another’s suffering or compassion, and from Auguste Comte’s (1798–1857) altruism (see chapter 2). This last Comte described as an innate human feature consisting of a benevolence toward other members of the community that coexists with selfishness, wherein personal interest is subordinated to that of one’s fellows, without religious motivation. Empathy does not necessarily lead to sympathy, and intentional violence can occur, as it does, for instance, during war.

I shall define art as symbolic intersubjective communication with multiple, variable emotional contents in which empathy appears as an essential feature of intersubjective dialogue. There is empathy between figures within the artwork, but also between the spectator and the figures and thus between artist and spectator. Lipps stated that the vigorous and salient curves of a Doric column brought him joy by recalling those qualities in himself and the pleasure he felt seeing them in others. He claimed that esthetic empathy could be explained by an inner imitation in his consciousness of the very object he observed, his esthetic imitation. Thus, appreciation of a work of art would depend on the capacity of the spectator to project his personality on the contemplated object. Thenceforth esthetic theories included symbolic content and the mimesis of ideas, especially for primitive art. Even abstract art can be included in this approach because its organization and regularity control and replace the chaos of the world. The neural bases of empathy and even sympathy are legion. Apart from neurons in the temporal cortex responding to the expression of emotion, the limbic system of the brain makes an important contribution to the neurology of emotion, either positive toward others (desire, motivation) or negative (anger). Different groups of neurons and the chemical substances they use to communicate with each other, the neurotransmitters (such as dopamine versus acetylcholine), are implicated individually or in combination. Cerebral imaging emphasizes the close relationships between the limbic system (for example, the cingulate cortex and amygdala) and the prefrontal cortex.

We know well that our relations with faces are essential in human social life. We identify familiar or famous people; we judge age, sex, ethnicity, and emotions. We use the face to help understand speech by watching the lips. We make eye contact, try to predict intentions, and so on. There is a well-defined neural basis for these tactics. For example, bilateral occipitotemporal cortical lesions cause loss of face recognition (prosopagnosia). In 1990 Vicki Bruce and Andrew Young proposed a minimal, though very complex, neuronal model for face recognition. It included encoding of structural models, face recognition units, person identity nodes, and recall of names. The recognition of familiar versus unfamiliar faces is automatic and can trigger an unconscious electrical response in the skin in certain prosopagnosic patients. On the other hand, for the identification of a person and the recall of his name, a conscious level, sometimes with a great effort of attention, is required. In 1972 Charles Gross and his colleagues identified for the first time cells in the temporal cortex of a monkey responding selectively to faces, both monkeys’ and humans’. Their specificity was remarkable, for the cells did not respond when the eyes of the image were deleted or the image was cut into smaller pieces, nor did they respond to hands or other objects. They even responded differently to images in profile rather than full face, as well as to various facial expressions, such as a yawn, a threatening look, a smile, and the direction of gaze. These neurons were not unlike those described by David Perrett and colleagues in the 1980s and the elaborate cells of Keiji Tanaka (1992). Mark Johnson and John Morton in 1991 studied human babies and showed that a few minutes after birth neonates have an innate ability to recognize features of a schematic face: conspec. But this did not work with a baby of two to five months, by which time a new process is established, that of learning to recognize real facial features: conlern.

Many artists have exploited these cerebral mechanisms in representing faces and hands, or the two combined. A striking example is Philippe de Champaigne’s seventeenth-century painting The Repentant Magdalen, in which he combined admirably her facial expression and the placing of her hands. Both artists and scientists have been concerned with the expression of emotions by the face, or its neural basis. Charles Le Brun (1619–1690) altered Vesalius’s anatomical description of the brain to account for Descartes’s model, in which the pineal gland “is the place where the soul receives images of passions.” The eyebrow, at the level of the pineal, is the part of the face where passions are best visible. “A movement of the eyebrow toward the brain expresses the gentlest of passions; if it turns toward the heart the wildest and cruelest are represented.” Le Brun must take credit for this first attempt at neuroesthetics, even if he has since been forgotten by art historians. Continuing the trend, in 1806 Charles Bell described the facial muscles involved in the expression of emotion, and when Guillaume-Benjamin Duchenne (1806–1875) applied faradic electrical stimulation to these muscles and their nerves, he produced the appearance of emotions. Around the same time Franz Joseph Gall proposed his theory of phrenology, in which swellings on the skull were supposed to reflect inner psychological faculties. Contemporary artists such as David d’Angers, Jean-Pierre Dantan, and Gustave Courbet derived inspiration from these experiments.

The capacity of attribution is particularly well developed in humans, as we shall discuss later: it enables us to imagine mental states in others, to attribute to them knowledge, beliefs, and emotions, and to recognize differences and similarities between their psychologies and our own. The mirror neurons discovered by Giacomo Rizzolatti, Giuseppe de Pellegrino, and their colleagues in 1996 in the premotor area of the frontal lobe of the monkey could represent a system for the implementation of attribution. They were active both when a complex motor act (such as reaching for food) was performed by the monkey itself, but also when it was perceived in others (monkeys or humans). From fMRI studies we find that homologues of mirror neurons may be present in or near the socalled Broca’s speech area in the human cerebral cortex, which we shall discuss later. They could be involved in imitation, but also in language and—why not?—in esthetic activity. We must realize that a month after birth a baby interacts with its mother through facial expressions of imitation and innovation. A chimpanzee responds to a mirror. In schizophrenics the capacity for attribution is profoundly diminished, as cerebral imagery shows reduced activation of the prefrontal cortex.




Sympathy and Contestation

An artist produces a picture in his imagination, through which he reaches out to other persons. He uses the portrait, and often the self-portrait, in a way that goes beyond a simple self-description, as typified by Rembrandt or Nicolas Poussin.

Research on the neural basis of sympathy using cerebral imaging has recently revealed the perception of pain in a volunteer subjected to painful stimulation and in a closely related partner subjected to the same stimulation. One can distinguish a personal network of pain in oneself and shared networks of pain between oneself and others. A neurobiology of empathy is thus possible, according to Chris Frith. A similar situation exists with regard to violence: an innate mechanism triggers signs of suffering—distress, tears, and cries—which are designed to stop an aggressor’s violence and encourage compassion. A sociopathic patient with a violent and remorseless antisocial personality, such as the serial criminal, seems to present with a decreased sensitivity to this inhibitor of violence: there is a prefrontal deficit but no loss of the capacity for attribution. In 2001 Jonathan Cohen’s team obtained cerebral images that differed according to whether a subject judged a situation morally acceptable or not. The paradigm was an out-of-control trolley that would kill five people unless a switch was thrown, which would result in the death of only one person (case 1). In an alternative case the five could be saved only if another person was pushed onto the rails and thus killed (case 2). Situation 1 seems morally more acceptable even if the toll is the same. Comparing cerebral images in the two cases demonstrated a difference in the frontomedial and posterior cingulate cortex. So there is a neural basis for moral judgment and, more particularly, sympathy.

The artist exploits these mechanisms. He invites the spectator to share his concept of the world and incites him to contest an intolerable reality. This is Poussin’s reference in the Judgment of Solomon to the antique precepts of Stoicism as well as to those of the Old and New Testaments. It is the same with political struggles in Théodore Géricault’s Raft of the Medusa, John Heartfield’s As in the Middle Ages, Otto Dix’s Dead Soldier, or Pablo Picasso’s Weeping Woman. As Claude Lévi-Strauss summarized, “Always halfway between the schema and the anecdote, the painter’s genius consists in uniting inside and outside knowledge.”




Mental Synthesis and Art’s Power to Awaken

We might now attempt a more global analysis of the creation and contemplation of an artwork. This implies active inspection and exploration, as well as progression from one sense to another, from perception to inner vision, hallucination to dream: conscious synthesis. A Darwinian process of trial and error intervenes in contemplation and exploration. The on-looker is not passive before a picture. On the contrary, he explores the work actively, passing from a global view to detailed scrutiny, adopting a projective style. Maurice Merleau-Ponty observed, “Vision depends on looking; we only see what we look at.” Examining a painting involves eye movements and gaze. A classic example is the observation of an 1888 painting by Ilya Repin, They Did Not Wait, reported by Alexander Luria. He found that eye movements differ according to whether one is looking freely or is under instructions to find something, such as the material situation of the family or the age of the persons. Eye movement is never haphazard, except in the case of frontal lobe damage, such as occurs after surgery for a tumor. So there is, as one might expect, a major contribution of the frontal lobe in the observation of a picture. According to Richard Gregory in 1968: “To read reality from images is to solve a problem.” An observer scrutinizes a picture and selects perceptual responses which correspond to his inner expectations. In observing a picture, there is both bottom-up and top-down exploration. An artwork can be conceived of as a coherent, subjective model of reality at the interface of inner vision and outside perception, something like a shared dream. An artwork’s power of awaking calls on, among other things, selective autobiographic memories and symbolic or sociocultural representations in their historical context.

Hallucinations invade consciousness involuntarily. It is premature to say whether such processes intervene in the creation or contemplation of art. For example, in his Disasters of War of 1820 Francisco Goya illustrated the encounter of reality with nightmare and hallucination. He was not alone. Cerebral imaging of schizophrenic patients during hallucinations shows activation of the limbic system. Jack Cowan recently proposed that the geometric forms of hallucinations are constant, their four principal categories reflecting, after transformation, cerebral retinocortical architecture. It is interesting to note that a rich arsenal of hallucinogenic substances, such as LSD and marijuana, is common among artists, from the Huichol to Henri Michaux.

We shall later develop our model of the conscious global neuronal workspace, which enables us to account for the conscious multisensorial synthesis that takes place when we contemplate an artwork. “To see is already a creative operation that needs effort,” said Henri Matisse (1869–1954). The hypothesis that I developed in 1987 and now propose here is that an unexpected, singular synthesis of reason and emotion takes place at a conscious level. Darwinian selection, obviously epigenetic, of global synthetic representations intervenes at this level, enabling the observer to discover the painter’s intentions. Seen like this, art becomes a model of social communication that creates an unexpected tension between the constraints of reality and the utopian desires of human society. Art encourages artist and spectator to share a plausible and reconciliatory dream.





Artistic Creation and Mental Darwinism

The creation of a picture is not a simple symmetrical operation, as is its active contemplation. Certainly, the creator possesses the same faculties of attention and selective memorization as the observer, but he also manifests the rarer one of producing public representations. By movements of his hand he projects on the two dimensions of the canvas images of the world he inhabits. This action is by no means instantaneous. In 1960 Ernst Gombrich paraphrased John Constable (1776– 1837) when he said that painting a picture was like a scientific experiment. A painting emerges over time from the dialogue of the painter with his canvas, via a complex evolution, or rather by the interweaving of several levels of evolution. Very schematically, we can distinguish at least three evolutions, each of which can be interpreted in Darwinian terms, but with its own specificities. One concerns the elaboration of an intent to portray something or, according to Gombrich, a mental schema. Then there is its progressive realization through the mastery of technique, and finally the ultimate execution of an organized, coherent picture, ready to stand the test of logic.

Edgar Allan Poe (1809–1849) described “a peep behind the scenes, at the elaborate and vacillating crudities of thought— at the true purposes seized only at the last moment—at the innumerable glimpses of idea that arrived not at the maturity of full view—at the fully-matured fancies discarded in despair as unmanageable—at the cautious selections and rejections— at the painful erasures and interpolations,” which made the first stages of the creative process an obviously Darwinian mental experience. During this particularly acute, hopeful wait, the artist evokes, dissociates, and recombines images and representations, sometimes without being aware of it, until the ideal form for the original idea emerges.

The role of chance and accident in the genesis of a picture within the mind has often been evoked by painters. Leonardo da Vinci spoke of the power of confused forms, like clouds or muddy water, in stimulating the spirit of invention. Nevertheless, a painting does not come entirely out of the blue. Creativity must work within an existing structure. An artist calls on mnemonic images and representations and an encyclopedia of forms and figures; these have become stabilized in the circuits of his brain in the course of a long process of epigenesis by selection of synapses, which marks each individual in a particular way, like a maternal language. We shall frequently return to this concept of epigenesis (the progressive and coordinated development of an organism in relation to its environment, rather than its being “preformed” and strictly genetically determined). In the sixteenth and seventeenth centuries a central place in a painting was often reserved for the figure of a man, represented naturalistically. Then came elements borrowed from other painted works, especially the artist’s own, which helped him discover schematic structures suitable to be adapted to his subject. The individual painting could be integrated in a higher order of things. An artist’s creative activity recalls the “tinkering” of the first signs of mythical thought as described by Lévi-Strauss.

One positive aspect of applying the Darwinian model to the genesis of a picture is to define criteria that determine the final decision of the painter. One often invokes reason—the “strategic reason” of Gérard Granger, which relates to the plausibility of goals and objectives. Part of this is the suitability of a commissioned picture to a given theme, the affective reactions that it might potentially unleash, first on the painter and then on the onlooker, and also the painter’s own vision of his art. Ultimately a logical coherence between the elements that compose it may emerge in the painter’s head, like a revelation, just as the discovery of the solution to a problem “illuminates” a mathematician’s mind, according to Jacques Hadamard (1865–1963). So variation and selection of intention intervene at the highest level of the brain, that of reason. It therefore once again seems legitimate to suppose a major role for the frontal lobe in the process of creation. We know that the brain exhibits a large degree of spontaneous activity, the form of which can be regulated selectively by an inner focusing of attention, such as that favored by Michael Posner or Alan Baddeley. We can conceive that in the frontal lobe transitory groups of active neurons form prerepresentations that are maintained in consciousness for a short time, forming a first outline, a mental simulation of a painting.

For Giorgio Vasari (1511–1574) a drawing was the tangible expression and explicit formulation of a notion within the mind, elaborated into an idea. It was the projection of the painter’s original outline. The drawings of even the greatest artists, with their hesitations and corrections, trials and errors, show that a new form of Darwinian evolution is in progress between paper and brain. A sketch by the skilled hand of the artist becomes a perceived image, face to face with the picture he had imagined. After this first draft, the painter’s hand translates new ideas graphically and incorporates them in the sketch, to complete and enrich it. Then the artist undertakes more experiments, which allow him to explore techniques, invent effective strategies, define mathematical rules, or simply apply methods learned from the old masters, witnesses of the science of the times. The dialogue is continuous from the first rough sketch to the completed drawing, which, in spite of its small proportions, is a good model of the final picture, containing as it does the principal protagonists, their expressions, their relative positions, and subtle indications of light and shade. Finally the painter applies the colors to the canvas. In 1869 Charles Baudelaire wrote that “a harmoniously realized picture consists of a series of superimposed pictures, each new layer giving the dream more reality.” Discrete but significant variations reveal the painter’s experiments in following the evolution of the painting to its conclusion. There is restructuring through concentration, insistence on the essential, rearrangement of the facts. At each stage the creator becomes a critical spectator, attentive to the resonance of every touch of paint. The sketch is modified by careful attention to form, color, and what Gombrich called pictorial and graphic illusions. There is harmony with the original intention, with repeated trials of coherent logic, rational integration, and reasoned adjustment of the eye. The traces of this unique evolutionary process, the corrections and the superimpositions that distinguish an original from a copy, form a record of the painter’s own techniques and his habits in capturing form, applying color, suggesting space. These traces illustrate the characteristics of form and figure that reveal his subjectivity and define his style.

The neural basis of the genesis of such pictures remains enigmatic, but those that control the movement of the hand are better known through the recent work of Apostolos Georgopoulos and Marc Jeannerod. The finely coordinated movements of the fingers that guide pencil lines or brushstrokes are commanded by cells of specialized sensorimotor areas of the cerebral cortex that send their orders, through a relay in the spinal cord, to the muscles. These same cortical areas control direction and orientation of the hand. When a painter steps back from his canvas, his head and eyes change position, but for him the painting, like the rest of his environment, remains stable. Other cortical regions, such as the parietal areas, participate in this invariable reconstruction of the outside world by controlling visual orientation. Lesions cause disorientation, so that a patient cannot touch a target precisely, and his drawing ability declines: he can no longer reconcile his body image with his visual space. Other parts of the central nervous system also contribute to visual guidance of movement, especially the cerebellum, which governs it like an internal clock. The initial programming of a motor act is, however, triggered beyond the motor cortex, in the frontal lobe, close to where we suppose that the first seeds of creative thought blossom and grow. The painting of a picture proceeds progressively. A masterpiece does not happen all at once!





Music and Painting

Human artistic activity fits into a neurohistorical perspective. An artwork is a special cerebral product participating in intersubjective communication: it evolves without definite progress, but with constant renewal. Louise Bourgeois (1911–2010) wrote, “I am not looking for an image or an idea; I wish to create an emotion, that of desire, of a gift, of destruction.” Baudelaire spoke of “giving the dream more reality.” For Michel Onfray “the artist has the duty to engage in an exchange, to propose an intersubjectivity, to aim for communication.” The “sublime percept is the artwork which rivets us with astonishment and admiration by its esthetic efficacy, brutal, immediate, overwhelming … after the emotion reason takes over.” Like many philosophers and art historians, Onfray does not define “esthetic efficacy.” That is the central question that we should tackle here. In reply, we might suggest a risky but plausible comparison between music and painting.



CONSENSUS PARTIUM AND PARSIMONY

Two features among others mark the esthetic character of a percept and its “efficacy”: harmony, or consensus partium, and parsimony.

Consensus partium is the coherence of the parts to the whole. This feature is directly related to the fact that an artwork is a human work, an artifact, and more specifically a composition, a special creation limited in space and time, which form the framework within which it grows. This framework can be the physical limits of a painting within its frame, but also that of a musical form with its various parts. We saw that in Hippias Major Plato defined beauty as an appropriate formal relationship between the parts and the whole, where the unity of the whole exceeds the multiplicity of the parts. This relationship does not spring from an artist’s head like the revelation of some Platonic ideal but results from a long series of trials and errors between the first representation in his conscious workspace and the final work. This idea of “relationship” to which the artist aspires is of value in painting, but it is easier to tackle theoretically and experimentally in music.

The other feature, less well accepted, is that of parsimony. Karl Popper (1902–1994) wrote that “science does not aim at simplicity; it aims at parsimony.” Herbert Simon (1916–2001) pursued this reflection and distinguished several levels of science. Basic science describes the world in terms of facts and generalizations and offers explanations of these phenomena: in other words, knowledge and understanding. Applied science establishes laws permitting inferences and predictions as well as inventing and constructing artifacts to implement desired functions. Science is an art: apart from its first imperative, empirical truth, science has an esthetic imperative, which is used commonly by mathematicians. Beauty is perceived in explaining much from little, finding patterns, especially in simple relations, within apparent complexity and disorder. Parsimony is not to be confused with simplicity, which is the opposite of complexity. On the contrary, parsimony denotes the relationship of the complexity of data with the complexity of the formula describing them. For example, (01)* is a more parsimonious formula than the sequence 01 01 01 01 01 01 … But why should we pursue parsimony, which is perhaps at the very origin of mathematics? For Simon one human characteristic was an emotional response to the beauty of parsimony, supposed to have been selected by evolution as useful for the survival of the species by reason of the capacity it offers to detect organized patterns in nature.





SYNESTHESIA : RIMBAUD’S SYNDROME

The connection between painting and music is referred to in ancient Greece with the “chromatic” scale of Archytas (428– 347 bce). Certain Greek theoreticians went so far as to consider color as a quality of sound, what we would call timbre today. Aristides (530–468 bce) had gone further: painting lacked moral power, relating only small fragments of life, whereas music, and accompanying dance, had a direct effect on the body and the soul through rhythm and poetry. Aristotle made a vain attempt to quantify color, but one had to await the Renaissance and Gioseffo Zarlino in 1573 for a table of harmonic proportions in music, and François d’Aguilon, who in 1613 extended this table to relations between colors. In 1702 Newton proposed a quantification of the light spectrum as a color wheel, suggesting that the color sequence could be related to Descartes’s quantified musical scale of 1650 and that the harmony of colors was analogous to the concordance of sound. It was really Gustav Theodor Fechner in 1876, however, who introduced a scientific concept of colored audition, or synesthesia, although it was known to John Locke in 1690. In synesthesia the stimulation of a sensory modality gives rise to a sensation in another modality. It is colored audition, sometimes referred to as Rimbaud’s syndrome, for Rimbaud associated colors with letters in his poem “Vowels” of 1883: A black, E white, I red, U green, O blue. Many creative artists experienced synesthesia, notably Olivier Messiaen (1908–1992), who saw music in color, and Kandinsky, who saw painting as music.

Several scientific studies of synesthesia have been undertaken recently. Simon Baron-Cohen and his colleagues found that, of 212 confirmed cases of synesthesia they described, 210 were women, which suggests a genetic predisposition associated with an autosomal dominant gene related to the X chromosome. The most frequent forms were sensations of color triggered by auditory, tactile, or taste stimuli. Other, rarer forms were due to letters, phonemes, or meaningful words. They were not related to learning difficulties but might have been to drugs such as LSD, mescaline, or marijuana. Synesthetes have a spontaneous proclivity to associate sound and visual features, such as color. But they do not confuse synesthetic colors with those seen in the visual environment. Eraldo Paulesu and his colleagues obtained fMRI images of color-word synesthetes and showed that words activated the secondary but not the primary visual cortex, and, surprisingly, not the color area V4. Higher-level prefrontal cognitive visual areas were also activated. Kolja Schiltz and her colleagues demon-strated that potentials for a response to perception of letters was evoked at 20 to 80 milliseconds after the application of a stimulus, whereas the synesthetic response was recorded after 200 milliseconds. Anina Rich and Jason Mattingley asked synesthetes to perform a Stroop task by saying aloud the color in which a letter was written. First they had to determine which color the subject saw for a given letter. Then they presented the letter either with the congruent color (the same as the synesthetic color) or with an incongruent color. They noted a pronounced interference between the displayed color and the synesthetic color, so that synesthetes performed more slowly than control “normal” subjects.






Hearing music

Music is an organized sound message. Sounds are more or less complex movements, generally vibrations, of the ambient elastic medium (air, water, solid) that produce quantifiable reactions in a receptive subject. To produce vibrations in air takes less energy than it does in water, so amplification is necessary for the passage from the air of the external ear to the watery medium of the inner ear. This is accomplished by a chain of ossicles in the middle ear between the eardrum and the oval window of the inner ear (a 25-to 30-decibel increase). The cochlea forms a spiral of two and a half turns in humans, compared with three in cats, four and a half in guinea pigs, and only one in birds and fish. It contains a basilar membrane along the scala tympani, which bears receptors, the inner and outer hair cells. There are 3,500 inner and 14,000 outer hair cells with, in humans, 30,000 sensory neurons for the processing of sound, including music. Sounds are transmitted from the middle ear to the fluid of the cochlea, then to the basilar membrane, which mechanically propagates waves from the base of the cochlea (high-frequency sounds) to the apex (low-frequency sounds). The outer hair cells are cochlea amplifiers, and the inner ones are true receptor cells, transducing mechanical energy to electrical energy. Movement of the hairs causes changes in the membrane potential. The hairs are of uneven length: displacement toward the longer ones causes depolarization of the membrane, whereas displacement toward the shorter ones causes hyperpolarization (Figure 6). These changes in potential are due to the opening or closing of non-selective ion channels and to movement of potassium ions. These channels are situated at the apex of the hair and connected by a “spring” to the apex of the neighboring hair so that they open mechanically when the hair moves. The relationship between hair movement and membrane potential, however, is neither linear nor symmetrical. The principal transfer path-way for sound information is by type I cochlear neurons, of which the receptive ramifications, the dendrites, are contacted by internal hair cells. Each of the 30,000 type I cochlear neurons contacts a single hair cell, which means that each hair cell can be in contact with ten to twenty nerve fibers. Coding of sound intensity is achieved by increasing the firing rate of type I neurons, whereas coding of sound frequency is by synchronization of impulses with the received frequency. One can demonstrate a characteristic frequency for each nerve fiber and see that they are distributed tonotopically along the cochlea: high frequencies are at the base and low frequencies at the apex. So there is both temporal coding by phase-locking and a tonotopic code, which illustrates partial neural isomorphism between the physical signal and the neuronal output.

[image: Figure 6. Voir légende.]

FIGURE 6 – Transduction of sound into a physiological signal by hair cells of the inner ear.

The cells’ spontaneous activity is increased or decreased by the movement of the hairs in opposite directions. From M. J. Zigmond et al., eds., Fundamental Neuroscience. Copyright Elsevier 1999; reprinted with permission.


After multiple relays, the information from the cochlea in the auditory nerve arrives at the medial geniculate nucleus of the thalamus, then the auditory cortex. We can recognize, as in the visual system, a ventral pathway specific to the quality of the stimulus (what)—for example, a spectral analysis to distinguish vocalization in a monkey or a human—and also a dorsal pathway specific to the localization of the stimulus (where). The what pathway projects ultimately to the anterior part of the superior temporal gyrus of the auditory cortex, the where to the posterior part. Primary and secondary auditory areas exist in our brain with multiple maps of the cochlea, much like those of the retina for the visual system, and they are organized tonotopically (or, rather, cochleotopically). We really do hear music with our brain!



AMUSIA

For a number of years the group of Isabelle Peretz and Robert Zatorre has studied the perception of music as a special cognitive function involving specific neuronal networks. In support of this concept they have identified cerebral deficits that selectively interfere with the recognition of music: amusia, or musical agnosia, distinct from auditory agnosia and language defects, such as aphasia.

Acquired amusia can be produced by cerebrovascular accidents (CVA) and can be very selective. This was the case of Peretz’s patient IR, who suffered a bilateral lesion of the auditory cortex and lost her capacity to recognize the national anthem but retained writing skills and was able to recite poems. On the other hand, the composer Vissarion Shebalin (1902– 1963) suffered a CVA in his left hemisphere and could neither speak nor understand spoken language but continued to compose, notably his fifth symphony, his masterpiece. The principal deficits concern music itself, the words of a particular melody, sounds in the environment, and voices; they result from lesions of the temporal or frontal lobe. Luigi Vignolo distinguished deficits of melody, due mainly to lesions in the right hemisphere, as opposed to rhythm, mainly in the left. Congenital amusia, diagnosed in early infancy, probably has a genetic origin. The most striking example concerns savant musicians. Their musical ability is exceptional, but they suffer from autism and are socially and mentally handicapped. A case was Blind Tom (1849–1908), a black slave sold with his mother to Colonel James Bethune of Columbus, Georgia. His vocabulary was never more than a hundred words, even as an adult, but at age four he played from memory and without fault a Mozart piano concerto that he had just heard. At six he improvised and at seven gave his first public concert. As an adult his repertoire was of five thousand pieces, all from memory— as he was also, of course, blind. More typical congenital amusia (tone deafness) is expressed by specific deficits, however, such as lack of perception of melody. Peretz found deficits in the recognition of intervals and judgment of consonance or dissonance, whereas timing and judgment of major or minor keys were preserved.

In a similar context certain epileptic fits can be triggered by specific types of music. In 2003 Giuliano Avanzini distinguished epilepsy provoked by classical music, melody, songs, organ music, strings, or jazz, regardless of the patient’s musical education. In 1963 Wilder Penfield and Phanor Perot reported that stimulation of the superior temporal gyrus, mainly but not only on the right side, caused specific musical hallucinations that were often so precise that the patient named the piece of music.





CONSONANCE AND DISSONANCE

We have seen that in the plastic arts the notion of harmony, consensus partium, is difficult to quantify. But it is easily accessible in musical terms. Physics teaches us that natural musical sounds are often the most complex. Harmonics are pure sounds of frequencies that are whole-number multiples (2x, 3x … ) of a so-called fundamental frequency. For example if we take the Pythagorean model of three vibrating cords of lengths 1, ½, and 1/3, they produce a fundamental note f and harmonics f2 and f3, respectively. The interval between the frequencies of cords 2 and 3 is the ratio of their fundamentals, 3/2, or a fifth. Further, the first four fifths produce the ancient pentatonic scale of Pythagoras and the Chinese. We can go even further: the thirteenth note of the twelfth fifth is slightly higher than the eighth note of the seventh octave by a small interval called the Pythagorean comma, 5.88 “cents,” or a fifth of a half tone. Its equal but artificial distribution over the frequencies of the notes of the twelve fifths defines equal temperament, a concept proposed by Andreas Werckmeister in 1691 and almost universally used in Western music.

Peretz and Zatorre and their colleagues studied patients with cerebral lesions and asked them to judge fragments of Western music for consonance or dissonance, happiness or sadness, pleasantness or unpleasantness. The patient IR, with her bilateral lesion of the auditory cortex, had reduced judgment of consonance and dissonance but could still judge happiness or sadness. Together with Anne Blood and her colleagues in 1999, Peretz and Zatorre used PET scans and showed that when they changed the level of dissonance, there were changes in activation of two main brain regions: the secondary auditory cortex of the superior temporal gyrus, for perceiving dissonance, and the paralimbic (hippocampal, cingulate, orbitofrontal, and frontopolar) cortex, for associated emotional aspects.

Yonatan Fishman and his colleagues in 2001 made detailed electrophysiological studies of responses to various dissonant stimuli, both in monkeys and in humans (Figure 7). The stimuli were chords synthesized from two pure notes at different Pythagorean intervals above C. Ranked from most consonant to most dissonant they were the octave, fifth, fourth, minor seventh, augmented fourth, major seventh, major second, and minor second. Chords composed of tones related to each other by simple (small-integer) ratios, such as the octave (2:1) and fifth (3:2), were typically judged to be consonant. Those related by complex (large-integer) ratios, such as minor second (256:243) and major seventh (243:128), were dissonant. Dissonant sounds produce beats (frequencies of less than 20 hertz per second) or roughness (20 to 250 hertz). Recordings in the primary auditory cortex of monkeys showed that all the chords produced a high-amplitude, short-latency positive response 28 milliseconds after the stimulus (the P28 wave), mainly in layers III and IV of the cortex (Figure 7) and therefore probably due to synaptic potentials from thalamocortical fibers. Only dissonant chords—but all dissonant chords—produced beats in phase with those predicted by Helmholtz: for example, 13.6 hertz for the minor second and 32 hertz for the major second. It is important to note that the responses were only in the thalamocortical receptive layers III and IV, which form part of the conscious neuronal workspace, to be discussed later. Similar results were obtained in epileptic human subjects by intracranial recordings of Heschl’s gyrus of the temporal cortex (the human primary auditory cortex). Dissonant chords produced beats in phase with the beats of the stimulus, a finding that could not be repeated in the secondary auditory cortex. These results demonstrated a physiological representation of dissonance in the primary auditory cortex of both monkeys and humans, indicating that distinction between consonance and dissonance was made early, in the primary sensory cortex. Nevertheless, these studies need to be extended to even higher cortical levels.

The tonal and harmonic context is of crucial importance in listening to music. Marta Kutas and Steven Hillyard in the 1980s compared event-related potentials when a subject listened to a spoken phrase in which alternative logical or incongruous final words were suggested, such as “the pizza was too hot to eat,” “ … to drink,” “ … to cry.” The recorded responses varied according to whether the final word was logical or incongruous. The variation was maximal for a negative wave evoked 400 milliseconds after a stimulus, the N400 wave. The more anomalous the word, the bigger the wave. Its amplitude in some way measured semantic expectancy. Mireille Besson extended these experiments to music and discovered that a positive (P600) wave signaled the expected or incongruous ending to a familiar air, such as the “Toreador Song” from Carmen. The amplitude of the P600 wave increased from expected to incongruous and from diatonic to nondiatonic. She and her colleagues later distinguished a modification of the P300 wave as a function of the harmonic context and a later (300-to 800-ms) modification related to sensory consonance. In all cases we are dealing with top-down effects on the processing of musical information. These latencies would be those expected for access to the conscious neuronal workspace.

[image: Figure 7. Voir légende.]

FIGURE 7 – Evoked responses from human Heschl’s gyrus for consonant and dissonant chords.

From Y. I. Fishman et al., “Consonance and Dissonance of Musical Chords: Neural Correlates in Auditory Cortex of Monkeys and Humans,” Journal of Neurophysiology 86, no. 6 (2001); reprinted with permission.


In this context, it is obvious that if music is present in all human cultures as a mode of communication using “patterns of sound varying in pitch and time produced for emotional, social, cultural, and cognitive purposes,” as suggested by Patricia Gray and her colleagues in 2001, it may well be present in nonhuman species. Music could have appeared independently in birds, whales, and certain monkeys. Nevertheless, capacity for music differs considerably from monkey to man, particularly in terms of transposition. The macaque can recognize a melody transposed by one or two octaves, but not a half or one and a half octaves, and only in a diatonic scale, not a chromatic. The macaque may be able to distinguish consonance and dissonance, but the tamarin cannot.

I am well aware that our discussion of the physical basis of consonance and dissonance, and its probable representation in the brain (“where” it is), leaves us with a feeling of frustration, for it does not tell us how or why consonance may be interpreted as pleasant and dissonance as unpleasant.





MUSICAL CHILLS:
THE EMOTIONAL RESPONSE TO MUSIC

Certain pieces of music provoke in certain persons physiological reactions often referred to as chills, which consist of changes in heart rate, respiration, and the electrical responses of muscles (the electromyogram). In 2001 Blood and Zatorre used PET scans to study subjects who experienced chills while listening, for example, to Rachmaninov’s Third Piano Concerto or other emotionally charged pieces. They showed an increased activity in the ventral striatum, the insula, the thalamus, and the anterior cingulate cortex that was proportional to the intensity of their chills, and a diminution in the amyg-dala, hippocampus, and ventromedial prefrontal cortex: results similar to those experienced when taking cocaine. These are circuits related to the brain’s reward system that involve dopamine and opiates. Indeed, the chills response is reduced by naloxone, which blocks opiate receptors. So there is a powerful effect of music on the reward system, which conforms with the model of shared rewards that we shall discuss later, and with our hypothesis of the importance of art, and especially music, in interpersonal communication and the reinforcement of social bonds.






Physiology of Collection and Collectors

Memories of acquired experience remain in our brain throughout life in the form of stable neuronal tracks. They are also transmitted from person to person, from brain to brain, epigenetically. Gestures, attitudes, and language are part of these memories. But memories can also persist and even evolve outside our brain in the form of artifacts, more stable than our perishable cerebral tissue. In 2000 Ignace Meyerson noted that one of humans’ characteristic traits is that of producing objects different from what they found in the outside world and which he classified as “works.” Works are witness to the most exemplary and stable acquired forms of behavior.

Collecting art is concerned with works in Meyerson’s sense, but also at another cultural level, for it indicates that humans are not satisfied with creating works but want to preserve them. He wrote, “Man has also put a value on certain preserved works, he has socialized them.” So one might ask if collecting is not at the very roots of a rather surprising domain, peculiar to humans, that of the sacred. Could it be the foundation of the social group that, as a material witness to the creative activity of our brain, confers in return—by what Ian Hacking in 1995 called the looping effect—a powerful symbolic force over our cerebral activity? Collecting would share imaginary significance with the social group and would thus contribute to interpersonal consolidation of social ties. It would immortalize something sacred for future generations.

A collection would be even more: an exceptional record of progress in the evolution of our society—the progress of reason, of course. In his Pascalian Meditations, originally of 1997, Pierre Bourdieu wrote: “The world is comprehensible, immediately endowed with meaning because the body … thanks to its senses and its brain, has the capacity to be present to what is outside itself, in the world, and to be impressed and durably modified by it.” The genetic evolution of species, phylogenesis, has led, through multiple interactions with the environment, including variation and selection, to the formation of our cerebral architecture. This gives us a first understanding of the world and constitutes a first innate representation of it. This genetic evolution is followed by epigenetic evolution of mentality and culture. Works preserved in collections are themselves acquired representations of the world. Their confrontation in a collection contributes to the progress of knowledge, which becomes, as Bourdieu wrote, “a primordial consensus on the meaning of the world.” In other words, knowledge becomes an objective. Henri Grégoire (1750–1831) had in a way foreseen the collection as a source of scientific knowledge and its diffusion with the creation of the French National Conservatory of Arts and Crafts. Can one say that the collection incorporates the concept of habitus and confers the power to generate and unify, construct and classify? If so, the collection intervenes in two aspects of culture: the sacred and the scientific.


EXPLORE, COLLECT, UNDERSTAND

The behavior of the human collector depends on cerebral functions that we see in other animals, which have an innate tendency to explore the world and an incessant quest for novelty that we can summarize under the generic term curiosity. In The Primordial Emotions: The Dawning of Consciousness (2005) Derek Denton suggested that, very early in the evolution of species, curiosity appears to have been associated with primordial emotions. In most animal species hunger, thirst, and sex are imperious necessities: life on earth is ensured only because creatures feed and reproduce. For this, neurobiological mechanisms have grown up that incite them to interact quickly with the world. Let us consider thirst. This primordial emotion incites the organism to drink and, having found a water source to quench its thirst, to swallow enough to return its blood to a physiological equilibrium. A few minutes later it is no longer thirsty, for a remarkable phenomenon has occurred. The animal has lost its sensation of thirst before the blood has reached equilibrium. There must be a neuronal system in its brain that produces an inner consciousness of thirst. The same is true for humans. The perception of this need, and its satisfaction, is in a way symbolic because the brain anticipates the physiology. This example may seem far removed from that of the collector. In my opinion, collecting relates to a series of analogous patterns, even if the object is different, intellectually more elevated, symbolically more elaborate, even esthetically more refined.

In the beginning we find primordial emotion: an imperious motivation, a thirst to acquire an object that triggers search behavior, investigation of the world, exploration. Then comes the possible localization of the desired object in a mental map of one’s environment, perhaps in an auction room. There follows the creation of a plan of action to reach it quickly while avoiding potential predators, such as competitors with greater buying power. Finally comes the encounter with the object and its acquisition. The collector, even if targeting cultural objects, employs strategies similar to those more “trivial” ones used to satisfy basic human needs.

Exploratory behavior has been the object of numerous experimental studies in animals. It is unambiguously different from more automatic behavior, like simple navigation. During exploration an animal deploys wide-ranging investigative activity such as trial and error, either openly, by interaction with the environment, or tacitly, virtually, by internalization of mental objects. It constantly confronts what it perceives, or imagines, with the real environment or with its memorizedinner models of what it is seeking. Its brain acts as a novelty detector, real or imaginary. In so doing, it displays what we might call behavioral flexibility, or curiosity. For this it employs a neural mechanism that we have mentioned several times: the conscious neuronal workspace, which allows access to very diverse representations and enormous behavioral flexibility. Special neurons with long axons, which enable the neurons to act over long distances away from the cell body of origin, allow temporary connections between widely separated areas of the cerebral cortex. Although it may seem something of a caricature, we might look on groups of such neurons almost as curiosity systems. In support of this model, we know that long-axon neurons are a feature of the prefrontal cortex that developed almost explosively with the emergence of humans. In lower species curiosity helps satisfy immediate needs of feeding and reproduction, but in man it also serves more abstract processes and encourages exploration of new domains beyond the physical or biological world, including cultural artifacts, notably artworks. Nevertheless, although curiosity is necessary to begin a collection, it is not enough.

From the outset the first vertebrates possessed the means to evaluate the consequences of their actions on the environment by means of a small but vital number of so-called reward neurons, essential for survival. They are in a way the genetic memory of successful positive or negative experiences from the phylogenetic history of their ancestors, experiences that relate sweet taste to nutritive value or burns to danger. These evaluation neurons enable an organism to maximize its experiences, whether for reward or punishment. There are a few thousand of them situated in the midbrain, and they send their axons widely throughout the brain, notably to the cerebral cortex. They release neurotransmitters, chemical messengers, between neurons such as dopamine, serotonin, and acetylcholine. In humans their evolution has followed several directions. First, they react to novel objects, such as cultural artifacts, which considerably broadens their scope of action within the life of an organism. Second, they enable reflection on the self, auto-evaluation, which provides the organism with the possibility of new inner experiences that are based on the recall of former ones. Ultimately, these reward systems are capable of providing the organism with a means to learn, to anticipate a positive or negative reward, and to plan behavior in consequence.

So if a collector is constantly seeking new acquisitions, that seeking has a neural basis. Reward neurons are involved in this repetitive behavior, which can get out of control and become an addiction. Some collectors lose all sense of the elementary rules of society. Philipp von Stosch was an eighteenth-century German intellectual and antiquarian who became a spy for the British government in order to finance his passion for gems; he had no remorse in stealing from collections he was invited to appraise as a renowned expert. In 1648 Queen Christina of Sweden did not hesitate to confiscate improperly the extraordinary collection of the Holy Roman Emperor Rudolf II a few days before the signing of the Peace of Westphalia. Addictive behavior results from dysfunction of reward neurons in such a way that all activity is turned toward obtaining the addictive substance, whether a chemical or an object of desire, however symbolic. In 1994 Werner Muensterberger wrote that a collector attributes power and value to objects simply because their presence and possession seem to have a pleasant effect on his mental state and provide a way of containing emotions stemming from old uncertainties and trauma, some-what as religion does. In other words, the collector constantly seeks reassurance through objects. Collection of artworks acquires what Bourdieu called symbolic power. As I have said, it plunges into the physiology of the sacred.

Meyerson identified another activity as unique to humans: not only do they create and preserve, but they classify. Collecting is close to the sources of scientific knowledge, to scientific doctrine that breaks away from nature to build a new reality. Gerald Edelman in 1989 placed this capacity in the center of consciousness. Humans construct a mental scenario in the present in which sensory signals from a nonclassified world are subjected to perceptual categorization. This activity of classification depends on the functioning of a conscious cerebral comparator. The concept of a neuronal workspace includes neurons for evaluation and self-evaluation that would fit this role.

The earliest fossil evidence for classification was reported by André Leroi-Gourhan in 1964; it was based on an excavation in the reindeer cave at Arcy-sur-Cure in France inhabited by Neanderthal man some 35,000 years ago. He discovered a collection of two iron pyrite blocks, a fossil gastropod, and a polypary from the secondary era. We do not know what made someone start this collection. In ancient Greece we find collections of plants and animals and anatomy, as well as astronomical observatories developed around sanctuaries, especially those relating to the Muses. The best known is the Alexandria Museum. King Ptolemy Soter, around 300 bce, moved Aristotle’s Lyceum to Alexandria, providing it with a library of the books of all the peoples of the earth. Likewise, gifts and booty from looting were amassed by authorities. The collections of kings and princes, prelates, doctors, and jurists became signs of distinction and power. In the Renaissance Humanists passionately sought evidence of Greco-Roman antiquity. In the middle of the sixteenth century the phenomenon of the cabinet of curiosities spread through aristocratic society. These cabinets were more like the collections of primitive man than the Alexandria Museum. One found randomly selected natural curiosities, exotic rarities, fossils, coral, petrified wood, animal monsters, gold, ethnographic objects, but also antique statues and modern pictures. Sometimes collections were implicated in scientific controversy. Francesco Calzolari, an apothecary from Verona, assembled a considerable natural history collection with the aim of revising the scientific heritage of antiquity and improving its pharmacopoeia. His illustrated catalogue of 1622 proposed a systematic order instead of a simple alphabetical list. In his catalogue of 1655 Ole Worm, a physician from Copenhagen, criticized several popular beliefs, such as those regarding unicorn horns, which he rightly identified as narwhal tusks. He was a remarkable philologist, and he founded Scandinavian archeology when he published his collection of runic inscriptions. Seen initially as sacred, these collections were progressively secularized. This was a precursor of the encyclopedic spirit and, in a word, of science in the true sense of the term.

The perfection of classification progressed with that of plants by Carl Linnaeus (1707–1778), which was based on an artificial systemization of form, proportion, and situation and introduced binomial nomenclature. The Comte de Buffon (1707–1788) was vigorously opposed, preferring natural organization with increasing complexity, according to Aristotle’s “great chain of being.” Bernard de Montfaucon, abbot of Saint-Germain-des-Prés in Paris, extended systematic classification to Greco-Roman and medieval antiquities in 1719, and thence to fine art. With Jonathan Richardson’s Discourses of 1719 and Pierre Crozat’s 1741 collection of drawings of old masters, study of artworks became systematic to the extent that Richardson suggested that for the visual arts “connoisseurship” should be considered an authentic science.

Inspired by Francis Bacon, Jean le Rond d’Alembert (1717–1783) and Diderot proposed in the Preliminary Discourse to their Encyclopedia in the second half of the eighteenth century a generalized genealogy, or tree, of knowledge, their Figurative System of Human Knowledge. A remarkable fact for the neurobiologist is that they proposed a division of human science into history, philosophy, and poetry that was based on the three faculties of comprehension, as cerebral as is possible: memory, reason, and imagination. A project debated by the French Convention for a national museum to reflect the aims of the Encyclopedia and demonstrate the unity of knowledge was delegated to Antoine-Chrysostome Quatremère de Quincy (1755–1849). It would have an educational aim, “The sight of a collection is above all precepts,” and it would offer the citizen an “interesting spectacle.” This central museum was never built, through lack of funds, but three independent institutions were created: the Natural History Museum, the Louvre Museum, and the Conservatory of Arts and Crafts. Two hundred years have consecrated this irreparable cleavage, which deprived us of an encyclopedic vision of the world and of an essential confrontation. Must we accept this?





COLLECTING AND CONTEMPLATING ART

There is no a priori limit to collecting, from the collector of buttons or stamps to Don Juan, collector of women. Among the motivations there are, as we have seen, the pleasure of collecting and the pleasure of looking at the collection once collected. There is also a sort of duty to save from destruction memories of the past, of history with its rich heritage of learning. The collection of artworks recalls several of these motivations. It is one of the highest forms of culture, as Jacques Thuillier recently emphasized. It provides an intentionally created environment that encourages enjoyment. Of course, it is witness to history, but its lesson is up-to-date in its human content, which we question as we look.

A painting is artwork par excellence. It has history, style, and meaning. In The Image and the Eye (1994) Gombrich pointed out that when making a choice, a collector is faced with “a dazzling and bewildering variety of images which rival in range the creations of the living world of nature.” Collecting paintings consists not of simply having a large bank account, getting advice from a professional investor, or an irrational impulse. A collector must make an informed choice, based on wide and enlightened visual experience. In 1699 Roger de Piles in his Lives of the Painters distinguished “the curious who form an idea of a painter from three or four pictures they have seen” and who display a naive and irrational infatuation, and the “connoisseur, gifted by talent, reflection, and long experience.” A collector should be a connoisseur, but that takes time and effort, and one is never sure of succeeding. Understanding science takes effort, and so does understanding a picture. Therein lies a paradox. We are surprised at this similarity between science and an object of pleasure. The reason is that an artwork is much more than a simple object of pleasure. It possesses potentially a multitude of meanings and a power of evocation attainable only through careful attention. The force of this power of evocation varies with what we agree to call quality. To understand a work means discovering its individuality, its wealth of meaning, and its harmony. Likewise, it means placing it in the context of an artist, a school, a country, and a century.

The art collector, especially of paintings, seeks works that he finds beautiful, even exceptional. Analyzing his behavior may help us better understand what I call quality in a picture. As we saw earlier, according to Onfray, the artist engages in an exchange and proposes intersubjectivity. He distinguishes two stages: first an emotional shock, then a reasonable argument. These two stages recall successive steps in scientific discovery, notably that in mathematics as described by Henri Poincaré (1854–1912) and Jacques Hadamard. Poincaré wrote of initial “illumination” and “character of beauty and elegance” accompanied by “esthetic emotion … playing the role of a fine sieve.” This fleeting, unconscious effect is followed by a conscious effort of verification and rigorous proof. It seems to me that the collector proceeds in a similar manner in his quest. What happens in his head? Is it the imitative character of the picture— the appearance of an object, a face, an attitude: the mimesis of the ancient Greeks—that attracts him to a given work? Perhaps, but that is not enough. The “esthetic efficacy” of a masterpiece should not be confused with a hyperrealistic copy of reality. We have already seen that Plato offered an important clarification that, contrary to what Onfray thought, did not presuppose any essential dualism in cerebral function. He claimed that beauty is expressed by a formal relationship of appropriateness, where the unity of the whole is more important than the multiplicity of its parts. I think this formula is still topical. In his quest a collector is overcome in a “brutal, immediate, overwhelming” way by the composition of a work, the manner in which it is organized, the musicality of its forms, tones, figures. Our brain perceives, recognizes something physical, consonance or dissonance. We are also sensitive to another feature, parsimony, which we discussed earlier. For Herbert Simon an emotional response to the beauty of parsimony is perhaps useful for survival by the capacity it offers to detect organized patterns in nature. The esthetic collector might also benefit from this exceptional natural quality. He will immediately recognize in a work a certain economy of means revealed as a bold line, a convincing brushstroke, a contrasting juxtaposition of colors, all creating sensory consonance and endowing a work of quality with its own unique harmony.

The immediate appreciation of a composition cannot be satisfied by a copy or an imitation. A work must be an original if it is to have true vivacity or vitality. The collector’s eye, or rather his brain, relies on the work’s being original. If he hesitates over its being an imitation or copy, doubt arises. Does its overall appearance, its global concept, its design, the formulation of its poetry, coincide with what one expects from the master? On closer examination, do the details suggest a skilled hand, or that of a copyist or novice? What about the boldness of stroke, the preciseness of design, the relation of colors? Can one see corrections in strategic places? Have elements of the original sketch been covered as the painting emerged? Is there a hierarchy in the rendering of the picture so that significant parts are emphasized rather than less significant ones? In such an interrogation of a work Gombrich saw the mind of the connoisseur reiterating the imaginative prowess of the artist. Examining the quality of a work is not recreative, but re-creative. We seek the evolution, the trial and error, of the artist’s creative process. The collector sets out to meet the artist in his brain.
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