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 Prologue

 AMSTERDAM, 1971

And now I introduce Mr. ’t Hooft, who has a theory that is at least as elegant as anything we have heard before.

—TINI VELTMAN, “AMSTERDAM INTERNATIONAL CONFERENCE ON ELEMENTARY PARTICLES,” 1971

 



 




Tini Veltman is a contrarian: a forthright man who has never shied away from controversy. His single-mindedness has brought him success where others either gave up or didn’t even dare to try. It is the characteristic that set him on course to a Nobel Prize for Physics. Part of the reason for his triumph was the fortune to have a student whose genius was in constructing a masterpiece by using tools that Veltman had forged.

Veltman and his protégé, Gerard ’t Hooft, are like chalk and cheese. Veltman is a big man, with a fulsome beard, often found with a cigar stuck in the corner of his mouth or waved between his fingers as he holds court. His near-perfect English resonates with Dutch vowels as he dismisses some rival’s work as “baloney” or “crap.” This blunt approach can mislead, obscuring a sensitive and thoughtful personality, with deeply held convictions about the way science should be conducted. His nickname,  “Tini”—an abbreviation of Martinus—is ironic given his stature, in all senses of the word.

’t Hooft, by contrast, slight in build, with thinning hair, dressed smartly in jacket and tie, and with a small mustache, could easily be mistaken for an English country doctor or an accountant. During discussions, I am often possessed by a sense that he already knows what he is being told and is politely waiting to hear something novel. When he speaks, there is no doubt that he is correct: His soft voice carries real force, aided by a dry sense of humor.

Forty years ago, their meeting would change the world of physics. However, today, Veltman—the teacher whose ideas enabled his star pupil to produce his magnum opus—and ’t Hooft have drifted apart.1 In Veltman’s own book about particle physics, ’t Hooft’s appearance is limited to a photograph and a few lines of text. He describes ’t Hooft’s breakthrough as “a splendid piece of work,” which, enigmatically, he was very happy with “at the time.”2 That is how it was in 1971, when Veltman “proudly introduced” his young maestro to the world.




 THE INFINITY PUZZLE 

A half century or so ago, and more than two thousand years after the philosophers of ancient Greece had first conceived of atoms, these basic pieces of matter had been revealed to consist of smaller particles, of lightweight electrons remotely encircling a bulky central nucleus.3


In the aftermath of Hiroshima, where the nuclear atom’s explosive power had been revealed, understanding the nature of the atomic nucleus and the mysterious forces that control it was what defined the new frontier. That the nucleus of an atom has a labyrinthine structure of its own was already apparent; the surprise was that the closer that scientists looked at it, the more complicated things appeared to be. And to cap it all, strange particles—similar to those found on Earth, yet behaving in other ways—were discovered to be pouring down from the heavens, as the result of cosmic rays from outer space smashing into the atmosphere above our heads. Exotic forms of matter, whose existence had not been dreamed of by scientists in their earthbound laboratories, were changing  our whole perception of nature. Any theory of the universe had to explain them.

This was a time when the pursuit of breakthroughs had become the physics world’s equivalent of the Klondike gold rush.4 Some theoretical high-energy physicists staked their claims with half-baked theories, which they published in obscure journals. The logic seemed to be that if your idea turned out to be wrong, few would notice and the paper would be quietly forgotten. However, if it turned out that a discovery proved your idea to have been correct, you could then refer the world back to your paper and claim priority.

Throughout this febrile period, one problem stood out, resisting all attempts at a solution. This was what I call the “Infinity Puzzle.” Three great theories—Maxwell’s theory of electromagnetism of the nineteenth century, Einstein’s theory of special relativity of 1905, and Quantum Mechanics, developed in the 1920s—individually made profound predictions that turned out to be completely accurate: for example, the description of light as electromagnetic waves with a constant speed; the conversion of mass into energy via E=mc2, where c is the speed of light; and the explanation of the stability of atoms, with a quantitative description of their beautiful spectra. In the 1930s the union of these theories gave birth to a complete theory of electromagnetic force and how light interacts with atoms, known as Quantum Electrodynamics, or QED. Initially, it appeared beautifully seductive, but what at first had appeared to be a Cinderella soon threatened to become an Ugly Sister. When the equations of QED were applied beyond the simplest approximations, they seemingly kept predicting that the chance of some things occurring was “infinite percent.” Why is this a problem? The answer is that infinity is transcendent, beyond measure, signifying a failure of understanding rather than a real answer.

To put this into context, the probability of chance can range from zero (that I will never win the lottery, for instance, as I never buy a ticket) to an absolute certainty at 100 percent (death and taxes). “Infinity,” by contrast, is boundless and immeasurable; it has no quantifiable meaning. In the context of the questions that the scientists were posing, the answer was nonsense, analogous to your computer giving you an error message: “computer violation” or “overflow.” When this happens it is usually a hint  that you have made some catastrophic error—such as instructing the machine to divide by zero. Or it may be a sign that there is a glitch in your computer, perhaps even that the machine itself has been assembled incorrectly. 5 Without doubt “overflow”—or in our example, infinity—is telling you that something is wrong; the problem is: What to do about it?

Nor was this a nonsense confined to some arcane piece of atomic science, for this enigma touched upon our ability to understand the principles underlying some of the most basic and far-reaching phenomena. Plants grow as their atoms absorb energy from light, for instance; radio waves result when electric charges are disturbed by electric or magnetic forces; and much of modern electronic technology involves the interactions between electromagnetic radiation and electrons. Each of these—whole industries and indeed many forms of life itself—depends on a simple underlying mechanism: an electron absorbing or emitting a photon, which is the basic particle of light. Yet QED seemed unable to agree with even this most rudimentary of processes. If, as QED seemingly implied, the chance of a photon being absorbed by an atom was infinite, then photosynthesis and indeed many chemical reactions would happen instantaneously. Life would have burned itself out long ago, if indeed it had ever begun.

For physicists, infinity is a code word for disaster, the proof that you are trying to apply a theory beyond its realm of applicability. In the case of QED, if you can’t calculate something as basic as a photon being absorbed by an electron, you haven’t got a theory—it’s as fundamental as that.

One particular example of this catastrophe is the magnitude of an electron’s magnetism, which experiments could measure relative to some standard scale. By using the standard theory, that is, QED, physicists expected to be able to compute this number. All that is required is to solve the algebraic equation describing an electron absorbing a single photon.

This is standard fare in undergraduate physics, and I can well recall the joy I felt when, back in 1967, I first carried out the calculation myself. I thought that at last I had qualified as a theorist. Unfortunately, I then learned that this was just the first of a whole series of calculations that would be needed in order to arrive at the true answer; furthermore, my  tutor had glossed over the fact that if I were somehow able to do this momentous task, and then to add up the total, the answer would turn out to be infinity. Unknown to me at that time, a few hundred miles away, in Holland, I had a contemporary named Gerard ’t Hooft, who was also being exposed to the mysteries of infinity and within five years would gain scientific immortality by solving them.

 



 



The reason that there was so much more to do lies with the fact that, according to QED, the electron in question is not alone in the void: A vacuum is not empty but seethes with transient particles of matter and antimatter, which bubble in and out of existence. Although these will-o’-the-wisps are invisible to our normal senses, they disturb the photon and electron in the moment of their union and contribute to the number that the experiment measures.

QED contains the means of calculating the effect of each of these disturbances, one by one. There is an infinity of them, the contributions of all but a few being so trifling that they can be ignored—so long as you are prepared to accept some limit to the precision of what you are computing. The trick is to start with the most important (which is what my student calculation had done, naively thinking it to be the lot), then add in the next, and then to continue by including the effects of smaller and smaller contributions, the sum total approaching the “true” answer ever more accurately.

This can be difficult to do, but there is nothing necessarily wrong here, as an infinite sum can have a finite answer (such as 1 + ½ + ¼ + ⅛ + . . . = 2). After the first two terms you are already within 25 percent of the answer; add in the next couple, and your inaccuracy is less than 10 percent. It is merely a pragmatic question of how precise an answer you need as to how many terms, and how much work, you have to do.

Or so physicists thought in their early explorations of the implications of quantum mechanics and QED. However, by contrast to the previous sum, which gave the desired answer of 2, what they found instead was a series that was more like 1 + ½ + ⅓ + ¼ + . . . . At first sight this looks good too—after just three terms the sum is already within 10 percent of 2. But  add in the next one, ¼, and you will find that the running total has overshot: 2.08. Add in further terms and it continues to get worse: infinitely worse. The sum 1 + ½ + ⅓ + ¼ + . . . = infinity.

In their search for precision, physicists had utterly lost accuracy. Attempt to calculate an electron’s electrical properties, such as the size of its charge or magnetism, and your answer would turn out to be infinity; if you wanted to know what would happen when a photon hit an electron, and listed the odds of this or that possibility, each one would turn out to have the chance “infinite percent.”

While QED describes how light interacts with matter, it alone cannot confront the stability of matter itself. There are two other forces acting in and around the atomic nucleus, known as the weak and strong nuclear forces, their names alluding to their strengths relative to that of the electromagnetic force when acting on atoms here on Earth. The strong force is the binding force that holds atomic nuclei together; the weak force, by contrast, destabilizes nuclei, causing a form of radioactivity that plays an essential role in the way that the sun produces its energy (see Figure at right). The theories of these forces also ran into problems.

The theory of the weak force gave a series of diminishing terms, similar to QED, which led to infinity also. The strong force was an even greater enigma, as in its case the infinite sum explodes; instead of a gentle approach to infinity, like 1 + ½ + ⅓ + ¼ . . . , there was an unnerving sum like 1 + 4 + 9 + 16 + . . . , where each successive term is bigger than all that went before it. This was so daunting a result that physicists decided some other way of explaining the strong force was needed.

For the particular case of QED, a way of abstracting useful numbers from the morass was found in 1948, as we shall see in Chapter 2. The basic trick, which works but has never made everyone, including those who created it, totally satisfied, is as follows.6


There are many properties of atoms and their constituent particles that you may compute in QED, each of which gives the answer infinity, but the key discovery was that whatever you calculated, the way that infinity emerged from the mathematics was the same from one process to the next. For example, when physicists calculated one quantity, they found a horrible infinite thing multiplied by, say, the number 1. Then they calculated some other quantity and found the very same “horrible infinite thing,” but this time multiplied by, let’s suppose, 2. So this second quantity was predicted to be twice the size of the first. If an experiment had already measured the true (finite!) value for the first quantity, QED could then confidently predict the magnitude of the second as being twice as great, and experiment confirmed this to be true. So the horrible “infinity” could be subsumed, hidden from view as if it didn’t exist, leaving an apparently pristine theory on display. As I said, no one was entirely happy, yet it worked.

 





THE FORCES OF NATURE
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Gravity is attractive and controls the large-scale motion of galaxies, planets, and falling apples. Electric and magnetic forces hold electrons in the outer reaches of atoms. They can be attractive or repulsive and tend to counterbalance in bulk matter, leaving gravity dominant at large distances. The electrical repulsion between protons in an atomic nucleus would prevent the existence of stable nuclei but for the existence of the strong force, which gives a powerful attraction between protons or neutrons when they touch. The weak force can change one form of particle into another. This can cause transmutation of the elements, such as turning hydrogen into helium in the heart of the sun. (Credit: Reproduced with permission of Oxford University Press)



This is how. The values of an electron’s electric charge and its mass have been measured. The miracle is that these two known quantities are sufficient to provide benchmarks for anything else that we may wish to compute in QED. We cannot use QED to calculate the electron’s charge or mass from theory—for were we to do so, we would get infinity—but we can use QED to calculate everything else relative to these experimentally determined quantities. The marvel is that instead of infinity, all the answers now turn out to be finite, and, even better, the values are correct. Today, some quantities have been calculated this way that agree with experiment to an accuracy of one part in a trillion, which is an order of magnitude much like the diameter of a hair when compared to the width of the Atlantic Ocean.

 



 



Although inelegant, the recipe for extracting sensible answers for QED worked. However, the explosive numbers that erupted in the case of the strong force convinced people that some other route was needed there (we shall see in Chapters 12 and 13 how that breakthrough came about). For three decades, both the weak and the strong nuclear forces appeared to be beyond quantitative description. However, in the case of the weak force there was a tantalizing hope that something akin to the miracle of QED might be replicated. Unfortunately, here, too, everyone who tried soon hit a seemingly impenetrable barrier.

The Infinity Puzzle for the weak force resisted the physics world’s greatest minds for a quarter century. Some tried to solve the problem but failed; most ignored it and hoped that it would go away. The nature of this impasse, how it was defeated, and the arguments over priority for Nobel Prizes that it has spawned are the themes of this book.

The saga is a paradigm of how science happens in the real world, as opposed to the steady heroic progression portrayed in some winners’ accounts. Instead of a direct line linking theoretical idea and experimental discovery, there are numerous wrong turns, partial answers, and mislaid arguments. The picture of science as a sequence of great discoveries and Nobel Prizes, which is presented in some narrative histories, and which forms many people’s idea of the field, is really an attempt to make easy narrative sense of the whole saga, with hindsight. In practice, scientific research is a series of twists and turns; scientists experience the same emotions, pressures, and temptations as any other group of people and respond in as many ways.

You may experience the euphoria of making a great discovery, only to find out that someone else has beaten you to it. Or you may have been first, but not been ready, or brave enough, to go out on a limb and publish—perhaps wanting more time in order to be certain, or even not realizing at the time the significance of what you had achieved. As we shall see, even at the top level people often don’t know if their idea is world changing or a mere fancy until later events determine which. This is like Paul McCartney, years later, admitting that at the time of writing his songs he didn’t know which would sell millions and which would fail.

For composers of music, or literature, there is no limit to the number of possible creations—it is infinite. If you don’t make your composition public, it is unlikely that anyone else will create the very same symphony. For theoretical physics, on the other hand, nature already has the solution, and it is we who are trying to reveal it for ourselves. So there is a sense of uniqueness, a right or wrong, which experiment or further advances in theoretical understanding may ultimately reveal. Discover what it is, publish first, and the credit will be yours. However, if you do not, and someone else independently, later, publishes what you might have done, how do you react when the world takes notice? History records the winners’ names in the pantheons of science; the names of “Nobel Prize runners-up” are as memorable as those of the losing semifinalists in Grand Slams or World Series.

Such are the realities of science, where scientists’ emotional responses to these pressures may be far from the dispassionate ideal of popular belief.  Our story, spanning more than a half century, has examples of all of these, and more.




 AMSTERDAM, 1971 

Among those who thought that they knew how to solve the Infinity Puzzle for the weak force were Abdus Salam and Tsung-Dao (T.-D.) Lee. The person who actually did solve it, however, was Gerard ’t Hooft, Veltman’s brilliant student. It was 1971 when ’t Hooft convinced his teacher that he had indeed succeeded. Veltman decided to launch his apprentice, already a master craftsman, in dramatic fashion.

In June that year a major international physics conference was scheduled to take place in Amsterdam. Veltman, a senior physicist at the University of Utrecht, had been asked to organize a series of presentations in theoretical physics. He invited Lee and Salam to present their ideas on how to solve the Infinity Puzzle.

Chinese American theoretical physicist T.-D. Lee had already won a Nobel Prize, shared with his colleague Chen-Ning Yang, for showing that the world behind the mirror is essentially different from the real world. Whatever it is that is responsible for the radioactive decays of atoms seems in the real world to be controlled by a mysterious subatomic left-handed screw. Viewed in a mirror this would appear to be right-handed. Had Alice known of radioactivity, she would have been able to tell whether she was in the world behind the “Looking Glass” or in the real one. The discovery in 1956 that nature is left-handed was a huge cultural shock and guaranteed Lee and Yang scientific immortality. By 1971, Lee had decided that the Infinity Puzzle was the one to crack, and he thought he knew how to solve it. However, thanks to ’t Hooft, Veltman knew better.

In 1971 Abdus Salam had not yet won a Nobel Prize but was ambitious to do so. Later, Veltman would not be slow to remind people of this, hinting at the lengths Salam would go to lobby the committees. Salam was a visionary, head in the clouds, ideas flowing as if he were in a perpetual brainstorm, ready to publish anything and hope for the best. His style didn’t gel with Veltman, who held Salam’s oeuvre in less high esteem than some. Salam thought that he knew how to solve the Infinity Puzzle for  the weak force, and from some ambiguous remarks in talks may even have convinced himself that he had the answer. However, he never quite convinced others, certainly not Veltman.

That summer, Salam believed that the key to finding the solution was to incorporate gravity into the mix. Here too, thanks to ’t Hooft, Veltman knew better. He invited Salam to open the proceedings.

The venue was a small room off the main hall in the Amsterdam Congress Centre. More than 2,000 scientists attended the conference, but of them only a few dozen were present at what at first appeared to be a sideshow to the main proceedings.

Salam spoke first, saying that he was convinced that gravitation was the key. Veltman let Salam talk about his “baloney” before calling on T.-D. Lee, who then described his own attempts to solve the puzzle by inventing hitherto unknown particles with weird properties.7 Lee completed his presentation, answered questions, and returned to his seat in the auditorium. The moment had at last arrived: “And now I introduce Mr. ’t Hooft,” Veltman announced, “who has a theory that is at least as elegant as anything we have heard before.”

’t Hooft’s talk lasted just ten minutes, and to those in the audience, unaware of the significance of what they were witnessing, the occasion appeared to be simply a means for Veltman to push a promising student to wider attention. The “before” in Veltman’s introduction was assumed by members of the audience to mean “in this session,”8 and as few regarded Salam’s or Lee’s ideas with much enthusiasm, this introduction did not seem unreasonable, nor did it heighten expectations. However, what Veltman meant by “before” was “in the past thirty years,” for ’t Hooft had found the philosopher’s stone.

Most did not understand his talk, let alone realize that they were present at a singular moment in the history of science. Salam certainly did not. In the written version of his own talk, which he revised after the conference, he added a note “welcoming G ’t Hooft’s theory,” also advertising that “the same theory” had been proposed in 1964 by himself and a colleague, J. C. Ward, and then included this afterthought: “Gravity . . . is likely [to be needed] to give the right numerical values.”9 However, as the passage of time has shown, incorporating gravity would not be necessary.  Salam’s postscript shows how even an expert failed to appreciate the full import of what he had just heard.

’t Hooft, by contrast, did not write up his talk. He was still completing his thesis and wanted all the arguments to be presented there, carefully, where they could be spelled out like a legal document for experts to examine the logic of the proof until convinced that it was watertight. As one colleague present recalled years afterward, some in the audience had caught a flavor of what had happened, and the delegates were asking one another, “Veltman’s student—’t Hooft—is he really claiming to have solved the Infinity Puzzle?”10 Discussions in the corridors afterward convinced them that indeed he was.

When the news began to spread, the reactions of two Nobel laureates were typical. Steven Weinberg remarked, “I had never heard of him so my first reaction was: this can’t be right.”11 Sheldon Glashow retorted, “Either the guy’s a total idiot [to be making such an outrageous claim] or he’s the biggest genius to hit physics in years.”12


“Genius” was correct. ’t Hooft and Veltman would share the Nobel Prize for Physics in 1999 for this achievement. Given their initial reactions, there is irony too that Glashow, Weinberg, and Salam (but not Ward) would themselves share a Nobel Prize in 1979 for their own work, which’t Hooft’s breakthrough was about to bring to center stage, for ’t Hooft’s entrance was a pivotal moment in the development of understanding during the second half of the twentieth century.

In simplified accounts, Veltman’s role was much like that of John the Baptist, preparing the way with the tools, the blueprints, and the machinery to fit everything together; ’t Hooft was the true Messiah, the genius that physics had awaited for years who built the theory, and the structure, that would lead to a golden age. Forty years later, their legacy includes the largest and most ambitious experiments in physics that have ever been attempted: the simulation at the Large Hadron Collider (LHC) at CERN in Geneva of the first moments in the universe after the Big Bang.

For more than two thousand years, until ’t Hooft, a central aim of philosophy and science had been to identify the fundamental pieces of matter, the “atoms,” and, latterly, the elementary particles. Following that breakthrough, the focus has changed: Our conceit today is that we may be able  to reveal how matter itself was created and how our universe of shape and form came to be.

The first half of this narrative describes how ’t Hooft, and others, made the crucial breakthroughs that culminated in the triumph of 1971. The remarkable developments that have come to pass since that seminal moment will be the theme of the later chapters. There I shall trace the path from a sideshow of a talk in Amsterdam to a multibillion-dollar worldwide scientific collaboration that hopes to answer such questions at the Large Hadron Collider.





PART 1

 GENESIS





 Chapter 1

 THE POINT OF INFINITY


Abdus Salam arrives in Cambridge from India in 1946 and becomes a theoretical physicist by chance. Paul Matthews tells him that the textbooks on atomic physics are out-of-date. A beautiful theory of atoms and light—Quantum Electrodynamics—is in crisis, as its equations give nonsense, “infinity,” as the answer for quantities that are known to be finite.




One evening, around 1960,1 I first came across the remarkable physicist Abdus Salam. In those days, the BBC had a mission to inform, and their weekly science broadcast featured leading figures speaking about the latest discoveries in a popular but serious style. On a winter’s night I listened to our old analog radio as Salam was describing some breakthrough that promised to revolutionize our understanding. I hadn’t much idea what it was about, but his presentation was captivating. Whatever was going on in physics, it sounded truly exciting. I knew that I wanted to be a part of it.

Years later, when he won the Nobel Prize, I wrote a brief congratulatory note and told him the effect that his words had had on me. In return I received the most charming and humble letter; the fact that his broadcast had so inspired another into the wonders of science seemed to be more  important to him than the prize that he was about to collect. Those who knew him will have their own memories of this complex man, the first Muslim Nobel scientist and an international statesman and champion for science in the developing world, whose visions for science and society were equally singular and who raised high emotions among his colleagues, described by some as a genius with deep intuition, by others as an opportunist.

Salam was an iconic figure in what was known in the 1960s as the Third World. Full of energy, charisma, and politically adept, he was the inspiration behind UNESCO’s funding of the International Centre for Theoretical Physics. For intellectuals from the Third World, the “ICTP” became a scientific Mecca. Salam’s spirit is still there, as are his collected papers.2 “Why,” I asked him, around the time of his Nobel Prize in 1979, “did you choose to create a Centre for Theoretical Physics, and particle physics no less, instead of, say, a Centre for Engineering, or Medicine, either of which would have far more practical use for their homelands?” His response astonished me. “It really doesn’t matter,” he replied. “In many of those countries, intellectuals spend most of their time trying to preserve their heads on their shoulders.” Here, as in his science, Salam saw problems in a different way than most others.

 



 



Abdus Salam was born on January 29, 1926, in Jhang, Punjab, in what was then India. His father was a schoolteacher who trained his son’s memory by asking him to repeat the tales that his parents had read to him.

Salam became a theoretical physicist by chance. The Indian High Commission had offered a scholarship at St. John’s College, Cambridge, to a postgraduate student of English literature. However, in August 1946, this student withdrew, and the college said that in his place they would prefer an undergraduate. Abdus Salam already had a master’s degree in mathematics from Lahore and so could have entered graduate school directly. However, his family had another agenda: Their sights were set on his entering the Civil Service, and the vice chancellor of Punjab University advised that the cachet of St. John’s College, Cambridge, would clear the way. An undergraduate mathematics course therefore would provide the  means. This was an opportunity too good to miss; if repeating undergraduate mathematics was the price for entering Cambridge, let it be.

He received the telegram with the offer on September 3 and eight days later was en route aboard the ocean liner Franconia, bound for Liverpool, completing the journey by train and taxi. His entire possessions, clothing and books, accompanied him in a large cabin trunk. This odyssey brought him to the main gate of St. John’s College, at which point he was confronted with the problem of how to get his belongings to his room. Upon asking the porter for help, Salam was offered a wheelbarrow.

What he found on arrival was utterly different from anything he had previously experienced. England in 1946 was recovering from the privations of the war. It was the coldest winter for decades, and coal to warm his room was limited to three small buckets a week.3 Food was scarce; meat, eggs, and sugar along with many other items required payment both in cash and in coupons from a ration book. Obtaining this document was Salam’s most urgent need, and as soon as he had one, the college commandeered it: Students’ ration books enabled the college to obtain the necessary food for communal dining. Other than these meals, Salam would later recall, he had lived on apples, which were the only things that could be bought without the precious coupons, or “kosher sausages and other delights that defied the rationing allocations” at the house of his friend Paul Matthews.4


In what was still a colonial, insular, and almost entirely Caucasian society, prejudice was in those days patronizing rather than openly malicious.5 Within academia, Abdus Salam was less aware of this. Life in college in 1946 was hugely privileged. College servants were like personal butlers—waking you in the morning, making your bed, cleaning your room, polishing your shoes. The dining hall, hundreds of years old, high-ceilinged with stained-glass windows and portraits of grandees, consisted of the High Table, where the master and fellows of College dined, and three rows of oak tables, which stretched the length of the room and catered for the undergraduates. But for the monotonous menus, which reflected the postwar austerity, evening dinners were like medieval banquets.

Having already completed a master’s degree in mathematics at Lahore, Salam duly won First Class Honours at the end of his first year at  Cambridge. He decided to proceed straight to the advanced course known as Part 3, which in the academic year 1947–1948 included a series of lectures on quantum mechanics given by Paul Dirac—Nobel laureate and one of the greatest theoretical physicists of the century. This experience changed the course of Salam’s life.

Until that moment, he had a vision of success at Cambridge providing the entrée for his return home and a career in the Civil Service. But Dirac’s lectures revealed to Salam a profound beauty—the mysterious ability of mathematics to resonate with the workings of the physical universe. To the devout young Muslim, this seemed to be a calling “to carve mathematical monuments to Allah’s work.”6 By 1949 he was ready to start on his chosen career—research in theoretical physics.




 MATTHEWS AND KEMMER 

Now is the moment to introduce two people who entered Salam’s life at this point and determined its course for the next two decades.

One is Paul “P. T.” Matthews, who, like Salam, came from India, though he had spent all but the first seven years of his life in England. He would become Salam’s research supervisor—who at the end of each term generously gave Salam the “8 guineas supervision fee, which the University of Cambridge had paid him”—and eventually his best friend, who piloted him toward a Nobel Prize.7


Matthews, however, was not Salam’s original choice for supervisor. Instead, he had sought out Nick Kemmer, the second in our duo. Kemmer will turn out to have a central role in the later development of this story—conducting the orchestra if not actually being one of the virtuoso soloists.

Nick Kemmer had been born in St. Petersburg, Russia, in 1911, and arrived in London just before the 1917 October Revolution, never to return. Moving to Germany, and then to Switzerland, before returning to England in 1936 to a post at Imperial College, Kemmer absorbed languages as easily as physics. It was years later when I first met him. I remember him as a wonderful man, educated during the days when quantum mechanics was in its infancy, and always ready to tell stories about the great physicists with whom he had worked.

Multilingual, his English was so good that he enjoyed cryptic crosswords, once greeting me by asking if I knew the compiler of the Guardian crossword, as he had seen my name in a clue. I knew nothing of this and asked him to explain. The clue had been “Breakfast for Frank Close? [4,6]”; the “[4,6]” indicating that the answer consisted of two words, the first with four letters and the second with six. He then revealed that the answer was Corn Flakes, and with a chuckle asked if I had ever realized that my name was an anagram of that cereal. I had to confess that this was news to me, and seeing my embarrassment he added, “Well, always remember that on the packet under the name it says ‘The original and best.’”8


In the 1930s Kemmer had been a research student of Wolfgang Pauli, an overpowering Austrian theorist who had given him such a tough problem to investigate that Kemmer had nearly given up theoretical physics there and then. This experience had scared him so much that, to protect students from a similar fate, he was reluctant to suggest any problems to them at all. Instead, he recommended that they read the literature and find something for themselves.

Although Salam’s undergraduate record showed him to be a potential star, Kemmer was cautious and, being overloaded with students, he suggested that Salam go to Birmingham to work under nuclear theorist Rudolf Peierls. However, Salam, having at last settled into Cambridge, had no wish to leave and pleaded with Kemmer to supervise him “if only peripherally.” As a compromise, Kemmer suggested that Salam talk to Matthews: “He is finishing his PhD this year. Ask him if he has any problems left.”9


Thus, Matthews met the young Salam for the first time. Upon discovering that he was studying a textbook on quantum mechanics, Matthews pointed out that a lot of exciting things were happening, such as the discovery of how to get rid of infinity in Quantum Electrodynamics, and the textbooks were already becoming out-of-date. He explained to Salam that the new essential pieces of reading were papers by the likes of luminaries named Feynman and Schwinger, to be found not in the bookstore but on the shelves of the physics library, cataloged under the heading “The Physical Review.”

Realizing that textbooks contain what is established but none of the news from the frontier is one of the rites of passage from undergraduate  to research student. The key is to have advice from someone in the know, able to point the way. In Matthews, Salam had found his mentor.




 THE ATOMIC BAR CODE 

The textbooks may have been out-of-date, but that doesn’t mean they were useless. As knowledge advances, new ideas subsume the old but rarely prove them to be “wrong.” Thus, Einstein’s theory of Special Relativity contains Newton’s Classical Mechanics as a special case, while the discovery of quantum mechanics extended the application of these theories to the world of very small things, such as atoms and their constituent parts. The textbooks on atomic physics in the bookshops of Cambridge, which Salam read in 1949, told much that was true then, and remains so today.

In popular imagination, an atom is often pictured as a miniature solar system. In this naive analogy, the nucleus plays the role of the sun, and electrons are like the remote planets. Whereas the force of gravity controls the motion of the latter, it is the electrical attraction of opposite charges—positively charged nucleus and negatively charged electrons—that holds atoms together.

Analogies can be dangerous if stretched too far, and the case of the planetary electrons is a cautionary example: Atoms built like that could not survive for a moment if they obeyed Isaac Newton’s laws of mechanics. The same force of gravity that governs the motion of the planets is degrading their orbits over the eons. The solar system is vast and gravity relatively feeble; as a result, the erosion of the orbits is so gradual even the most sensitive measurements cannot detect it.10 Atoms, by contrast, are very tiny, and the electrical forces are much more powerful than gravity. The resulting changes in the orbits of the electrons would occur faster—much faster. Had electrons in atoms encircled the central nucleus like planets orbiting the sun and obeyed Newton’s laws, they would have spiraled into the nucleus within a mere fraction of a second. An atom, once formed, would self-destruct in a flash of light almost immediately; matter, including you and me, would not exist.

The fact that we are here shows that very small things, such as atoms and their constituent parts, follow different laws from those of Newton,  which explain the behavior of objects that are large enough to see. Today we know these laws. Instead of an electron being able to go where it pleases in an atom, it is limited, like someone on a ladder who can step only on individual rungs. Electrons in atoms follow a fundamental regularity, each rung corresponding to a state where the electron has a unique amount of energy. Danish physicist Niels Bohr discovered this in the summer of 1912, following a remarkable observation, in 1885, by a Swiss schoolteacher, Johann Balmer.

 



 



Light, that rainbow or spectrum of colors, consists of electromagnetic waves whose electric and magnetic fields oscillate hundreds of trillions of times each second; what we perceive as color is the brain’s response to the different frequencies of these oscillations. Albert Einstein—most famous for his theory of relativity—won his Nobel Prize for showing that light rays, rather than being a continuous stream, consist of a staccato burst of particles—photons. A photon has no mass, but traveling at a speed of about 300,000 kilometers every second, it has energy. The energy of a photon is proportional to the frequency: Thus, a photon at the high-frequency violet end of the rainbow has roughly twice the energy of one from the low-frequency red end.11


A hot sodium or mercury vapor lamp glows with a characteristic yellow or turquoise hue. Lamps shine because heat is shaking photons loose from the atoms’ electromagnetic fields; they have characteristic colors because the photons emerge with energies, or frequencies, unique to the parent atoms of each element.

These colors identify the pattern of energy levels available to the electrons within those atoms. When an electron drops from a rung with high energy to one that is lower down, the excess energy is carried away by a photon of light. Conversely, if an atom is hit by a photon whose energy exactly matches the gap between two rungs, the atom will absorb that photon, in the process lifting the electron up the ladder.

The hot sun, like all stars, emits electromagnetic radiation across the entire spectrum. There is a lot of gas in its outer atmosphere, containing a smorgasbord of elements. In sunlight, those photons whose energies happen to match the gaps between rungs in the atomic ladders are absorbed  by the atoms of these elements and never reach Earth. These “missing” photons show up as dark lines in what, at first sight, appears to be a continuous spectrum of colors. By viewing starlight through a diffraction grating—a piece of glass that has been scratched with many close packed grooves—it is possible to split the light into its component colors, such that sharp, bright lines become visible.12


The lines are like some fundamental bar code identifying the elements present in the sun, or in other stars. Being able to know the makeup of the heavens is Promethean. In the nineteenth century, the beauty of spectra, and their powerful application to stellar physics, inspired both experiments to determine the patterns and also a question: What causes these specific lines? Why does each atomic element have such a unique character?

Today we know that an atom of hydrogen consists of a single electron encircling a nucleus consisting of a single proton. It is this basic simplicity that made hydrogen the Rosetta Stone for deciphering the atomic bar codes.

In 1885, Johann Balmer—a schoolteacher in Basel—discovered a remarkable feature about hydrogen’s spectrum: The frequencies of its lines fitted a simple formula, each being proportional to a common quantity multiplied by the difference of two numbers, which themselves followed a simple rule. These two numbers were ¼—written as (½)2—and 1/n2, where n = 3, 4, 5, and so on. The fit was so perfect that Balmer waxed eloquently that these frequencies are due to the “vibrations of a material” and form the “overtones of one specific keynote.”13 He was so confident in his formula that he predicted the existence of lines for any values for m and n in the formula14 1/m2–1/n2.

Balmer’s simple formula described the spectrum of the hydrogen atom perfectly, but not its cause. By luck or judgment, Balmer had stumbled upon a great truth. The question was: Why does his magical rule work?

In 1912 Niels Bohr found the explanation, courtesy of quantum theory. In quantum theory any particle can take on a wavelike character. What is familiar for photons and electromagnetic waves occurs for electrons also.15 We can visualize the waves for electrons in atoms as if they were wobbles on a length of rope. When coiled in a circle, like a lasso, for a wave to fit perfectly into its circumference, the number of wavelengths in the circuit has to be an integer. Imagine this circle like a clock face. If the wave peaks  at twelve o’clock, with a dip at six o’clock, the next peak will occur perfectly at twelve: The wave “fits” into the circle. However, a peak at twelve followed by a dip at five o’clock would have its next peak at ten and be out of time with the beat of the wave—out of “phase” in the jargon of physics: The wave will not “fit.”

Electrons circulating in atoms cannot go anywhere they please but can go only on those paths where their waves fit perfectly on the lasso. The numbers n and m that Balmer had identified turn out to be the numbers of wavelengths in a single circuit. A single wave (n = 1) corresponds to the electron being on the lowest rung of the ladder; two waves will find it on the second rung, three on the third, and so on. The energies of the rungs on Bohr’s ladder miraculously explained Balmer’s discovery: When an electron drops from a high-energy rung to a lower one, the difference in energies is radiated as light in accord with Balmer’s formula.16


Bohr’s model took no account of relativity. In 1928 Paul Dirac completed the picture of the electron, with his celebrated equation marrying quantum mechanics with Special Relativity. In the meantime, the electron had revealed a strange duality,17 where it acts like a miniature magnet with a north and south magnetic pole. Dirac’s equation incorporated this in an elegantly natural way. His equation also predicted that subtle deviations from Balmer’s formula would show up if very precise measurements were made, and this indeed turned out to be the case.18


Dirac was reluctant to work out the implications, however, fearing that they might not agree with nature and thereby ruin what Nobel Laureate Frank Wilczek has referred to as an “achingly beautiful” creation, its symmetry and balance “almost sensual.”19 Dirac need not have worried: His equation is today recognized as the seed of everything that underpins chemistry, biology, and in principle life itself. Instead, Dirac made a great synthesis, a relativistic quantum theory of both electron and light known as “Quantum Electrodynamics,” or QED for short.20





 ALPHA 

The beauty of QED is that it unites the nature of light and matter. In QED, as light waves act like particles, so also do particles of matter, such as the  electron, behave like a wave spread over some region of space: The essence of both Einstein’s and Bohr’s pictures emerges naturally. I, and most physicists, find it easier to visualize miniature billiard balls than diffuse waves—hence the name: particle physics. Think of electrons and photons as little particles playing subatomic billiards according to the laws of quantum mechanics, and you will have the essence of QED.

Whereas real billiard balls exist all the time, some subatomic particles can come and go. You are seeing this page because its atoms are pregnant with particles of light—photons. Not just atoms but electrically charged particles have this ability to radiate or absorb photons. For example, an electron at one point in space may emit a photon, which carries away energy and momentum. When this photon hits another charged particle, it sets that particle in motion. Thus, in QED, the electromagnetic force is transmitted by the action of photons,21 which bump into other particles and jostle them.

As photons and electrons come together, merge, and separate in cosmic terpsichore, QED encodes the likelihood of them interacting in a number, known as “alpha.”22 Alphasets the scale of nature—the size of atoms and all things made of them, the intensity and colors of light, the strength of magnetism, and the metabolic rate of life itself. It controls everything that we see.

Experiments have determined its value to be 0.007297, which seems unremarkable until you notice that 1 divided by this number is almost exactly an integer: 137. Almost immediately following that discovery, this number took on a sense of mystery, which has fascinated physicists ever since. In 137, apparently, science had found nature’s PIN code.

In Cambridge, England, in the 1930s, astronomer Sir Arthur Eddington, seduced by this numerology, inspired a Pythagorean cult.23 There have been spoofs connecting 137 to the biblical book of Revelation;24 one of the fathers of Quantum Electrodynamics—Julian Schwinger—had 137 as the vanity license plate on his sports car;25 and eighty years on, many of us continue to receive unsolicited papers from people who believe that they have found the true path to enlightenment with an explanation of this number. Physicist Wolfgang Pauli collaborated with Carl Jung, the psychologist, in a fruitless attempt to find deep significance in its value.26  Richard Feynman himself described it as “one of the greatest damn mysteries of physics: a magic number that comes to us with no understanding by man,” adding that if the “hand of God” wrote that number, “we don’t know how He pushed his pencil.”27


This glimpse of the “hand of God” has tantalized physicists, and mystics, for eighty years. Recently we have discovered where to find an explanation. Experiments at the LHC may reveal the answer, as we shall see later.




 INFINITY APPEARS 

Even though the reason for the size of alpha was a mystery, the fact that it is empirically small is a godsend for theoreticians. In QED the equations include alpha, sometimes once, or repeated—“alpha-squared,” “alpha-cubed ,” and more. When you square a small number, what you get is even smaller. For example ½ times ½ is ¼. Alpha is 1⁄137; alpha-squared is less than 1⁄10,000. This inspired a way of simplifying the sums: As a first approximation, ignore contributions that include alpha-squared, alpha-cubed, or higher powers, relative to those with simply alpha. Every extra presence of alpha merely perturbs slightly the previous estimate.

By means of this technique, at the end of the 1920s Quantum Electrodynamics successfully explained many phenomena: what happens when a photon bounces off an electron, how electrically charged particles scatter from one another, how an electron behaves in a magnetic field, and so forth. These innovative calculations used what is called the “first approximation” —they ignored all equations where alpha appeared more than once. Seduced by this initial success, theorists began to calculate what should have been small “corrections” to these numbers, by including contributions that they had neglected in the first approximation.

They did so in the hope of achieving more precise predictions. Instead, what happened horrified them. The first “correction” turned out to involve the small number—alpha—multiplying a quantity, which, as we are about to see, the theory predicted to be infinite. The next level of correction was, at the outset, the even smaller number—alpha-squared—but, once more, multiplied by infinity. Calculations of the mass of the electron, its  charge, and the probabilities for any electromagnetic process that you could think of all turned out to be infinitely large. By the mid-1930s, serious doubts had begun to emerge as to whether the theory is at best an approximation; valid only for photons, electrons, and positrons in a limited set of circumstances; or at worst fatally flawed. This is how the disaster unfolded.

 



 



The spectral lines of hydrogen, as encoded in the Balmer formula, had been beautifully explained by Dirac’s equation. The problem was that in its original form, Dirac’s equation encodes the properties of an isolated electron in otherwise empty space. This is the simplest situation imaginable and a seductively natural starting point. However, this seemingly straightforward circumstance never occurs in practice, because empty space, though easy to imagine, is impossible in reality.28


A massive body, such as the Sun or Earth, sends out gravitational tentacles in all directions uniformly, creating a kind of tension—known as the gravitational field—in otherwise “empty” space. The field manifests itself by producing forces on objects that happen to be in the vicinity. An analogous set of remarks can be made for electric fields emanating from an electrically charged particle.29


The concept of field gives clues to the mystery of how a force can occur between two apparently disconnected bodies. Precisely what stuff the field consists of is a question for philosophers; describing its effects is the purview of physics. However, when the implications of such ideas are worked through, in some cases they lead to apparent nonsense. To see how, let’s start with something as familiar as a battery, such as you might use in a flashlight or to power a radio.

Such a battery provides a few volts, and with its positively and negatively charged plates separated by the order of a millimeter, the resulting electric field between them will be up to a thousand volts per meter. In high-energy particle accelerators, electric fields of tens of millions of volts per meter may occur. This technology gives far greater electric fields than in a simple battery, but in turn is trifling compared to what occurs within atoms. Inside an atom of hydrogen, some ten volts is the gap between the  electron and proton, which are separated on the average by only a tenth of a billionth of a meter. The resulting electric field is more than a thousand times greater than we can achieve in macroscopic technology, though this vast magnitude is restricted to atomic dimensions.30


Now we meet the enigma. In Dirac’s equation, the electron appears as a fundamental indivisible point of electric charge, and in the immediate vicinity of an electron with no physical extent, the field becomes infinitely strong. This could perhaps have been dismissed as a mathematical curiosity but for the physical implication. The electron interacts with its own field, like a snake biting its own tail, and gains energy known as “self-energy.” For the electron described by Dirac’s theory, the self-energy is infinite. Einstein’s theory of special relativity tells us that an amount of energy E represents an amount of mass E/c2 where c is the speed of light. The paradoxical result is that by interacting with its own electromagnetic field, an electron gains an infinite amount of inertia, or mass. As the mass of an electron has been measured, this infinite theoretical result is manifestly nonsense.31


As if this were not enough to worry about, in QED the vacuum is also seething with transient particles of matter and antimatter. These ephemera are invisible to our direct senses, yet according to QED they affect the motion and properties of particles, such as the electron’s mass, and of the forces that act on them.

Wolfgang Pauli realized that all of these contributions would have to be taken into account. In 1929 he gave this task to a new research assistant who had arrived at Zurich to work with him. The theorist in question was J. Robert Oppenheimer, later famous for his role in the Manhattan Project developing the atomic bomb. Quick thinking, impatient, he was either utterly charming or exceedingly annoying to those around him. He thought fast, and calculated even faster, making mistakes constantly. He was full of confidence, and Pauli proposed that he calculate the spectrum of hydrogen, not by using Dirac’s equation, for that had already been done and worked beautifully, but via QED.

Oppenheimer’s calculation had to take account of the fact that, in QED, an electron can emit a single photon, and then reabsorb it. In classical physics this is impossible, because energy is conserved and it would  require a source of energy to make the transient or “virtual” intermediate step. However, in quantum mechanics energy need not be conserved, at least for exceedingly short time spans.32 The intermediate state consisting of the electron accompanied by a single photon can occur, and moreover can have any amount of energy, ranging all the way to infinity. The total effect therefore involves a sum over all of these possibilities.33 This was a sum that Oppenheimer and Pauli hoped would be finite—like 1+ ½ + ¼ + . . . . = 2. However, Oppenheimer found an unsettling answer: The sum is infinite.34


His arithmetic was correct. Far from an electron emitting a characteristic color of light as it moves from one rung to another, QED implied a nonsense: Infinite amounts of energy are emitted; atomic spectra do not exist. The atomic bar codes, so perfectly described in the most naive of approximations, first by Balmer and Bohr, and then by Dirac’s equation, dissolved into uniform gray according to the more sophisticated version of QED.

As a description of physical reality, the entire enterprise was beginning to look ridiculous. Pauli was a great critic. He wrote to Dirac expressing his opinion that QED was useless and became so depressed at the false promise of the theory that he even considered quitting physics to write novels.35





 THE TEXTBOOKS ARE OUT-OF-DATE 

That was the state of knowledge, or of ignorance, in the books available to Salam in 1949: QED, the wonder theory, whose acronym had seemed so apt, had been undermined by the plague of infinity. But Matthews then told Salam what the textbooks did not yet have: Everything had dramatically changed; in the previous twelve months, Quantum Electrodynamics had been transformed; infinity had been banished and the electromagnetic force understood. QED could now explain the behavior of electrons in atoms so precisely that in every case the results of experiment and theory agreed. Matthews explained that Salam would need to learn all about this, and in Chapter 2 we shall see for ourselves. In the meantime, the Infinity Puzzle for QED was yesterday’s story; Matthews had already  moved on to the new frontier—the mysterious nucleus at the heart of the atom, where further forces are at work.

In the nuclei of elements such as iron, gold, and lead, large numbers of protons are packed close together. Each of these is positively charged. Yet the golden rule of electric forces is that like charges repel, which creates a paradox for the existence of atomic nuclei. That they survive the electric disruption is because there is a powerful attractive force between “nucleons” (protons and neutrons), the so-called strong force.

As the electromagnetic force is mediated by particles—photons—why not a similar story for the strong force? In 1935 Hideki Yukawa, a Japanese theorist, had proposed that this was so and predicted the existence of a particle—the “pion”—as the carrier of that force. The pion had been discovered experimentally in 1947, and Matthews’s thesis was the first attempt to incorporate this particle in a theory of the strong nuclear force, analogous to what QED had achieved for the electromagnetic force.

It was Matthews’s breakthrough that had inspired Kemmer to introduce Salam to him. Kemmer had captured Salam’s interest by telling him, “All theoretical problems in QED have been solved. Paul Matthews has done nearly the same for [pion] theories.” Hence the significance of Kemmer’s further advice: “See if he has any problems left.”

And indeed he did, for Matthews was not yet convinced that the Infinity Puzzle in QED had been completely solved. Having spoken with one of the main architects, Matthews had become suspicious. His reasons, and what he proposed they do about it, he would tell Salam all in good time. First, Salam needed to learn how the puzzle had been solved and to meet the new ideas, which the textbooks did not have.





 Chapter 2

 SHELTER ISLAND AND QED


Infinity is banished; QED works thanks to the discovery of “renormalization”. Feynman and Schwinger, two youthful giants of physics, compete for attention. First Schwinger astounds science with a bravura performance, but after embarrassing defeats, Feynman finally wins the day.




If there is a single moment marking the start of the modern conceit that we have an outline for the final theory of particles and forces, it is when the American Willis Lamb took the floor at the legendary conference on Shelter Island, New York, in June 1947.

The Shelter Island meeting was the first postwar gathering of scientists aimed at assessing the status and prospects for development in physics. It is hard today to realize how cataclysmic an impact the Hiroshima and Nagasaki bombs, of uranium and plutonium, had had on the international scientific community. These were explosions as much of the mind as of physics, bringing one arena of the war to an end but also showing all the world’s physicists the very real effects of unleashing the power contained within an atomic nucleus. There was a worldwide sense of awe  at how theory had turned into reality. Indeed, when the delegates were en route to the conference in a bus, they were pulled over by a policeman on a motorcycle who asked, “Are you the scientists?” On receiving confirmation that they were, he proceeded to escort them with sirens clearing the way. It turned out that this was not a security measure but a “thank-you,” from a policeman who had been a marine in the Pacific and was grateful for the scientists’ development of the atomic bomb, but for which, recalled one of the participants, “he might not have been there to thank us.”1


Not every physicist had been working on the atomic bomb, however. Lamb had spent World War II working with microwaves for radar, and when peace was restored he realized that with his experience he would be able to measure the energies of electrons in atoms far more precisely than ever before. This he did, and beyond a shadow of doubt he succeeded in establishing that there is a subtle shift in the energies of electrons in hydrogen atoms relative to what Dirac’s equation predicted. It was this news that he brought to the gathering at Shelter Island.

Quantum mechanics explains the spacing of the rungs on the atomic ladder and predicts the frequencies of radiation that are emitted or absorbed when an electron switches from one to another. According to Dirac’s equation, which was the state of the art in 1947, in hydrogen two of these rungs have identical energy.2 However, Lamb’s measurements showed that they differ by about one part in a million. This tiny but significant difference was at odds with Dirac’s description of the hydrogen atom.

Lamb’s experiment was so precise that it had revealed the subtle effects of quantum physics on the atom’s electromagnetic field, which can momentarily convert into matter and antimatter—an electron and its doppelganger, a positron. These particles disappear almost instantaneously, but in their brief mayfly moment of existence they alter the shape of the atom’s electromagnetic field slightly. This in turn affects the motion of the electron and leads to the subtle shift in energy that Lamb had measured.

Lamb was thus the first person to observe experimentally that the vacuum is not empty, in contrast to what Dirac had implicitly assumed, but is instead seething with ephemeral electrons and positrons. This is what QED had been designed to account for. But, as we have seen, QED had  predicted that the magnitude of this disturbance, far from being trifling, should be infinite. At Shelter Island, Lamb was announcing that he had measured the value. At a tiny one part in a million it was not zero, as Dirac’s original equation would have required, but nor was it infinite, as QED seemed to imply. Lamb’s discovery led physicists to rethink the basic concepts behind the application of quantum theory to electromagnetism.

It had been 1929 when J. Robert Oppenheimer exposed the Infinity Puzzle in QED. Eighteen years and a world war later, what irony that it should be Oppenheimer who was chairing the meeting as Lamb addressed it. Oppenheimer’s report of the discussions recorded that Lamb’s presentation on the very first morning showed that “a new chapter in physics is upon us.” The challenge was to compute the value that Lamb had found; “infinity” would not be accepted as the answer.

The baton was being passed to a new generation of theorists. The gurus would be the two youngest members of the audience at Shelter Island: Still under thirty, and already veterans of the scientific war just ended, they were Julian Schwinger and Richard Feynman. Only later would it become known that in Japan, completely independently, Sin-Itiro Tomonaga had already solved the puzzle.




 SCHWINGER AND FEYNMAN 

Julian Schwinger and Richard Feynman were exact contemporaries. Born in 1918, in New York City, both were brilliant theorists, but there the comparisons end.

Schwinger, from Upper Manhattan, was a small, heavy man, a natty dresser who spoke eloquently without notes, filling the board with equations written deftly with both hands. He aspired to elegance in all things, and achieved it. Feynman, by contrast, was akin to the street-smart kid, a prankster, antiauthoritarian to a degree that became obsessive. His memoir, Surely You’re Joking, Mr. Feynman, is full of examples of his irreverence and unsophisticated behavior where his natural cleverness nonetheless ensures that in all adventures he comes out on top. A colleague once described him as “half genius; half buffoon.”3


Julian Schwinger was the veritable wunderkind. He attended Townsend Harris High School—in those days New York’s leading academy—and in  1932, at just fourteen, he heard a lecture by Dirac, which inspired his interest in quantum field theory. He matriculated as an undergraduate at New York’s City College at fifteen, and was soon writing research papers with his instructors—themselves already doctoral research students at Columbia University in New York. His fame spread rapidly, Hans Bethe4 writing of the seventeen-year-old Schwinger in glowing terms: “His knowledge of Quantum Electrodynamics is certainly equal to my own, and I can hardly understand how he could acquire that knowledge in less than two years and almost all by himself,”5 adding that “Schwinger already knows 90% of physics; the remaining 10% should only take a few days.”6


With such a glowing testimonial, Schwinger transferred to Columbia. By 1937, still only nineteen years old, he had published seven research papers, enough to qualify for a Ph.D., even though he had not yet taken the bachelor examinations. Even at this stage, while still an undergraduate, physicists of immense stature, such as Enrico Fermi and Wolfgang Pauli, would meet with him to discuss issues at the frontiers of research. Holding court with Pauli—infamous for his low opinions of others, and caustic in dismissing sloppy thinkers—shows how Schwinger was revered.

He had to wait until 1939 to receive his Ph.D.; university bureaucracy required time to pass and regulations to be satisfied. Schwinger by now had outgrown Columbia and transferred to Berkeley to work with Oppenheimer. 7 This exposed him head-on to the enigmas of infinity in QED. The Second World War, however, was about to interrupt his blossoming career.

The youthful Feynman had also proved to be a remarkable mathematician, but had been living a more normal teenage life—“hanging out,” in modern terminology, and playing practical jokes. His perfect grades in science and mathematics were not matched by his performance in other subjects. While Schwinger was mesmerizing the faculty at Columbia, Feynman’s application to enter was rejected: In the 1930s, U.S. colleges had limited admission quotas for Jews. He went to MIT. Even though Albert Einstein had had a ticker-tape parade, theoretical physics was not a major pursuit in American universities before the Second World War.

By 1941 Schwinger was available for hire, but a long tradition of anti-Semitism may have been a reason for his lack of job offers.8 He accepted a lowly position at Purdue University, on the condition that his physics course would not start before noon. Purdue agreed.

By the time the United States entered the world war, both Feynman and Schwinger were being heralded as stars. By this stage Schwinger had presumably learned “the remaining 10%” of physics; as for Feynman, Bethe rated him in the new generation of world physicists as “second only to Schwinger.” Feynman was seconded to Los Alamos to work on the atomic bomb; Schwinger felt uncomfortable with that, and instead he helped develop microwave radar at the MIT Radiation Laboratory.

Once the war ended, the stature of physics—which had produced the atomic bomb—changed utterly. The U.S. government poured money into research; physicists had become heroes; Einstein—previously described as a mathematician—was now reinvented as a physicist. Awareness of the Holocaust, and the role that Jewish scientists had played in winning the war, meant that universities were queuing up to hire the brightest stars, without the historical prejudice. In February 1946 Schwinger accepted a professorship from Harvard; Feynman took a similar post at Cornell.

With Schwinger’s and Feynman’s reputations already established, it is no surprise that they became the chosen representatives of the new generation who, when the academic year ended, joined with the select few at Shelter Island.

Even though only a few months had elapsed since the war’s end, they had each already homed in on the Infinity Puzzle. Their contrasting approaches typified their individual characters. Schwinger, deeply mathematical and erudite, his arguments complex and crafted like a lawyer’s brief, was if anything too precise; if he had a fault it was that his performance seemed more designed to show what he was capable of than to enable others to repeat the feat. Feynman, by contrast, was driven by physical intuition, and would not be satisfied until he had worked out things in his own unique way. Quantum mechanics was a perfect example of this. He was, in effect, redesigning quantum mechanics from the bottom up, led by intuition as much as by formal mathematics.




 FEYNMAN’S ACTION 

The challenge of classical mechanics, such as determining the motion of planets, is that if you know where some objects are now, where will they be at some future moment? In the seventeen century Isaac Newton stated  the laws of motion: If no forces act, bodies move at a constant velocity, whereas a force gives them acceleration. This inspired the concept of energy, such as the energy associated with motion—“kinetic energy”—and latent or “potential” energy, where the situation of a body gives it the potential to gain kinetic energy, the sum of the potential and kinetic energies being constant. It is with such principles that most of us first meet mechanics. We learn the Newtonian methods, exploit the principle of the conservation of energy, and work out how things move.

This applies to large objects, but on the atomic scale Newton’s classical mechanics gives way to quantum mechanics. The original constructions of quantum mechanics had imitated Newton’s approach. However, there is another technique for solving classical mechanics, invented in the eighteen century by French Italian mathematician Joseph-Louis Lagrange. In 1942 Feynman reconstructed quantum mechanics by using Lagrange’s methods and by building on ideas that Cambridge mathematician Paul Dirac had pioneered ten years before.

Instead of focusing on the (conserved) sum of kinetic and potential energy, Lagrange considered their difference. The magnitude of this difference at any point on an object’s trajectory is called the Lagrangian. Then all you have to do is to add up the values of the Lagrangian along the path, from beginning to end. This sum, or “integral,” is known as the action.9 The remarkable feature is that the path taken by an object to get from one point to another in a specified amount of time is the one with the least action.10


The principle of least action leads to Lagrange’s equations of motion, with which students can solve problems easily in classical mechanics that would be exceedingly complicated using Newton’s techniques. In every case, the results are the same.11


We tend to regard the behavior of large objects as obvious, whereas that of the quantum world is mysterious. Thus, whereas billiard balls bounce from one another in a determined way—indeed, by minimizing the action—beams of atoms scatter in some directions more than others. The atoms end up spread in areas of intensity or scarcity, like the peaks and troughs of water waves that have diffracted through an opening. As young children we experience the macroscopic world and build our intuition accordingly; wavelike atoms are not part of the scenery. However, the concept of action reveals unexpected mystery in what at first seems familiar and makes sense of what otherwise appears mysterious. Focusing on the action makes the quantum world the one that appears relatively natural and reveals that the classical laws emerge from the underlying fundamental quantum mechanics.

The purposeful aspect of the action in classical mechanics is actually rather eerie. Does a body really follow a uniquely prescribed trajectory by having first sampled all possible routes, calculated their actions, and decided on the magic solution? The idea that inanimate bodies somehow send out explorers on forays, like colonies of ants, seems unreal. Yet it is as if the system knows beforehand how to get to where it wants to be. The natural tendency of a body, free of external forces, to travel in a straight line, rather than on infinite possible zigzags or curves, is actually quite mysterious when thought of in this way. Feynman’s genius was to realize that here was a case where the quantum world made more sense than the large-scale one and to use his insight to develop a novel approach to quantum mechanics.12


The unfamiliar weirdness of the quantum world arises because particles seem able to go anywhere—it’s all a matter of chance. Feynman took this as a starting point. He assumed that all paths are possible, not just those with the least action: The ants spread everywhere. Feynman imagined time sliced into pieces and asked, if a particle is at some point at time zero, what is the probability of its being at some other place at a specific later time? In his formulation, the probability is the square of a complex number known as the probability amplitude, which is simply related to the action.13


The idea here is first to calculate the value of the action for each path, including trajectories that are absurd in normal experience. In Feynman’s picture, which incorporated relativity, these even included paths where a particle could move backward and forward in time. In effect, in quantum mechanics an individual particle has an infinite number of possible paths. However, when a group of particles is gathered together so as to form a large object, such as a molecule, their individual amplitudes mutually cancel out for all paths except those that are very near to the classical one.  For a truly macroscopic body, such as a planet, only the unique trajectory of classical mechanics survives.

These ideas may seem strange, but they are actually rather familiar: They parallel how the ordered geometry of light rays emerges from spreading undulating waves of electric and magnetic fields, which radiate from a source in all directions.14 The golden rule was discovered by Fermat in the seventeenth century: Out of all possible paths that light might take between one point and another, the actual path is that where the light takes the least time.15 Waves set out in all directions, and if they hit a mirror, for example, they are reflected in all directions also. The different waves mingle, adding in some directions, canceling in others. In the case of bouncing off a mirror, all the overlapping waves cancel to nothing except along a direct line to the mirror, which is reflected at the same angle. Along this route they appear as simple “rays.”16


Feynman’s insight was that an analogous model could be made for the quantum mechanics of electrons. In Feynman’s vision, nature is utterly democratic, placing no constraint on where an electron goes. An electron, in his theory, could sample all possible paths in both space and time. The waves would mutually self-destruct everywhere but for the shortest “optical” path, thereby giving an appearance of traveling in rays, as particles do. He then focused on these trajectories and built his theory around them. His pictorial representation of the particle rays, or trajectories, that ensued would eventually win the day in his competition with Schwinger, but only after he had first suffered several defeats.




 PICTURES OR PROUST? 

Stories in children’s comics in the 1950s were often published in more than one format. You could read the full literary version, as in a conventional book, or instead you could skim a cartoon strip, where the text was minimal, restricted to essential speech bubbles and atmospheric illustrations. The latter were more popular. Years later, even students who studied English literature in college admit that they started with the comic-strip version.

If Schwinger’s development of QED was akin to reading Proust, then Feynman’s was the cartoon version. Today students meet Feynman’s pictorial approach and from these diagrams deduce the mathematical expressions appropriate to the situation; Schwinger’s methods have by and large been consigned to history.

Feynman represented the path of an electron by a solid line and the effect of the electromagnetic force by a wobbly line, the latter symbolizing the transfer of a single photon between the electrically charged particles involved. These cartoons gave a pleasing visualization of how particles are born, spend their lives, and die. However, the diagrams are more than this: The hieroglyphs are code for mathematical equations, some simple, others complicated. Using his pictograms, Feynman could calculate and solve problems in a few minutes that Schwinger’s cumbersome mathematics took pages to work through.

These “Feynman diagrams” are basic tools today; however, in 1948, although Feynman knew what he was doing, no one else could understand why. He had spent months constructing a new set of equipment for the quantum mechanic’s tool kit. He knew how to select the requisite pieces, knock the construction together, and set it working; he could drive the machine, but no one understood what was going on under the hood.

By the time of Shelter Island, both Feynman and Schwinger were already well on the way to completing their new formulations of Quantum Electrodynamics. During the formal presentations, Schwinger was rather quiet, listening to the news from Lamb, and also of the measurement of the magnetic strength—the “magnetic moment”—of the electron. Feynman was also enthralled by the news and during informal discussions in the evening after dinner would display his wares, using them to make calculations at lightning speed. Abraham Pais, a distinguished physicist who was another of the relative youngsters at Shelter Island, and later became a respected historian of science, recalled that “whatever he was doing had to be important—but I did not understand it.”17
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