



[image: ]






[image: Illustration]




ABOUT THE AUTHOR


Nina Schick is a broadcaster, author and advisor. She specializes in how technology and AI are reshaping politics. She has worked on Brexit, Emmanuel Macron’s election campaign, on foreign interference in elections, including in the 2016 and 2020 US elections, and on the evolution of mis- and disinformation.


Nina has advised a group of global leaders including Joe Biden and Anders Fogh Rasmussen (the former Secretary General of NATO), through her research on next-generation disinformation and AI-generated deepfakes. Half German and half Nepalese, she speaks seven languages and holds degrees from Cambridge University and University College London. She divides her time between London, Berlin and Kathmandu.




CONTENTS


  Introduction: ‘fucked-up dystopia’


1 r/deepfakes


2 Russia: the master


3 The West: the internal threat


4 The rest: global information disorder


5 Deepfakes in the wild


6 Covid-19: a global virus


7 Allies, unite!


  Resources


  Endnotes


  Acknowledgements




HOW TO USE THIS EBOOK


Select one of the chapters from the main contents list and you will be taken straight to that chapter.


Look out for linked text (which is in blue) throughout the ebook that you can select to help you navigate between related sections.


You can double tap images and tables to increase their size. To return to the original view, just tap the cross in the top left-hand corner of the screen.





Introduction


‘fucked-up dystopia’





There is a viral video of President Obama on YouTube, with almost 7.5 million views. The title lures you in: ‘You Won’t Believe What Obama Says In This Video!’ Obama looks straight into the camera. Seated in a deep mahogany chair, he appears to be in the Oval Office. He’s aged – you can tell from his salt-and-pepper hair. But he looks confident, relaxed. Over his right shoulder, you catch a glimpse of the American flag. As usual, Obama is dressed impeccably: a crisp white shirt and a blue tie. On his left lapel, he’s sporting a US-flag pin. You click play. ‘We’re entering an era in which our enemies can make it look like anyone is saying anything in any point in time,’ Obama begins. ‘Even if they would never say those things. So, for instance …’ he continues, gesturing with his hands, ‘they could have me say things like President Trump is a total and complete dipshit!’ His eyes seem to glimmer with a hint of a smile. Obama continues, ‘Now, you see, I would never say these things, at least not in a public address.’


Obama never did say those things. The video was fake – a so-called ‘deepfake’, created with the help of Artificial Intelligence (AI). Welcome to the future, one in which AI is getting powerful enough to make people say things they never said and do things they never did. Anyone can be targeted, and everyone can deny everything. In our broken information ecosystem – characterized by misinformation and disinformation – AI and deepfakes are the latest evolving threat.


WHAT IS A DEEPFAKE?


A deepfake is a type of ‘synthetic media’, meaning media (including images, audio and video) that is either manipulated or wholly generated by AI. Technology has consistently made the manipulation of media easier and more accessible (through tools like Photoshop and Instagram filters, for example). But recent advances in AI are going to take it further still, by giving machines the power to generate wholly synthetic media. This will have huge implications on how we produce content, communicate and interpret the world. This technology is still nascent, but in a few years’ time anyone with a smartphone will be able to produce Hollywood-level special effects at next to no cost, with minimum skill or effort.


While this will have many positive applications – movies and computer games are going to become ever more spectacular – it will also be used as a weapon. When used maliciously as disinformation, or when used as misinformation, a piece of synthetic media is called a ‘deepfake’. This is my definition of the word. Because this field is still so new, there is no consensus on the taxonomy. However, because there are positive as well as negative use cases for synthetic media, I define a ‘deepfake’ specifically as any synthetic media that is used for mis- and disinformation purposes.


The Obama YouTube video was produced by the Hollywood director Jordan Peele and Buzzfeed, and was intended to be educational – to serve as a warning for these potential negative use cases of synthetic media. As ‘Obama’ goes on to say, ‘Moving forward we need to be more vigilant with what we trust on the Internet. It may sound basic, but how we move forward in the Age of Information is going to be the difference between whether we survive or if we become some fucked-up dystopia.’1


Unfortunately, we are already in the ‘fucked-up dystopia’. In the Age of Information, our information ecosystem has become polluted and dangerous. We are now facing a monumental and unprecedented crisis of mis-and disinformation. In order to analyse and discuss this problem, I needed to find a word to adequately describe this ‘fucked-up’ information environment that we all now exist in. I settled on Infocalypse. For the purposes of this book, I define the Infocalypse as the increasingly dangerous and untrustworthy information ecosystem within which most humans now live


The word ‘Infocalypse’ was coined by the US technologist Aviv Ovadya in 2016, when he used it to warn about how bad information was overwhelming society, and asking whether there is a critical threshold at which society will no longer be able to cope. Ovadya used the term in relation to a collection of ideas, without settling on a single definition. However, as he correctly noted, the Infocalypse is not a static ‘thing’ or one-off event, but rather an ever-evolving state of affairs, in which we all increasingly exist. It is my contention that the Infocalypse is evolving into an ever-more potent phenomenon with dangerous implications for everything from geopolitics to our individual lives.


It is difficult to pinpoint exactly when the Infocalypse came into being or to what extent it has taken hold. But it can certainly be linked to the exponential technological advances of the early part of this century. Before the turn of the millennium, our information environment evolved at a slower pace, one which gave society more time to adjust to technological advances. There were four centuries between the invention of the printing press and the development of photography, for example. But in the last three decades the Internet, the smartphone and social media have transformed our information environment. By 2023, approximately two thirds of the world – 5.3 billion people – will be plugged into this rapidly evolving information environment. The other third will soon join in. Video has emerged as the most powerful medium of communication in this ecosystem.


This rapid rate of change has made our information ecosystem ripe for exploitation. Increasingly, bad actors – ranging from nation states to lone ‘influencers’ – are using this new set of circumstances to spread ‘disinformation’ – or information that is meant to mislead – for their own nefarious purposes. Another side effect of this quickly evolving information environment is the spread of ‘misinformation’. Unlike disinformation, which is meant to deceive, misinformation is simply bad information with no malicious intent behind it. Though neither mis- or disinformation is anyhing new, they have never existed at the scale that we currently face. They are also becoming more potent: in part, this is due to the emergence of miscontextualised and/or edited video and photos, commonly known as ‘cheapfakes’. Compounding this issue is the fact that we are still in the foothills of the AI revolution that is going to lead to a further evolution of our information ecosystem. As machines get better at generating synthetic media, the ways in which humans interact with one another and interpret information and the world will transform. Accompanying this AI revolution will be increasingly sophisticated mis- and disinformation in the form of deepfakes.


A notable feature of the Infocalypse is that it is becoming increasingly difficult to form a reasonable consensus on how to represent or perceive the world. All too often, it can feel as if one is forced to ‘choose a side’. In the Infocalypse, even agreeing a framework of common ‘facts’ within which reasoned debate can take place can be extremely challenging. As more and more people are becoming increasingly politicized in our polluted information ecosystem, well-intentioned efforts are directed into winning arguments over problems that become ever more intractable (race, gender, abortion, Brexit, Trump, Covid-19…), culminating in a doom-loop of partisanship. Neither side can persuade or convince the other in the Infocalypse – each attempt only risks entrenching further division. Ultimately, this growing divide in society will not be solved unless and until attention and energy can be redirected into addressing the structural problems of our broken information ecosystem. How did I come to be so interested in deepfakes and the Infocalypse? I saw it emerging as a consistent theme through my work in politics over the past decade.


THE INFOCALYPSE TAKES FORM


In 2014, I was working at an EU policy think tank in Westminster, analysing the EU’s response to Russia’s annexation of Crimea and recent invasion of Eastern Ukraine. I was working around the clock, contributing to one international news broadcast after another.2 As the EU struggled to form its position, it became apparent that Moscow had a clear game plan. Russia simply denied that it had invaded Ukraine, claiming that Western politicians and commentators were waging an unjustified anti-Russia smear campaign.


Russia’s version of events went something like this: Ukraine had descended into civil war, with pro-Russian ‘separatist rebels’ fighting on one side and the Ukrainian state on the other. On one occasion, I had a memorable run-in with a pro-Kremlin commentator, an elderly gentleman who had once advised Vladimir Putin’s predecessor, Boris Yeltsin. As conversations go, it was a disaster, although it might have made for great car-crash TV. We were not able to agree on simple facts, let alone have a proper debate. While I tried to explain the EU’s response to Russian aggression, he denied that Russia was at war at all. With no shared reality, there was no basis for a sensible conversation.


For months, the crisis dominated my work. Events then took an even more surreal and tragic turn. The ‘separatist rebels’ in Eastern Ukraine shot down a commercial airliner they had mistaken for a Ukrainian military flight. All 283 passengers and 15 crew onboard Malaysia Airlines Flight 17 (MH-17) were killed. While commenting on the Western response in broadcast studios across London, I was haunted by the footage accompanying the reports: the wreckage of that flight strewn across fields in Eastern Ukraine.


Subsequent investigations established that the Russian military was responsible for shooting down MH-17, even tracing how the missile launcher crossed the Russian border into Ukraine and back again.3 To this day, Moscow still denies its involvement, even though we now know that this is a blatant lie. As the Intelligence and Security Committee in the British House of Commons concluded in 2017:


Russia conducts information warfare on a massive scale […] An early example of this was a hugely intensive, multi-channel propaganda effort to persuade the world that Russia bore no responsibility for the shooting down of MH-17 (an outright falsehood: we know beyond any reasonable doubt that the Russian military supplied and subsequently recovered the missile launcher).4


As these events unfolded, what was especially striking was how the Kremlin was capitalizing on the full range of emerging communication tools, especially social media, to disseminate its version of events. Russia Today (RT), the Russian state-sponsored international television network, was streaming its programming for free on YouTube. At the time, it was spreading pro-Kremlin narratives about MH-17 and the war in Ukraine. RT’s editor-in-chief, Margarita Simonyan, gave an interview in 2014 in which she said that RT was ‘fighting’ for Russia by ‘conducting the information war’ against ‘the whole Western world’.5 She hit the jackpot by identifying an opportunity with YouTube. By 2017, YouTube was racking up over a billion hours of views per day on its platform. That is the equivalent of one person watching YouTube non-stop for 100,000 years.6 And on that immensely powerful platform, RT is now the most watched news channel, with billions of views and programming in English, Spanish, French, German, Arabic and Russian. This is not television being made for the benefit of Russian ex-pats.


YouTube is not the only social media platform Moscow exploited. In 2013, the Kremlin set up the Internet Research Agency (IRA), as part of its intelligence services. Its mission was to use the social-media platforms to infiltrate public debate in foreign countries, and then ‘influence’ them in a way that suited Moscow’s objectives. The IRA targeted Ukraine first, but soon turned its attention to the West, infamously targeting the US 2016 election. However, as I witnessed through my work, it was hitting Europe before that.


EXPLOITING THE MIGRATION CRISIS


Russia’s disinformation initiatives in Europe are less well known, but I observed them unfold in the migration crisis of 2015–16. Russia’s strategy was to harm Europe by instigating and exploiting a migration crisis. It did the former through physical warfare, starting with the acceleration of Russian military airstrikes to support the Assad regime in Syria in 2015. It was claimed that ISIS terrorists were the targets of the airstrikes, but the international community quickly established that what was happening was in fact an indiscriminate bombing of those civilians who were even moderately opposed to Assad.7 NATO described it as a deliberate tactic to ‘weaponize migration’ by unleashing a mass movement of people that would ‘overwhelm European structures and break European resolve’.8 Sure enough, after Russia’s military operations in Syria, Europe’s borders were soon overwhelmed by waves of mass migration (refugees, economic migrants and the odd terrorist). They largely arrived by sea. Many died. Fourteen thousand fluorescent-orange life jackets were later wrapped around the columns of a 19th-century concert hall in Berlin as part of an installation by the Chinese artist Ai Weiwei to commemorate the ‘drowned refugees’.9


The EU member states were bitterly divided, provoked in large part by the German Chancellor Angela Merkel’s open-door policy. More than a million migrants arrived in Germany in the summer of 2015. At the height of the flow, 10,000 people were entering Germany every day. They were unvetted. When Merkel realized the scale of the crisis, she did a U-turn and pushed for an EU-wide migrant quota to share the burden. The EU almost tore itself apart as some member states simply refused. Legal challenges were launched and borders were re-erected. New arrivals were directed to march on to Germany. Eventually, Germany was forced to seal its borders, too.


The implications of these monumental events have yet to be fully understood, but they will surely shape the EU (and Germany) for generations to come. The immediate political consequences have already transformed European politics. Islamic terrorists were among those travelling into Europe in the waves of migration, leading to several brutal terror attacks in major European cities, including Paris in November 2015, Brussels in March 2016 and Berlin in December 2016. Of 104 known Islamic terrorists who entered the EU between 2014 and 2018, 28 completed attacks that killed 170 and wounded 878. The majority of these terrorists applied for international protections such as asylum and were able to remain in European nations for an ‘average of 11 months before attacks or arrests for plots, demonstrating that asylum processes accommodated plot incubation’.10


All the while, the Kremlin was pursuing information operations to pour further fuel on the already raging fire. Russia’s information operatives infiltrated public discourse in European countries in an attempt to exacerbate building domestic tensions caused by the very migrant crisis it instigated. One such campaign was the story of ‘Lisa’: a 13-year-old German girl who was allegedly gang-raped by refugees in Germany. The story was first reported on Russian national TV and then spread on social media. It quickly went viral, eventually leading to protests outside the German Chancellery in Berlin, with demonstrators accusing the government of a cover-up.11 In reality, the story of ‘Lisa’ was pure fabrication.12


The information space quickly degraded. It was filled with mis- and disinformation. The disinformation was so potent because it tapped into real and often legitimate fears, and misinformation was a further manifestation of those fears. Together, they created a febrile environment in which the public was bitterly divided. Many of the new populist European parties who benefited are believed to have links to the Kremlin, and their leaders have openly expressed sympathy towards Moscow, including by recognizing the annexation of Crimea and by calling for an end to EU sanctions on Russia. This includes Fidesz in Hungary; Lega Nord in Italy; Front National in France; the FPÖ in Austria (which was involved in a Russia-related scandal that led to the collapse of the Austrian government in 2019) and members of the far-right AfD in Germany.13


When I did some work on Emmanuel Macron’s presidential bid in this feverish political atmosphere in 2017, for a while it looked like he might be beaten by Marine Le Pen. Two days before the election, Macron’s campaign was then aggressively targeted by the same Russian hackers believed to be behind the hack of the Clinton campaign one year earlier.14


I also saw first-hand through my work on UK politics from 2013 onwards how these events were a key factor in the public’s decision to vote for Brexit in 2016. Seizing on the tumultuous upheaval on the Continent, Brexit campaigners successfully made the argument that it was riskier to stay in the EU than to leave it. In my view, they had the decisive edge as they were able to appeal to public concerns on immigration. Seen through this lens, the EU migration crisis was a gift for Brexit campaigners. It made their messages even more powerful.15



A GATHERING STORM


The volatility of politics increased in tandem with the development the Infocalypse. This helped me see the potential of deepfakes as next-generation mis- and disinformation threats when I first encountered them in late 2017.Video and audio could now be generated or manipulated with AI. What was more, it soon became clear this technology would grow increasingly more accessible, and better, until anyone could use it. Everyone would have the power to show people in places they had never been, doing things they had never done, saying things they had never said. In the wrong hands, this technology posed a serious threat to our already corroding information ecosystem and, therefore, to how we understand and navigate the world.


In 2018, I started advising the former NATO Secretary General Anders Fogh Rasmussen as he was putting together a group of global leaders (including former US Vice-President Joe Biden) to figure out how to build resilience to foreign election interference – especially with the upcoming US 2020 election in mind. I knew deepfakes had be on the agenda: it was only a matter of time before they were used in the context of an election. As an advisor, I pushed these leaders as hard as I could to consider how AI might be exploited in the Infocalypse. I urged them to prepare for the inevitable attacks of the future.


Since then, the Infocalypse has become more potent. The upcoming US presidential election in November 2020 will serve as a bellwether not only for the Western liberal democracies, but for the rest of the world. I am concerned that my warnings to Rasmussen et al. in 2018, about the threat of our corroding information ecosystem, will be proven prescient. Indeed, as I will address later, the polarization and distrust that characterize the Infocalypse are helping to perpetuate the social unrest that erupted in the United States just as this book went to press.


Since I started speaking and writing about mis- and disinformation and how deepfakes fit into this broader picture, the field has exploded. Although I first encountered deepfakes and our decaying information ecosystem through a political lens, it is clear that their impact will reach further than that. In writing this book, it is my modest aim to help you understand how dangerous and untrustworthy our information ecosystem has become, and how its harms extend far beyond politics – even into our private and intimate life. It is my hope that this understanding can help us come together to bolster our defences and start fighting back. As a society, we need to be better at building resilience to the Infocalypse. Understanding what is happening is the first step.


What follows is what you urgently need to know.




1


R/Deepfakes
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Figure 1.1 Which faces are fake?





Look at Figure 1.1. Can you pick out which human faces are fake? If you chose the grainy black-and-white ones on the left, you are correct. But if you picked the ones on the right, you are also correct. All of these images are fake: synthetic media, generated by AI.


Until relatively recently, the manipulation of media – photos, video and audio – was the domain of specialists or those with immense resources, like a national government or a Hollywood studio. Technology is making human manipulation of media easier and more accessible to everyone. But, now, AI has granted humans a new tool by giving machines the power to generate wholly synthetic (or fake) media. This technology is still nascent, but we are in the early stages of an AI revolution which will completely transform representations of reality through media.


For the moment, the development of AI-generated synthetic media is outpacing society’s understanding. We still tend to think of video and audio as authentic and incorruptible. As synthetic media become ubiquitous, however, we have to prepare for a world where seeing and hearing are no longer believing.


A HISTORY OF MANIPULATION


With the invention of photography in the 19th century, humans gained the ability to ‘capture reality’ through a nonhuman medium for the first time. It quickly turned out that this medium could be manipulated. Photographic tampering has a long history. Take one early example from the 1860s. When Abraham Lincoln was assassinated, there was a dearth of ‘heroic-style’ imagery of the President. To address this, one engraver decided to superimpose a photograph of Lincoln’s head onto an engraving of the body of Southern politician John C Calhoun. For a century, no one noticed. Only recently was the print revealed to have been manipulated.1


Joseph Stalin is another famous name associated with the manipulation of photography. As terrible atrocities were committed in the name of Stalinism, his creed became synonymous with the rewriting of history, including of the visual record. An entire cottage industry dedicated to doctoring photographs developed under Stalin’s dictatorship. Without modern photo-editing software, it required skilful mastery to be done well. Montages were composed by laboriously cutting up and stacking snippets of one photographic negative over another, for instance. Items were added through detailed hand-etching or removed by careful scratching of negatives. Stalin’s pockmarked face was smoothed out in painstakingly slow and early versions of airbrushing. Stalin’s Great Purges of the 1930s, in which he eliminated his political enemies, kept these artisans very busy. As the dictator’s opponents were killed or sent to gulags on the orders of Stalin, they were simultaneously edited out of set-piece photographs. Take the example in Figure 1.2. On the left, Stalin stands with a group of delegates at the Party Conference in April 1925. Six of the men later died by suicide, shooting or imprisonment, leading them to be ‘unpersoned’, until only Stalin and three of his close friends remained in a version of the same photograph reproduced in 1939.
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Figure 1.2 Top: Stalin stands with a group of delegates at the Fourteenth Party Conference in April 1925.Left to right: Mikhail Lashevich (suicide 1927); Mikhail Frunze (died 1925); Nikitich Smirnov (shot 1936); Alexei Rykov (shot 1938); Kliment Voroshilov (died 1969); Stalin; Nikolai Skyrpnik (suicide 1933); Andrei Bubnov (died in Gulag 1940); Sergo Ordzhonikidze (suicide 1937); Josef Unschlicht (shot 1938). David King Collection (TGA 20172/2/3/2/306)2 Below: The same photograph reproduced in 1939 and retouched to leave only Frunze and Stalin’s close friends Voroshilov and Ordzhonikidze.3





By 1990, as the Soviet Empire was breathing its last, photographic manipulation had started to become available to the masses through Photoshop, a commercial tool that democratized and improved on the manual work of the Soviet craftsmen and women under Stalin. Today, it is even easier to manipulate photographs. There is no need for an expensive computer or software. Anyone can download free and easy-to-use photo-editing apps onto their phone. We are wired to want to believe audiovisual material that ‘looks’ or ‘sounds’ right. Psychologists call this ‘processing fluency’, referring to our unconscious cognitive bias in favour of information that our brain can process quickly. We do it a lot more quickly with visuals than with text. One study found that people were more likely to believe the claim ‘Macadamia nuts are in the same family as peaches’ if the text is accompanied by an image of macadamia nuts, for example.4


Still, those of us who are more attuned to the fact that photographs can be manipulated can correct for processing fluency on the second or third view. This is not, however, the case for audio and video, which we still tend to see as incorruptible and authentic. In general, we tend to believe that video and audio footage captures what we would have seen with our own eyes or heard with our own ears, so they function as an extension of our own perception. This makes it even more worrying, then, that the means for AI-powered subversion of audio and video are developing at a time when these media are becoming the most important form of human communication – not only for the digitally savvy but for everyone. In the Information Age, we are not only mass consumers of audiovisual media, but also its producers. Billions of us now listen to and watch such media, but also document and share our lives through it using handheld devices. Synthetic media will take this even further, as Hollywood-level special effects will soon become accessible to everyone. It is estimated that by 2022, 82 per cent of global Internet traffic will come from video streaming and downloads. By 2023, over 70 per cent of the global population will have mobile Internet connectivity. Through their devices, 5.6 billion people will not only become consumers of online video, but producers too: they will not only listen and watch, but also record and share.


Synthetic media will take this even further, as Hollywoodlevel special effects will soon become accessible to everyone. This is an extraordinary development with unforeseen implications for our collective perception of reality. Subverting these media channels gives bad actors the tools to shape the perception of reality on scale that would have simply been unthinkable in the past. We are all vulnerable to this.


AT THE MOVIES


One place where we are conditioned to seeing manipulated audio and video is in movies, which we understand to be ‘make-believe’. Visual manipulation in film is an art form stretching back to the birth of cinema, but by the 2000s it had become digital, with special-effects (SFX) experts working mostly with computer-generated images (CGI) for the best results. We have also witnessed a whole slew of commercial apps and software that have made video editing and special effects more accessible. However, the most powerful tools have remained in the hands of the well-resourced, such as film studios with multimillion-dollar budgets and teams of SFX experts.
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