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Introduction



Modern neuroscience can be traced back to the 1890s, when researchers first determined that the nervous system, like all other living things, is made of cells. Fast-forward a century: President George W. Bush declared the 1990s the ‘Decade of the Brain’, and since then research into the workings of this extremely complex organ has accelerated at an astonishing pace. Some say that we have learned more about the brain in the past decade than we did in the hundred years preceding it. Even so, we are only just beginning to scratch the surface, and a huge amount remains to be discovered.


During this short time, many theories about how the brain works, and how it generates our thought and behaviours, have been put forward. Some of the earlier ideas, such as phrenology – the 19th-century discipline that tried to correlate personality traits with the shape of the head – became influential in their time but were eventually debunked as pseudo-science. Others, such as the neuron doctrine – the idea that the brain is made of cells – remain central to modern neuroscience.


As technology advances and our understanding of the brain improves, the general public has become increasingly interested in neuroscience and in what these exciting new findings mean for them. At the same time, there is a great deal of sensationalism surrounding brain research, not to mention much inaccurate reporting.


Likewise, myths about the brain abound, and some of the more popular examples – such as the idea that the left brain is ‘logical’ and the right brain ‘creative’ – seem to be gaining traction, especially within education and the business sector.


This book is an attempt to distil over 100 years of thinking about the brain. It draws together influential ideas in neuroscience, updating old concepts in the light of new evidence, as well as introducing others that have emerged only recently. It attempts to explain these ideas accurately, and in a way that is easily digestible; to separate the wheat from the chaff; and to demystify the mysterious matter inside our heads. Where possible, I discuss how the science is carried out – the techniques used, and how researchers refine their ideas as new evidence emerges.


Some believe that gaining a better understanding of how the brain works will provide answers to life’s big questions. It will not: brain research cannot tell us everything about ourselves, or what it means to be human. But it does offer the possibility that treatments may be developed for numerous debilitating conditions that afflict us, such as addiction, Alzheimer’s disease, stroke and paralysis. 50 Human Brain Ideas You Really Need to Know addresses these hopes, too, with cautious optimism.





01 The nervous system



The nervous system consists of two main components. One part, the central nervous system – made up of the brain and spinal cord – receives information from, and integrates the activity of, the rest of the body. The other section, the peripheral nervous system, contains nerves that send and receive information to and from the body.


The human brain contains hundreds of billions of cells arranged in a highly organized fashion, and is often said to be the most complex structure in the known universe – yet it weighs about only 1.5kg (just over 3lb). It consists of two hemispheres, each of which controls, and receives information from, the opposite side of the body. The cerebral cortex covering each hemisphere is divided into four specialized lobes; these all perform different functions, and are separated from one another by deep grooves called fissures.




	
The frontal lobe performs complex mental functions such as reasoning and decision-making, and also contains the motor areas, which plan and execute voluntary movements.


	
The parietal lobe contains the somatosensory areas, the parts that process touch information from the body. It also integrates different types of sensory information for spatial awareness – basically, knowledge of how the body is oriented within space.


	
The temporal lobe receives information from the ears, and its outer surface contains areas specialized for understanding speech. The inner surface contains the hippocampus, which is critical for memory formation and, with the surrounding areas, plays an important role in spatial navigation.


	
The occipital lobe is located at the back of the brain and contains dozens of distinct regions specialized to process and interpret visual information.











Layers of complexity


The cortex (or ‘bark’) is the highly convoluted sheet of folded tissue that sits prominently on the outside of the brain. The cortex of human beings covers a much larger surface area than in other animals – extending 0.2m2 (2½ sq ft) if laid out flat. This folding gives the cortex its familiar appearance, with its numerous gyri (bulges) and sulci (furrows). The cortex is just a few millimetres thick, but comprises six layers, with cells arranged uniformly in each layer. Despite this uniform structure, the cortex contains a large number of discrete areas, each specialized to perform a particular function.









The brain uncovered Beneath the cortex lie several large clusters of neurons. The thalamus (or ‘deep chamber’) lies right at the brain’s centre, and relays information from the sense organs to the appropriate region of the brain. Surrounding the thalamus are the basal ganglia, a group of structures involved mainly in the control of voluntary movement. The limbic system is another set of subcortical structures located between the basal ganglia and cortex. Sometimes referred to as the ‘reptilian brain’, the limbic system is evolutionarily primitive, and is involved in emotion, reward and motivation. It also includes the hippocampus and amygdala, both of which play a part in memory.


The midbrain is a small area lying at the top of the brain stem. It contains clusters of neurons that control eye movement and is the main source of the neurotransmitter dopamine. Neurons that make dopamine also produce a pigment called melatonin, giving part of the midbrain a black appearance. This part of the midbrain is therefore called the substantia nigra (‘black substance’).


The hindbrain comprises three structures located at the top of the spinal cord, which together make up the brain stem. The lower portion of the brain stem, the medulla oblongata, controls vital involuntary functions such as breathing and heart rate, and is closely associated with arousal. Above the medulla is the pons (or ‘bridge’), connecting the cerebral cortex and the spinal cord and also linked to arousal. The third component of the hindbrain, the cerebellum (or ‘little brain’), is involved in controlling balance and coordinating movement. It is essential for learning motor skills such as riding a bike, but is also associated with emotions and thought processes.


‘The human brain … is the most complicated organization of matter that we know.’


Isaac Asimov, 1986


Rush-hour traffic The spinal cord, at the heart of the body’s essential transport network, is an enormous bundle of millions of nerve fibres relaying information back and forth between the brain and the body. This very fragile structure, protected by the vertebral column, can perform certain functions, such as the knee-jerk reflex, on its own without any commands from the brain. It is segmented, with nerves leaving and entering it at regular intervals and in a highly orderly manner (in cross-section, it resembles a butterfly).


Motor neuron fibres leave the front of the spinal cord and extend to the body muscles, sending them information from the brain about voluntary movement. The axons of the sensory neurons carry information from the body into the back of the spinal cord, and form connections with second-order neurons that relay the information up into the brain. The axons of motor and sensory neurons are bundled together in the peripheral nerves.


Message carriers The peripheral nervous system consists of all the nerves that emanate from the brain and spinal cord, and consists of two different components. One, the somatic nervous system, is composed of the sensory and motor nerve fibres that carry information between the body and spinal cord. These nerves are involved with bodily sensations and the control of voluntary movement.


The other component is the autonomic nervous system, which controls the heart, glands and the smooth muscles in the blood vessels, eyes and gut, which are not under voluntary control.


‘Mind, a mysterious form of matter secreted by the brain.’


Ambrose Bierce, 1911


The autonomic nervous system can be further subdivided into the sympathetic and parasympathetic nervous systems, which have opposing functions. The sympathetic nervous system uses the neurotransmitter noradrenaline to increase heart rate, dilate the pupils and breathing tubes, and divert blood away from the digestive system. These effects prepare the body for action, in what is called the ‘fight-or-flight’ response. The parasympathetic nervous system, on the other hand, uses the neurotransmitter acetylcholine to constrict the pupils and breathing tubes, slow the heart rate, and increase digestive function.


The cranial nerves are also part of the peripheral nervous system. These nerves emanate from the brain stem, and relay information between the brain and the sense organs. The vagus nerve, or tenth cranial nerve, is the longest of all, and sends branches as far as the heart, chest and abdomen.


the condensed idea


The nervous system is extremely complex and highly ordered






	timeline






	1700 BC

	The Edwin Smith papyrus, containing the first description of the nervous system, is written






	900

	Al-Razi describes the cranial nerves in Kitab al-Hawi Fi Al Tibb







	1543

	Publication of On the Workings of the Human Body by Andreas Vesalius






	1641

	Franciscus de la Boë Sylvius describes the fissure on the side of the brain






	1664

	Thomas Willis publishes Cerebri anatome







	1695

	Publication of Humphrey Ridley’s The Anatomy of the Brain











02 The neuron doctrine



Modern neuroscience is largely based on the idea that the brain is made of cells. The human brain is estimated to contain a staggering 80 to 120 billion neurons, which form intricate networks that process information. Neurons (nerve cells), one of the two types of brain cells, are specialized to produce electrical signals and communicate with each other.


In the 1830s, two German scientists proposed cell theory, which states that all living things are made of cells. At that time, microscopes were not powerful enough to show the structure of the nervous system in any great detail, so it was unclear whether or not cell theory applied to nervous tissue, and this became the subject of long-lasting debate. Some researchers believed the nervous system must, like other parts of the body, also consist of cells, but others argued that it was composed of a continuous network of tissue.


As microscopes became more powerful and chemical staining methods improved, researchers began to see nervous tissue in increasingly finer detail. One important advance, made by Camillo Golgi, was the discovery of the so-called ‘black reaction’, a staining technique that involves hardening the tissue with potassium bichromate and ammonia, then immersing it in silver nitrate. The black reaction randomly stains small numbers of neurons in a tissue sample; the cells are stained in their entirety, making their shape visible in silhouette. In the 1880s, the Spanish neuroanatomist Santiago Ramón y Cajal started using Golgi’s staining method to examine and compare tissue from many brain regions of various animal species. Cajal improved on the method by immersing his samples twice in the solutions. This stained the neurons more deeply, enabling him to study them in even greater detail.


‘Like the entomologist hunting for brightly coloured butterflies, my attention was drawn to the flower garden of the grey matter, which contained cells with delicate and elegant forms, the mysterious butterflies of the soul.’


Santiago Ramón y Cajal, 1894


Cajal concluded that the brain is indeed made up of cells and, after convincing others that this was the case during a conference in 1889, the neuron doctrine – which states that neurons are the fundamental structural and functional units of the nervous system – was born, with Cajal and Golgi sharing the 1906 Nobel Prize in Physiology for their contributions. Despite inventing the method that led to the discovery of the neuron, Golgi somewhat ironically held on to the idea that the nervous system is composed of a continuous network of tissue. Cajal, on the other hand, is widely regarded as the father of modern neuroscience.


The body’s messengers The human brain contains at least several hundred, and perhaps as many as several thousand, different types of neurons, which come in many different shapes and sizes but which can be broadly classified into three types according to their function. Sensory neurons carry information from the sense organs into the brain; motor neurons send commands to the muscles and organs; and interneurons relay information between neurons in localized circuits, or over greater distances between neurons in different regions of the brain.


Despite this bewildering diversity, the vast majority of neurons share a number of basic features. Traditionally, neurons are subdivided into three ‘compartments’, each of which has a distinct function:




	
Dendrite: From the Greek word dendron, meaning ‘tree’, this is a branched projection that emanates from the cell body. Dendrites are the neuron’s ‘input’ compartments – they receive and compute signals from other neurons before conveying them to the cell body.


	
Cell body: This computes different types of signals received from the dendrites and produces an output. It also contains the nucleus, which is packed with DNA – a long molecule containing the information needed to synthesize the thousands of proteins that control the function of the cell. Each type of neuron expresses a unique combination of genes that gives it unique characteristics.


	
Axon: The axon is a single fibre that emanates from another region of the neuron, and is the ‘output’ compartment of the neuron. Electrical signals are generated at the initial segment of the axon, and are carried away from the cell body before being transmitted to other cells. The end of the axon forms the nerve terminal, which forms branches that transmit the output of the neuron to multiple ‘target’ cells. We now know, however, that impulses can be generated in any part of the neuron, and can travel in both directions.











Jennifer Aniston cells


Researchers have discovered neurons that respond very specifically to images of well-known celebrities such as Jennifer Aniston or Halle Berry, or to famous landmarks such as the Eiffel Tower or the White House, while examining the brains of epileptic patients about to undergo neurosurgery. These cells are located in a part of the brain containing structures known to be critical for memory. Subsequently, the same researchers discovered that these cells are activated not only when the patients view images of the celebrities or landmarks, but also when they are merely thinking about them. These discoveries led some to suggest that individual cells are responsible for encoding abstract concepts. A more likely scenario is that each cell is part of a diffusely distributed network containing several million neurons, and which encodes a memory of the celebrity or landmark. Each individual cell probably contributes to millions of other networks, each of which encodes a distinct memory or concept.









A well-drilled organization The vast majority of neurons – about 80 per cent – are found in the cerebellum. The cells in its cortex (the outer covering) are arranged in highly ordered layers, like highly disciplined soldiers in specialist regiments. Two types of cells in this part of the brain illustrate just how diverse these neurons are. Purkinje neurons are the largest cell type in the brain. They are broad, flat and extremely elaborate. Granule cells, by contrast, are the smallest cells in the brain. They have a single fibre that splits in two soon after leaving the cell body, and runs perpendicular to the Purkinje cell dendrites. Each Purkinje cell forms connections with approximately 250,000 granule cell fibres.
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Pyramidal neurons from different parts of the cerebral cortex





The cerebral cortex is also composed of layers, each containing well-ordered neurons. Pyramidal cells, found in all but the outermost layer, are one of the main cell types, and are arranged in clusters in a regular pattern that repeats itself every thirty thousandths of a millimetre. Their structure varies between layers and different brain regions, but all have a distinctive pyramid-shaped cell body, extensively branched dendrites, and a branched axon that extends to cells in other layers of the cortex and distant regions of the brain.


the condensed idea


Neurons are the fundamental components of the nervous system






	timeline






	1655

	Robert Hooke discovers cells






	1838

	Robert Remak suggests that nerve fibres are joined to nerve cells






	1839

	Theodor Schwann and Matthias Schleiden propose cell theory






	1865

	Posthumous publication of Otto Deiters’ description of axons and dendrites






	1873

	Camillo Golgi discovers the ‘black reaction’






	1889

	Santiago Cajal argues that the nervous system consists of cells






	2005

	Itzhak Fried and colleagues discover ‘Jennifer Aniston’ neurons










03 Glial cells



Along with neurons, the brain also contains other cells called glia. For much of the history of modern neuroscience, glial cells were dismissed as nothing more than supporting cells. It’s now known that, although glia do assume important supportive roles, they are in fact key players when it comes to brain development, function and disease.


For more than 150 years, glial cells were regarded as necessary merely to hold neurons in place and protect and nourish them. Modern research, though, shows that they also make important contributions to the brain’s information-processing capabilities.


In the brain, glial cells outnumber neurons, but ever since their discovery they have largely been neglected by researchers. But it is now becoming increasingly clear that they need to be taken into account if our understanding of how the brain works is to progress. Far from merely being supporting actors, glial cells play important roles on the stage that is brain function, and may yet emerge as the real stars of the show.


‘This connective substance … is a kind of glue in which the nervous elements are planted.’


Rudolph Virchow, 1856


Getting to know the glial cells The brain contains different types of glial cells, each of which performs distinct functions:




	
Astrocytes are star-shaped cells packed into the spaces around neurons. They provide neurons with nutrients and regulate their chemical composition, but are also vital for information processing.


	
Ependymal cells line the walls of the brain ventricles and produce and secrete cerebrospinal fluid. They have hair-like protuberances called cilia that project into the ventricles and beat to aid circulation of the cerebrospinal fluid.


	
Microglial cells are the brain’s emergency response unit, forming a first line of defence against microbes and cleaning up debris from dying neurons (see Cell death).


	
Oligodendrocytes produce a fatty tissue called myelin that wraps itself round the axons, enabling nervous impulses to travel along them more efficiently. (Schwann cells perform the same function in the peripheral nervous system.)


	
Radial glia are present only during early brain development (see overleaf). They produce the vast numbers of neurons in the brain and guide their migration into the developing cerebral cortex.











The brain’s emergency workers


Microglia are formed in the bone marrow and are the immune cells of the brain. They continuously patrol the brain, extending and retracting their finger-like projections to detect signs of infection, injury or disease. When microglial cells detect microbes that have invaded the brain, they crawl, amoeba-like, towards the invaders, and engulf them by a process called phagocytosis (literally, ‘cell eating’). During this process, the microglial cell uses its cell membrane to form an envelope around the microbe, before internalizing the invader then destroying it. Microglia are also deployed when the brain is injured. They detect a chemical distress signal sent out by damaged and dying neurons and respond to it by crawling towards the site of injury. When they arrive at the injury site, they clean up dead cells and other cellular debris.
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A microglial cell












More than just glue Translated from the Greek, the word glia means ‘glue’ – reflecting the role that these cells have always been thought to play. But research published in the past ten years shows that glial cells are, in fact, vital for all aspects of brain function.


Astrocytes, for example, are far more than just the packaging that holds neurons in place. They form functioning networks and communicate with each other and with neurons using chemical signals, adding another layer of complexity to the mechanisms of information processing. They also make important contributions to the formation of synapses (connections between neurons) during brain development.


These star-shaped cells control how neurons communicate with each other and are therefore critical for how synapses function in the mature brain. They come into close contact with synapses, clasping them with finger-like protuberances, which can tighten or loosen their grip on the synapses to regulate the flow of chemical signals that pass between neurons. Similarly, astrocytes have other protruberances called endfeet that wrap themselves around capillaries to control blood flow through the brain.


Astrocytes also regulate something called synaptic plasticity – the process by which neural connections become stronger or weaker in response to experience. These newly discovered functions have led some researchers to suggest that the once-humble astrocytes are critical for mental functions such as memory.


It doesn’t end there. Radial glial cells play a critical role in brain development. During the early stages, the nervous system consists of a hollow tube, which will go on to form the brain at one end and the spinal cord at the other. Radial glia have a single fibre that spans the thickness of the tube, and they divide near the inner surface to produce immature neurons.


These young neurons then climb onto the fibres of the radial glial cell that produced them, before crawling along it towards the outer surface of the tube.


‘Glial cells are critical participants in every major aspect of brain development, function and disease.’


American neurobiologist Ben Barres, 2008


This ‘radial migration’ occurs in waves to produce the characteristic layers of the cerebral cortex, which form in an ‘inside-out’ fashion – the first wave of migrating neurons form the innermost layers of the cortex, and each subsequent wave migrates past the one before it to produce another layer closer to the outer surface of the tube.


Clean-Up failure Glial cells play a role in many neurological disorders. Multiple sclerosis, for example, is a condition in which the immune system mistakenly attacks oligodendrocytes, breaking down the insulating myelin sheath they produce. This affects the nerves’ ability to conduct impulses and causes the symptoms of the disease. In the worst cases, damage to myelin insulating the peripheral nerves causes paralysis, while damage to the optic nerve causes blindness.


Glial cells are also involved in neurodegenerative conditions such as Alzheimer’s disease and Parkinson’s. All of these diseases are characterized by abnormally folded proteins that are deposited in or around neurons as insoluble clumps. Normally, microglial cells patrol the brain and clean up any debris, but new evidence suggests that they fail to clear away the protein clumps that accumulate in the brains of patients with neurodegenerative diseases. More recently, researchers have discovered that in people with a condition called amyotrophic lateral sclerosis, a type of motor neuron disease, mutant astrocytes release toxic signals that kill motor neurons.


the condensed idea


Glial cells play key roles in brain function






	timeline






	1839

	Theodor Schwann describes the structure of peripheral nerves and observes Schwann cells






	1856

	Rudolph Virchow names glial cells nervenkitt, meaning ‘nerve glue’






	1896

	Gheorghe Marinescu recognizes that glia devour neurons by phagocytosis






	1920

	Pio del Rio-Hortega classifies glia into four different types






	1966

	Stephen Kuffler and colleagues show that glia respond to signals from neurons






	1970

	Pasko Rakic describes the migration of young neurons along radial glial fibres










04 The nervous impulse



Neurons are specialized to produce electrical signals that travel along their fibres. These signals, called nervous impulses or ‘action potentials’, are generated by the flow of tiny electrical currents across the nerve cell membrane. Neurons can produce up to a thousand action potentials per second, and information is encoded in the pattern of impulses produced.


Nervous impulses are electrical signals that travel along nerve fibres, enabling neurons to communicate with each other and with the rest of the body. The electrical properties of neurons are determined in the cell membrane, which consists of two layers separated by a small gap. The membrane acts as a capacitor, storing electrical charge in the form of ions (positively or negatively charged atoms) and a resistor, which blocks the flow of currents. When a neuron is resting, there is a cloud of negatively charged ions at the inner surface of the membrane and a cloud of positively charged ions outside. This ‘charge distribution’ makes the inside of the membrane negatively charged with respect to the outside.


When a neuron becomes active, it is said to fire, spike or generate a nervous impulse. This occurs in response to signals received from other cells, and involves a brief reversal of the membrane voltage, with the inside becoming momentarily positively charged before quickly reverting to its resting state. During a nervous impulse, the nerve cell membrane allows in certain types of ions, which flow back and forth across the membrane. Because ions are electrically charged, their movements constitute a flow of current across the membrane.
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Neuron with a myelinated axon











Ohm’s Law


Ohm’s Law explains how the electrical properties of brain cells change in response to incoming signals. It describes the relationship between the voltage of the nerve cell membrane, its resistance and the current that flows across it. It states that the current is directly proportional to the membrane voltage, and is expressed by the equation I = V/R, where I is current, V is the membrane voltage, and R is the resistance.









Neurons at rest Neurons contain a solution of ions (or electrically charged atoms), and are bathed in a solution that contains the same ions at different concentrations. Ions tend to move from an area where they are highly concentrated to one of low concentration, to produce equilibrium, but are prevented from doing so, however, because the nerve cell membrane is largely impermeable to them.


This creates a situation in which certain ions gather on the outer surface of the membrane, and others gather on the inner surface. The uneven distribution of electrical charges causes the inside of the membrane to be negatively charged, and the outside to be positively charged. The membrane is therefore said to be polarized.


‘The membrane acts as a barrier and prevents the ions in the external solution from mixing with the internal solution.’


Alan Hodgkin, 1964





It started with a squid The mechanism of the action potential was determined in the early 1950s, in classic experiments that used microelectrodes impaled in the giant axons of squid. These experiments showed that the action potential is generated by the successive movements of ions across the membrane.


In the first phase of the action potential, the membrane becomes briefly permeable to sodium ions, which flood into the cell. This causes depolarization of the cell – the membrane voltage is reversed, becoming positively charged on the inside. This is rapidly followed by a flow of potassium ions out of the cell, which reverses the membrane voltage once again. The influx of potassium ions drives the membrane voltage to become more negative than its resting state, and the cell is said to be hyperpolarized. During this so-called refractory period, the neuron cannot produce another action potential, but the neuron quickly reverts to its resting state.


‘It seems a plausible conjecture … that the nerve performs the function of a conductor.’


Luigi Galvani, 1791


Action potentials are generated at a structure called the axon hillock, the point where the axon arises from the cell body. They travel along the axon because depolarization of one segment of the fibre causes the adjacent area to depolarize as well. This wave of depolarization travels away from the cell body, and when the action potential reaches the nerve terminal, it causes the release of neurotransmitters.


A single impulse lasts about one-thousandth of a second, and neurons encode information in precisely timed sequences of impulses called spike trains, but exactly how spike trains encode information is still unclear. Neurons often produce action potentials in response to signals from other cells, but they also produce impulses in the absence of signals. The basal firing rate, or frequency of spontaneous action potentials, varies between different types of neurons, and can be altered by signals from other cells.








Faster than Usain Bolt


Axons in the brain and spinal cord are insulated by fatty myelin tissue produced by brain cells called oligodendrocytes. An oligodendrocyte has a small number of branches, each of which consists of a large, flat sheet of myelin that wraps itself many times around a small segment of an axon belonging to a different neuron. The myelin sheath is not continuous along the length of an axon, but is interrupted at regular intervals by gaps called Nodes of Ranvier. Ion channels are clustered at the nodes, allowing action potentials to jump from one node to the next. This process increases the velocity at which they are propagated along the axon, anything up to 100m (328ft) per second.









Few shall pass Ions flow across the nerve cell membrane through barrel-shaped proteins called ion channels, which are embedded in the membrane and form pores through it. Ion channels contain sensors that detect changes in the membrane voltage, and open and close in response to these changes.


Human neurons contain more than a dozen different types of ion channel, each of which allows only one species of ion to pass through it. The activity of all these ion channels is tightly orchestrated during the action potential. They open and close in sequence, so that neurons can generate patterns of nervous impulses in response to signals received from other cells.


the condensed idea


Neurons produce electrical signals that carry information






	timeline






	1791

	Luigi Galvani studies bioelectricity in frogs’ legs






	1848

	Emil du Bois-Reymond discovers the nervous impulse






	1850

	Hermann von Helmholtz measures the conduction velocity of impulses in frog nerves






	1878

	Louis-Antoine Ranvier describes nodes in the myelin sheath






	1893

	Paul Flechsig describes the development of myelin sheaths in the brain






	1952

	Alan Hodgkin and Andrew Huxley describe the mechanism of the nervous impulse in giant squid axons






	1998

	Rod MacKinnon and colleagues determine the structure of the voltage-gated potassium channel










05 Synaptic transmission



Nerve cells communicate with each other through a process called neurochemical transmission. This occurs at junctions called synapses, and involves chemicals called neurotransmitters, which pass between adjacent neurons and carry signals. Neurochemical transmission is modified by learning, and drugs work by altering it in one way or another.


Electrical signals produced by the neurons cannot simply jump between cells, so they are converted to chemical signals that can be transmitted from one cell to the next. This process, called neurotransmission, takes place at highly specialized junctions called synapses, and involves chemicals called neurotransmitters, which pass between cells. As a general rule, neurons synthesize and release one type of neurotransmitter; they form precise connections, so that each type of signal is targeted to specific ‘target’ cells. Learning and memory are thought to involve the modification of synapses within networks of neurons, and drugs exert their effects by somehow altering synaptic transmission.


‘In view of the probable importance of the … nexus between neuron and neuron it is convenient to have a name for it. The term introduced has been synapse.’


Charles Sherrington, 1906


The super synapse Synapses consist of two specialized components: the presynaptic terminal of the cell producing the signal, and the postsynaptic cell that receives the signal. At the presynaptic terminal, neurotransmitter molecules are stored in tiny spherical structures called synaptic vesicles, which are ‘docked’ at the so-called active zone near the cell membrane. When an action potential arrives at the nerve terminal, it causes the vesicles to fuse with the membrane and release their contents into the synapse.


Once released, neurotransmitter molecules diffuse across the synapse and bind to receptors embedded in the membrane of the postsynaptic neuron. Some receptors alter the electrical properties of the post-synaptic cell directly, by allowing small currents to flow in or out of the cell. Others do so indirectly and more slowly, by initiating biochemical signalling pathways. After being released, neurotransmitters are usually mopped up by the cells that released them, a process called reuptake.


Neurotransmission is a complex process involving the orchestrated actions of hundreds of proteins on both sides of the synapse, each performing a specific function. In presynaptic neurons, dozens of proteins participate to control the fusion of synaptic vesicles to the presynaptic membrane. On the opposite side of the synapse, dozens of receptors and numerous other components of the signalling machinery are arranged in a highly organized manner so that the signals can be put into effect efficiently. As the brain processes information, it alters synapses by modifying the efficacy of neurotransmission in various ways. The number of docked vesicles can be increased or decreased, so that more or fewer neurotransmitter molecules are released. On the other side of the synapse, receptors can be inserted or removed from the postsynaptic membrane, to make the cell more or less sensitive to the signals it receives.








Mind the gap


Neurons also communicate with each other via electrical synapses called gap junctions. These are made of proteins called connexins, which span the cell membranes and connect the inside of adjacent cells. Gap junctions allow for instantaneous electrical signalling between neurons, so that networks of interconnected cells can fire in synchrony as currents pass between them.









Why we need neurotransmitters The brain contains something like one quadrillion (one thousand million million) synapses, and produces about one hundred different neurotransmitters. Glutamate, gamma-aminobutyric acid (GABA) and glycine are amino acid transmitters. The monoamines are another group of transmitters, including dopamine, adrenaline and serotonin. Dopamine is often referred to as ‘the pleasure molecule’ because it is involved in reward, but it also has important roles in attention, memory and movement. Serotonin plays a vital part in mood.


The neuropeptides are small proteins crucial in pain signalling, while the endocannabinoids, a group of transmitters that have gained increasing attention in recent years, are involved in appetite, mood and memory. Other neurotransmitters include acetylcholine – which motor neurons use to send signals to the muscles, and which is also used in the autonomic nervous system – and nitric oxide, a gas thought to play an important role in learning and memory.








The dream of Otto Loewi


Neurotransmission was discovered in 1921 by Otto Loewi, in an experiment that apparently came to him in a dream. Loewi dissected two frogs’ hearts, one with the vagus nerve still attached to it. He placed each heart in a separate container filled with salty water, and electrically stimulated the vagus nerve, causing the heart to which it was attached to slow down. Loewi then transferred some of the salt-water solution from that container into the other, and found that the second heart slowed down, too. The experiment confirmed that electrical stimulation causes the vagus nerve to release a chemical signal that slows the heart rate. Loewi named the chemical vagusstoff, meaning ‘vagus substance’, but it was soon identified as acetylcholine, which had been discovered a few years earlier by Henry Dale.
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