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INTRODUCTION

 Why Interop Matters


The Internet has made the world at once a smaller and a more complex place. Digital technologies connect billions of people, businesses, organizations, and governments with each other in ways that enhance our lives but that we don’t fully understand. We are interconnected as never before, to our enormous benefit: we stay in touch with far-away family and friends for low cost; we learn about news instantaneously, access knowledge remotely, collaborate more efficiently, and do all kinds of business online. Our most complex systems—government agencies, financial institutions, transportation infrastructures, health care and energy systems—are linked by these new, invisible information channels, which are essential components of today’s global economy.

This capacity for connection is about more than just making our lives more convenient or efficient. Organizations can become more specialized, better at what they do, and more able to collaborate effectively across distance and time—whether in business, public life, or civic activism—in ways that are changing the course of history. Consider what a highly connected network of people in the Middle East, many of them very young,  were able to accomplish, with little in the way of central coordination, during the Arab spring of 2011. They toppled long-standing regimes, one after another, through peaceful activism that was powered by their high degree of digital connectedness.

But this growing level of interconnectedness comes at an increasingly high price. We make big trade-offs as we become digitally connected everywhere and anytime. We struggle to keep up with overflowing e-mail in-boxes; we feel overwhelmed by the flood of news and information coming at us from all directions. We are also more vulnerable, in ways that are less obvious and less well understood. The same infrastructure that enables us to create, store, and share information can put our privacy and security at risk. Data breaches and privacy invasions make the news daily, illustrating what can happen when massive amounts of data are exchanged among complex systems without adequate safeguards. These risks are omnipresent in the digital age. They touch every aspect of modern life through the information exchanged with banks, credit card companies, mobile phone carriers, tax authorities, entertainment giants, or online businesses.

The problems of too much interconnectivity present enormous challenges both for organizations and for society at large. Our most advanced systems and infrastructures have become so complex that they are hard to manage effectively. Our financial system, for instance, has fallen into deep crisis due in part to the new vulnerabilities, complexities, and domino effects resulting from unprecedented digital connectivity. Our technological networks are so pervasive, and we use them so intensely, that we have good reason to worry that data about ourselves and our families might float out of our sight and our control. In such cases, the problem is not the interconnectivity itself but, rather, the fact that it is not adequately checked or managed.

In other cases, we suffer from too little connectivity. We struggle, for instance, to reform our health care system in no small part because we cannot get our information systems to work together properly with one another. Higher degrees of connectivity and information sharing among our health care providers would make the health care system vastly more efficient and  effective at providing care—and yet that connectivity eludes us. If the devices we use and the households we live in could “talk” to each other, we could dramatically reduce our energy consumption by creating a “smart grid” that would allow for efficient energy supply. More often than not, our future success in addressing the big societal challenges of our time, from health care to climate change, will depend heavily on our ability to create better interfaces and connections among complex systems and our ability to share information appropriately.

This challenge—creating better, more useful connectivity while simultaneously finding better ways to manage its inherent risks—inspired this book. As societies, we have rushed to build information and communications infrastructures that enhance connectivity and enable the flow of information among individuals, organizations, and systems. But we have not yet developed a normative theory identifying what we want out of all this interconnectivity. We call this theory interoperability, or interop. The payoff from our theory of interop is that it can help us decide where we need interconnectedness in complex systems and at what level—and where we don’t. Without such a theory, we lack a stable framework for figuring out how to harness the benefits of the digital technologies that connect us while still protecting our core societal values. And we have not yet refined a sense of which tools will get us to optimal levels of interop. This book has been written to help meet these urgent challenges—challenges that are at once highly conceptual and deeply practical.

The main purpose of the theory of interoperability is to help define the optimal level of interconnectedness and to lay out a path for achieving it. As a first step, we must develop a new lens for analyzing how complex systems, components, and applications are connected—or sometimes, inexplicably, still separated. Second, we must take a deep look at the promises and the drawbacks that come with increased connectivity. We need to balance the costs and the benefits of the connectivity we create, both in the short and long terms. We can then assess how much interconnectedness we should aim to achieve among our institutions, systems, and peoples. Most important, a theory of interoperability leads to a clear understanding  of the mechanisms—technical, organizational, or legal—through which interop can be achieved and shows how we might optimize the interoperability levels of complex systems.

This book explores in depth two interop problems. The first is to figure out how to define and get to an optimal level of interoperability in complex systems. The second is to deal with the adverse effects of interoperability: loss of diversity, increasingly pressing concerns about its effects on individual privacy and security, and the risk of locking in older technologies and hindering innovation. An enormous amount hangs in the balance. Our economies, our personal well-being, and our environment will all be affected by whether these two interop problems can be solved in our most critical complex systems.

 




We, the authors, have been studying interoperability through a variety of methods for the past decade. We are both law professors and researchers, interested in the way the ongoing explosion of information technologies affects societies around the world. Our joint research project started out as a transatlantic collaboration. One team was based in Europe, at a leading research center at the University of St. Gallen in Switzerland. The other was based at the Berkman Center for Internet and Society at Harvard University. Our methodology is based on the development and analysis of a broad range of case studies. We started out with a series of cases that relate primarily to information and communications technologies, which is our core field of study. We have talked to hundreds of people and hosted workshops on three continents with experts in a wide range of fields.

As we got deeper and deeper into the topic, we began to see the reach of interop beyond the context of our core field. We began to research fields outside our own: economics, business, systems theory, psychology. Through our case studies, drafted by members of an interdisciplinary team of researchers at our respective centers, we began to examine areas farther afield where interop matters greatly.

Some of the biggest challenges of the age are in fact interop problems. Consider health care reform, which relies upon getting interoperability  right in the context of electronic health records, or climate change, which turns in part on the emergence of a next-generation energy delivery system, the smart grid. We have posted both of these case studies online, free for anyone to read, as a companion to this book.1 We present them as the raw data from which we have built the theory of interop and the practical suggestions that we offer in this book. Our idea, in the spirit of transparency, is that anyone can look at the data from which we have drawn our conclusions, and we hope to provoke dialogue on these pressing issues.

Much of our research has involved conducting in-depth interviews and convening workshops with experts in the fields of computing, law, and psychology, as well as in many fields of industry. Over the many years of conducting interviews on this topic, we have never found a single person who thinks that interop is anything other than a good thing in general. That is the starting point: people generally want higher levels of interconnection. After that, there is not a lot of common ground. There is no single, agreed-upon definition of interoperability. There are many views about what interop is and how it should be achieved. And there are even more views about how, if at all, the problems to which interop gives rise should be addressed.

 




There is no one-size-fits-all definition of interoperability. In the most general sense, in the context of information technologies, interoperability is the ability to transfer and render useful data and other information across systems, applications, or components. But it is important to go beyond this core understanding to explore a broader understanding of what interop means in different contexts and at different levels.

In theoretical terms, interoperability functions on four broad layers of complex systems. Understanding this structure is essential to understanding how interop works and how society ought to go about achieving (or thwarting) it. Interop is not just about the flow of data or about technology; it involves essential questions of human and institutional interaction as well. The problems associated with interop are just as much about culture as they are about technology.

The first layer is technological. Think of the hardware and the code in computing systems or the train tracks in the transportation systems. Interoperability at this layer means that, in the most basic sense, the systems can connect to one another, often through an explicit, agreed-upon interface.

The second layer of interoperability is the data layer. This layer is closely paired with the technology layer; indeed, the two are often inextricably linked. It is not enough for the technological systems to be able to exchange signals or to pass material from one to the next. If the receiving party cannot understand the data, then the technological interoperability is worthless. Imagine that you receive an e-mail with an attachment on your smartphone. When you click on the attachment, you get an error message: you can’t read that attachment on your device. In this case, the software on your smartphone can receive the message but cannot render the data useful to you.

The third layer of interoperability is the human layer. This layer is much more abstract than the technology and data layers, but it is very important to the success of interoperability. It is one thing for the e-mail systems to exchange messages between them and for the data to be passed successfully across those interoperable systems, but it is another thing for the humans at either side of the exchange of information to understand each other and to act upon that exchange. Language is one way to think about the human layer of interoperability—in order to communicate, we need a common language—but that is only the starting point. We also need to be able to work together in other ways. Interop often succeeds or fails based on whether we are willing to put effort into working together as human beings.

At the highest and most abstract layer, we consider interoperability at the institutional layer. Just as it is essential that people work together, it is also frequently important that societal systems engage effectively. The legal system is one example of an institutional layer of interoperability (or its absence). For instance, if two companies in different countries want to collaborate, they must share a common understanding of, say, contract law. Likewise, if two companies want to start a joint venture, they need a shared understanding of corporate law. This does not mean that the two countries need to have identical legal systems or that the two companies need to  adopt the same internal processes or rules. They only need to have enough in common that the interests of both are protected. Interoperability at the institutional layer makes possible high levels of collaboration and exchange without making the parties identical.

Given the importance of each of these four layers, no short definition of interop ends up being particularly satisfying. Interoperability is highly context specific. And so, rather than aiming for a single definition that can apply across different sectors and cases, we consider the specific contours of the interoperability at work in each example, across the four layers; we operate pragmatically and with an open working definition. This process approach to defining interoperability is meant to avoid prejudging the best way to accomplish interoperability. It is also intended to reflect the idea that interop is not a binary concept. There are degrees and types of interop, which fall along a multidimensional spectrum.

Interop also means different things to different people. The kind of interop that matters to computer users—whether an e-mail comes through the system legibly, for example—may be different from the kind of interop that matters to the Internet service providers who have to send the messages, to the companies that make the software and hardware that make the systems work in the first place, and to the police who from time to time want to be able to intercept those e-mails in order to apprehend a criminal. In the context of signing up for a new social network online, interoperability might mean being able to sign into one program or website (such as Twitter or Facebook) and having personal information seamlessly and securely transferred as needed to a variety of merchants and service providers (such as the mobile apps foursquare or SCVNGR). In the context of online music, recording industry executives might view interoperability as being able to sell their content securely through a variety of online channels and have it play on many approved devices. Web service and mashup platform providers care about seamless data transmission and easy extension and integration of data sources by users and small developers.2


The point is that different people and firms will have different perspectives on what interoperability means in a given context, how much interoperability is optimal, and how it ought to be accomplished. The incentives  related to interoperability can vary greatly. Some firms will seek to use interoperability to keep people within their systems; others will want to profit directly or indirectly by enabling others to innovate on the basis of an open, broadly interoperable platform.

 




Interoperability should be an explicit goal in national and international discussions of business, law, and policy because the upsides of interoperability are massive: it fosters innovation and competition, enhances diversity, gives consumers choice, and can lead to unexpected benefits over time. Interoperability is not an end in itself; rather, it is a means to accomplish other societal goals, such as growing the economy, fighting climate change, and improving the quality of health care. Our goal should be to harness the great potential of interoperability while avoiding some of its possible downsides.

Interop can help many people in many contexts. For instance, consumers who want to be able to choose from a broad range of applications for their home entertainment systems are well advised to purchase a system that offers interoperability across different providers and services. Entrepreneurs who seek to develop and market their own web application are usually more likely to succeed if they pursue an interop-based approach. Business executives should usually strive for interoperability among teams, work flows, and the like within their organizations. Government agencies operate at lower costs and with greater efficiency, and thus can provide better service to citizens, when they (and their systems) work together. When legislators and policy makers are creating or adjusting legal frameworks aimed at fostering innovation, they should consider the various approaches described in this book to create incentives for increasing both technical and institutional interoperability.

Our approach to interoperability takes several forms. Although the most obvious context for the argument about the benefits of interop is the information and communications technology sector, interoperability matters in sectors throughout the economy. That said, although we have studied historical examples—transportation and finance in particular—to glean  insights into how society has built successful interoperable systems in the past, we focus here primarily on debates that rage today in the information and communications technologies sector. These debates relate to the distribution of digital music and movies, document formats, and the long-term preservation of human knowledge. We scan the horizon for issues that are just emerging, such as cloud computing,3 the smart grid, e-health records, and online identity systems. And we make a series of arguments about how interoperability might be achieved through law, policy, technology, and innovations in the marketplace. As we look ahead, we contend that interop-related challenges will only grow harder to manage as our systems grow more complex and interconnected.

 




Historical perspective is an important starting point for our study of interop. Systems have failed to work together since time immemorial. And when they have succeeded, humans have sometimes had to live with unforeseen and unwanted consequences.

The American rail system is one example of how people have worked together to solve interop problems. In May 1869, in the middle of the United States, a small group witnessed the ceremony of the golden spike, a major event in the history of interoperability. The witnesses celebrated the connection of the railroad systems, which now reached from the Pacific Ocean to the Atlantic. The golden spike, driven into the earth at the center of the country, made it possible for a train to connect the two great oceans of the world. Civilizations could be joined in a new way from one part of the globe to another.4


On its simplest level, the connection of train tracks from one ocean to another, across the massive North American continent, is a story about a technology. The technology of train tracks and engines and cars is an essential infrastructure in a modern economy. This technology was developed not by one single government or one firm. It was paid for and built by a whole lot of people with many different financial, political, and social interests. Those many interests were not necessarily aligned. But somehow, a system emerged that made it possible to travel at high speed from the  edge of one ocean to another. The “somehow” was a commitment to make a system that could interoperate. The idea was not to develop a single train system that was the same in every respect everywhere or that was owned by the same people; rather, the goal was to achieve one that would work together across different owners and different plans for usage.

Interoperability of the rail system in the late nineteenth century in America made many other good things possible. This technology carried goods harvested or manufactured in one corner of the country to others, making new markets accessible. The railroad was also an early communications network. Over its tracks rode people, ideas, and cultural norms. The interconnected, interoperable railroad system made possible a newer, faster way for people to communicate, for markets to grow more complex and profitable, and for cultures to become connected to one another. The interoperability that the US rail system made possible reached far beyond the ability to convey trains from one place to another.

The twentieth century is full of examples that illustrate the importance of interoperability as a driver of innovation, growth, and benefits to consumers. The further development of the transportation infrastructure is one such example. Consider the ease with which people can travel by air or car across the countries of Europe, for instance, and the number of systems that need to work together to make such seamless—and safe—travel possible. Financial systems are an equally instructive example: the extent to which currency can flow from one jurisdiction to another has driven international trade and cross-cultural exchange of many sorts.

In neither of these large-scale examples—transportation and finance—has interop put an end to diversity. Systems must have sufficient overlap to work together, but they do not need to be completely standardized. This key distinction—between sameness and interoperability—recurs throughout the examples we explain in this book. In the best cases, even while systems and people are enabled to work together, the powerful force of diversity can be preserved. The point was not that there needed to be a single train company or a single bank that everyone had to use. Nor did all the train companies or banks have to do everything the same way. They just  had to agree to do some things in ways that would interoperate. Crucially, the things they agreed to do in an interoperable manner had to be the right things.

Think of the trains themselves. The sizes and shapes of the trains could vary significantly from one company to another. The ways they hired and staffed their train systems could be quite different. The policies for what a given company would carry across the tracks, and how, could be widely diverse. But the gauge of the tracks and the distance between the wheels of the trains, along with a few other technical specifications, had to be the same.

Currency is another example of the compatibility between diversity and interoperability. The Swiss franc coexists with the euro and the British pound in the regional economy of Europe. Each of these currencies coexists with the US dollar, the Chinese yuan, and dozens of other widely used currencies. And yet a global economy has emerged whereby people from each of these jurisdictions can trade together without major hassles. Enabling this trade was not a process of standardizing on a single currency, with a single value and a single governor. The process has been more subtle than that, emerging from the bottom up over a long period of time and in turn enabling local diversity while giving rise to a global system of finance. The system has been made to interoperate through the establishment of intermediaries, rules, and laws.

One of the primary benefits of interoperability is that it can preserve key elements of diversity while ensuring that systems work together in the ways that matter most. One of the tricks to the creation of interoperable systems is to determine what the optimal level of interoperability is: in what ways should the systems work together, and in what ways should they not?

 




The benefits of interoperability are vast. In particular, interoperable systems make all our lives easier. Interoperable systems can make us more efficient by lowering the costs of switching between and among varying tasks. They can afford consumers more choice by limiting the effects of being locked in to any one system. They can promote cross-cultural  understanding, the free movement of ideas, and the flow of trade. They can support a competitive environment for businesses. And they can often lead to innovation in the marketplace.

And yet interop is not always an unalloyed good. The breakdown in the global financial system in 2008 and the subsequent crisis stemming from Greece’s defaults in 2010 illustrate the dangers of highly interoperable systems. The economies of Europe, in particular, are tightly interconnected: the European Union is an economic unit by design. The downside of this degree of interconnection is that Greece’s debt woes have meant that Germany, France, and other economically stronger countries have had to foot the bill for much of Greece’s overspending. The European Union, in turn, has become deeply linked to the economies of the United States and many big Asian markets. As a result, the effects of Greece’s ongoing problems have been felt in every economy in the world. We have become very good at connecting our economies, but not especially good at isolating the problems that arise in one part of the world from the rest.

For a much simpler, prosaic example of a situation in which you want significant but not complete interoperability, consider a car trip. You are driving home to New York from a visit to Boston. You’re tired and bleary-eyed. You also realize that you’re short on gas: the little red gas indicator has lit up beside the odometer. You decide it would be a good idea to pull off the highway before driving much further.

At the next gas station you see, you put your credit card into the computer attached to the gas pump and lift the nozzle. You try to put the nozzle into your car’s gas tank, but it won’t go. You try again. It still won’t go. You realize, to your surprise, that the nozzle is the wrong size. After a few more tries, and a curse or two, it dawns on you that you’ve made a mistake. Your car takes ordinary fuel, but the nozzle in your hand is connected to the tank of diesel fuel. You pick up another nozzle, corresponding to the correct kind of fuel, and soon you’re on your way with a full tank.

Several things had to work together to ensure that you got your gas without ruining your engine. A complex financial system enabled you to enter your credit card information into a computing system associated with the pump at the gas station. After a flurry of bits made their way to your bank  and back, the company selling the gas decided it was safe to let the gas flow into your car, because the funds would be released by the credit card issuer. And years earlier, the manufacturer of your car sized the receptacle for gas correctly so as to allow the nozzle dispensing ordinary unleaded fuel to fit properly. The gas station had to offer nozzles that fit the corresponding apertures, and so forth. Interop is the secret to these complex systems working together to enable you to get gas efficiently and safely into your car.

At the same time, the system was set up so that you couldn’t put the wrong fuel—in this case, diesel, which would have harmed your engine—in your car. Likewise, if you had introduced a stolen credit card, the financial system would have denied you the fuel. The system was designed to not interoperate when it wasn’t meant to. In this case, the system was meant to correct for human error (your bleary-eyed reach for the diesel nozzle) and to prevent cheating (someone’s attempt to spend another person’s money on fuel).

We do not always want things to interoperate completely. Sometimes we want brakes on interoperability to correct against human error, as the diesel gas pump example demonstrates (purposeful noninteroperability). Other times, we want brakes to prevent fraud, as with the example of the credit card: interoperability is blocked if there is a possibility the card is stolen. We want to make sure that the parts of the system can always work together but also that the system can throw up roadblocks or speed bumps where necessary (limited, or conditional, interoperability).

The same principle holds true with all sorts of other complex systems. In the environment of the web, we want the system to be able to pass data from one place to another, but we also want it to be able to include brakes that stop the wrong kind of personal information (for instance, health-related data) from flowing from one place to another in the wrong cases. In the global economic context, one might wish to establish firewalls that could rise up to block the effects of crisis in one market (say, Iceland or Greece or, more dangerous, China or the United States) from spreading to another (any of the other two hundred or so countries in the world). Sometimes the places where interoperability doesn’t exist are as important as the places where it does.

 




The debate about how to get to optimal levels of interoperability too often operates at the extremes. At one extreme, people argue that the state should have no involvement whatsoever in achieving interop. This theory is part and parcel of the dominant strain of cyberlibertarianism, which views any state involvement as anathema to innovation and to the positive development of information and technology systems. At the other end of the spectrum lies the notion that the state ought to drive the development of important complex systems by mandating certain approaches to interop. In this interventionist vision, the leadership of the state is necessary to accomplish high levels of interop; without it, the results will be too uneven and inconsistent to serve the public well.

We, as societies, should not favor one approach or another to interop in the abstract. The type of intervention we choose and who we think should lead it will vary based on a wide range of factors. For instance, when it comes to setting rules for emergency communications, the state ought to be responsible for leading the approach to interop. The state is best positioned to look out for the public’s overriding interest in safety and security; also, the type of standard that needs to be set is straightforward. When it comes to determining the best way for e-mail systems to talk to one another, though, there is not much argument against the private sector’s lead in terms of setting and managing the standards. In such highly technical cases, the state is ill equipped to make judgments as to standards; that expertise resides primarily in the private sector. Most cases call for a mix of approaches: interop problems tend to be more complex than either of these two simple examples.

To understand the possible options, throughout this book we map a range of approaches that fall along two broad spectrums: private-sector-led approaches (“non-regulatory approaches”) versus government-driven measures (“regulatory approaches”) on the one hand, and unilateral versus collaborative approaches on the other.

The chart lists the most important interop tools that we have identified in the course of our research into a broad range of examples in the information and communications industry. One way to accomplish interoperability  is to work within a single firm to interconnect the products that are offered to customers. For instance, Microsoft works hard to ensure that its Word and Excel programs integrate nicely with the Outlook e-mail program and PowerPoint. More often than not, interoperability is accomplished through collaboration between or among two or more firms. Microsoft, for example, has invested heavily in work with Novell to make the two firms’ corporate technologies work better together than they used to. In the information business in particular, interoperability is often produced through standards processes, in which interested parties agree to definitions or requirements. They include a wide variety of approaches, ranging from “open” standards processes—that is, open, formal processes administered by standards organizations—to ad hoc cooperation. Office documents are rendered compatible over multiple types of systems, such as Word and OpenOffice, because most firms adhere to open standards for document formats.
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In several cases that we have studied in depth—for instance, the business of health care records and the smart grid—market forces alone have not (yet) led to the level of interoperability that is desirable from a public policy perspective. In such instances, governments play a key role in fostering  interoperability. States have a broad range of tools available that help establish or maintain interoperability. Some of these instruments are more invasive than others. Government-imposed standards are a radical form of state intervention. In safety-related areas—such as national security, emergency communications, or navigation—society has an interest in establishing and ensuring interoperability instantly and across the board. For instance, the government mandates that those who sail or drive boats must use certain modes and language to communicate with one another. In other sectors, such as health care or energy provision, government can deploy other tools, incentives, and “softer” approaches. For instance, the state might use its procurement or convening power to induce market actors, such as those who sell health information systems, to aim for higher levels of interoperability.

The state will always be involved to one degree or another simply by virtue of its role in shaping a business environment, legal framework, and regulatory system that can facilitate (or thwart) interoperability efforts across sectors. Nonetheless, there are varying degrees of government involvement, and in turn of private-sector leadership, in the promotion of interop that will make sense. One or more of these approaches used in combination might work to achieve the most advantageous interoperability within a complex system. In most of the cases we have studied, blended approaches—involving diverse actors and one or more approaches concurrently—were applied to increase interoperability. Standards-setting initiatives among private actors that have been facilitated by government agencies are one such example.

 




It is not enough to achieve interoperability for existing systems. From the design process through implementation, the goal must be sustainable interoperability, to guarantee that the systems will continue to work together. At the same time, it is important to ensure that interoperability over time does not lead to lock-in, a situation in which existing forms of interoperability become so standardized that they hamper innovation.

The most informal approaches, such as ad hoc collaboration among firms, are usually the quickest route to interoperability. This can be seen  in the context of the social web: your Facebook account can easily connect to your Twitter account, or you can move a document from Google docs into another part of the Internet cloud with ease, even though these systems were all created by different companies.

It is quite another matter to ensure that you will be able to do so five years from now. Think of all those pictures you’ve uploaded to Facebook, Shutterfly, Photobucket, Flickr, Picasa, or Kodak Gallery (once upon a time called Ofoto). How do you know you’ll be able to get them out, a generation from now, to show your grandkids? How do you know you’ll be able to download them? Can you be sure that the data formats will be the same so that you can still view all those photos? How do you know those businesses will even exist? This problem, as we will see, has huge consequences for libraries and for our system of preserving knowledge and information in general. Interoperability can be the solution to these problems over time, too, but only if it is done right.

Interop can serve both to promote innovation and to thwart it. The vexing problem of lock-in hovers at the core of most interop debates. If the system remains flexible in the right ways and at the right levels of the interop stack, then higher levels of interop tend to lead to continued innovation over time. But too much interop, or the wrong kinds of interop, can have the opposite effect, causing a highly interconnected system, such as the global system of air traffic control, to become locked in to the technology of a particular era. We will return many times to the vexing problem of lock-in throughout this book. The lock-in problem helps clarify interop theory as a whole: interop is certainly desirable, but not all the time and not to the highest possible degree in every case.

 




Our theory of interop establishes a framework but not a single prescription, leaving most of the specifics of how to bring interop about to be determined on a case-by-case basis. That can feel unsatisfying. But it is an essential truth: the most interesting interop problems relate to society’s most complex and most fundamental systems. Their answers are never simple to come by, nor are they easy to implement. This characteristic of  interop theory is a feature, not a bug. It is the power of interop both as a lens and as a design principle that is relevant to so many big, intractable, interesting problems. The price to be paid for striving for a universal principle at the level of theory is that such a theory is full of nuances when it comes to application and practice.

We, as societies, must take interop seriously as we hurtle into a future full of increasingly complex and interconnected systems. Interop does not simply help us understand and navigate an increasingly interconnected world; it is also the invisible force that has enabled many great innovations, ranging from transportation systems to the Internet, and it will enable many more. The role of interoperability will become even more important in the future. The responses to the biggest challenges we face as societies, whether climate change or the health care crisis, require the smart use of technologies that connect unimaginably broad sources of information and knowledge, people, organizations, and governments. A sound theory of interop—the art and science of working together—will help break down the barriers that separate us, without creating new problems as we develop the complex systems of the future.






PART I

 The Theory of Interop





CHAPTER ONE

 The Technology and Data Layers


An audience is gathered. Hundreds of people are waiting to hear a speaker begin a much-anticipated lecture. The appointed hour has come and gone, but there is still a group of people next to the podium whispering over the speaker’s laptop; his presentation does not seem to work. People are staring up at the blank screen on the wall of the auditorium. The speaker is sweating as the tech guys try to get his computer to speak to the projection system so the images will appear on the screen. Members of the audience fidget in their seats.

It turns out that the speaker brought a Mac. The tech guys were expecting a PC. The speaker did not come prepared with the special dongle that enables the translation between Macs and most projection systems. A guy in the corner is on his cell phone, calling around frantically to see if he can find someone in the building with the extra part. One of the techies has already tried another option—translating the presentation on the Mac into  PowerPoint to use on the in-house computer—but the effort failed. The image-heavy presentation in the Keynote program would not render properly on the PC. The murmuring in the audience gets louder as the minutes pass. The speaker finally decides to start talking without the crutch of his presentation, while the tech guys continue to shuffle around near the stage waiting for the dongle to appear.

 




All users want their computers to be able to work seamlessly together with their cameras and smartphones. Nothing drives consumers crazier in the digital economy than technology systems that will not work together properly. As a general rule, interoperability sells. The web page that will not display videos properly without a complicated plug-in is doomed to lose out to one that requires the web surfer to do no work to make the videos play. The word processing system that can translate almost any document is likely to trump the complicated open source version that requires much more work and explanation. The social network that is easiest to use on any mobile device has a major leg up in the marketplace. (Granted, there are exceptions to this rule: music files that work only on iTunes and books that work only on specific e-readers. These special circumstances raise issues of their own.)

And yet, as we construct systems that work together in seamless ways, we need to examine the costs of this interconnection. We need to recognize that when we enable systems to share data easily and write computer codes to manage the handoff, we are ceding control of information about ourselves. We need to acknowledge that we are giving rise to concerns about data security. And we risk creating homogenous systems. We do not want all systems to be the same; in fact, it is important to maintain and facilitate diversity in the marketplace. We simply want systems to work together when we want them to and to not work together when we do not.

The clearest place to see these basic truths about interoperability is at the technology and data layers. The benefits and costs of interoperability are most apparent when technologies work together so that the data they exchange prove useful at the other end of the transaction. As consumers,  we respond favorably to highly interoperable systems at the technology layer. We consistently prefer systems that work together without our asking them to and that make our lives simpler in the process. The data layer, a close cousin of the technology layer, turns out to be just as important: we need the data to be interoperable across systems as well. It is not enough merely to pass zeros and ones from one system to another, in digital-speak. The data must in fact be readable and understandable. Without interoperability at the technology and data layers, interoperability at the higher layers in our model—the human and institutional layers—is often impossible. But the job of getting the basics of interoperability right, even at the fundamental technology and data layers, can be deceptively hard.

 




In today’s digital economy, most of us use at least four types of basic information systems during a given week: we send and receive e-mails; we write, edit, and store documents; we send and receive data and voice signals over a mobile device; and we listen to music. For all these functions, we have lots of products to choose from. We can choose to use products and services made by Microsoft, Google, or Apple, among many other options. It is often easiest to stick with one company’s products where possible. We also have the option to mix and match products and services from different firms, but that takes a bit more skill.

Corporate executives, focused primarily on functionality and reliability, often favor the suite of products offered by Microsoft. Corporate types can perform all four of the standard functions without having to use anyone else’s products. Many big companies run all their e-mail through a Microsoft Exchange server,1 perhaps even a server that is hosted in the cloud by Microsoft itself. (Most employees probably have no idea whether an Exchange server is running or not.) The employees use Microsoft Office to create and manage their documents (Word) and spreadsheets (Excel) and to handle their e-mail, calendar, and contacts (Outlook). Employees are given smartphones that run Microsoft’s mobile operating system,2 which syncs neatly with the Exchange server at their work. E-mail, calendar, and contact lists are all up-to-date at all times. These Microsoft customers listen  to music on Microsoft’s Zune. The experience in this world of information is likely to be completely seamless. Everything connects to everything else. It is easy to take for granted the seamlessness and the portability of information within this world of interoperability. Microsoft’s engineers and designers have made all these products and services work together beautifully. The magic at work is vertical interoperability, or interoperability within the offerings of a single firm.

Those who are a bit more techie might favor instead a complete suite of Google’s products. These people choose to manage their e-mail through the popular Gmail service and forward any other mail received into their Gmail account. For documents, they rely on the online Google docs service. They do not store anything on their computers locally; it is all saved in the cloud. They use HTC phones running on Google’s Android platform because they love the many free apps on offer. Given their proclivity for openness over proprietary systems, they store all their music on their smartphone as MP3 files without any digital rights management software. As Google adds new services to its web-based empire, these users add them to their own computing world. The products work fast, and they work well together. The fact that nothing is stored locally does not bother Google’s customers; they like to travel light.

And then there are the hipsters, the Apple users—a growing cohort, as it turns out, because, as of 2012, Apple is the largest technology company in the world. The hipsters are all Apple, all the time. They favor Apple’s Mail program for e-mail and manage their information lives mostly through their iPads, synced regularly to their laptops and their iPhones. Their documents come in a variety of formats, including the version of Microsoft Word for the MacBook, which works perfectly well. They are devoted iPhone users. They were among the first to buy the original version of the iPhone and iPad, and they have upgraded each device, maybe even more than once, since. They love the touch screen and visit Apple’s App Store regularly. Their music is all downloaded from the iTunes music store onto their laptops and then shared out to their iPhones and iPads. They occasionally have to go outside the Apple fold for their information-related  needs, but it is rare. They benefit greatly from the connectivity and simplicity of the Apple product suite. These hipsters are the customers for whom the Apple team designs their intuitive, highly interoperable world.

In each of these three examples, the technologies involved are designed and implemented by the same firm. As Apple’s iconic founder Steve Jobs was fond of saying, it was his intention to keep customers happy using only Apple products all the time. Customers are able to opt out, to choose a more complex experience using other firm’s products, but Apple’s systems are designed to keep them from straying from the true path. Google and Microsoft, likewise, do a very good job of providing a suite of services and applications that work together to meet customer needs.

This vertical integration within a single firm is the simplest, most common form of interoperability at the technology and data layers. A single firm makes a business decision: to develop systems internally that interoperate with one another. The experience for the consumer is positive: they are rewarded, through excellent functionality, for their loyalty. Firms have a strong incentive to make their own systems interoperate in precisely this fashion. If they do not, customers are liable to leave them in droves.

We take for granted much of the interoperability that makes our personal experience with information technology more seamless. We get annoyed when things do not work perfectly. Microsoft, Google, Apple, and their peer companies know this, of course, and strive for seamless interoperability within their product suites, but a great deal of cost and work goes into making it possible.

Although vertically oriented interoperability ordinarily makes for the most satisfying experience for the consumer, perfect integration among a single firm’s products is the exception rather than the rule. It is far more common that people find a way to put a series of different services together to meet their needs. Today’s computer user is more likely to run some combination of systems from these three companies or some other comparable mix.

There are many reasons to maintain the diversity of the applications we use. One is cost. For example, at least historically, Apple’s appealing products  have tended to cost more than the corresponding offerings of its competitors. As a result, even those who want to be all Apple, all the time, may not be able to afford such brand loyalty and tight integration. Another is the problem of legacy systems. Many users have been using BlackBerries, to take one case, for years and have their data stored in the formats that work well on other devices from Research in Motion (RIM). Technical decisions made by employers also contribute to diversity: people do not control the choices that their information technology (IT) departments make about what to deploy as an institutional e-mail system, operating system, or office productivity suite. Most of us end up running a hybrid series of applications that are offered by a range of companies.

The good news is that there is often a great deal of interoperability even between and among the services of different companies. It is not uncommon for an office worker today to run both PC and Mac operating systems, even on the same computer. More frequently, a worker might use primarily Microsoft systems at work, with a desktop PC (say, from Dell or Hewlett-Packard) that runs Outlook, Word, and Excel, with Exchange operating in the background to manage e-mail and other personal data. But the same worker may also use her Apple iPhone as her cell phone and to manage her music. She runs an Apple MacBook Pro for personal computing and an iPad for reading newspapers and books in digital form. For personal e-mail, she uses Gmail, and she uploads and shares documents using Google docs, both for work and at home. Other personal information, such as photos in Picasa and videos on YouTube and friends on Google+, is stored in Google’s cloud-based services, easily at hand when she has logged on to Gmail to view her mail and her documents. This jumble of applications is not quite as elegant as the vertically integrated suite of products made by a single firm. But somehow, the pile of it works together pretty well.

Consider our worker’s experience on vacation. At a picturesque spot along the shore, she asks a stranger to use her iPhone to take a photograph of her family. The image of her smiling family in the sunshine is stored locally on the iPhone. As soon as the stranger hands the phone back, she opens up her e-mail application, writes a quick note to her work friends to  say “Wish you were here,” and attaches the photograph. She hits send on the first message, then opens up a new e-mail and sends the same thing to her mother with the note “Check out your grandkids xoxoxoxo.” She opens up an application on the phone and uploads the photograph to her Google+ page, tagging her husband in the process so that the photograph will show up on his page, too.

On the other end of the communication, thousands of miles away, her work colleague is finishing up her nine-to-five day in a cubicle buried within an office park; she sighs and smiles when she sees the photograph appear on the screen of her PC. The computer running the Microsoft products that the company deploys across the board does a perfect job of showing the picture, more or less immediately after it was sent from the seashore. The vacationer’s mom, too, is able to view the picture without incident from the safety of her AOL account on her home computer. Other friends and relatives see the picture show up on Google+.

Replies flood back in to the vacationer’s iPhone: two e-mails back, from the work colleague and from the mom, and notifications of Google+ comments, all of which can be read from the iPhone. When she gets back home, she will upload the picture to her Picasa album online for safekeeping over the long term. On a busy workday a year later, she might log on to Google, click on the Picasa link, and glance at the picture to enjoy the fond memory.

This vignette is unremarkable from the consumer’s perspective. But a lot of computing magic has gone into making it possible. Dozens of invisible links make this apparent seamlessness possible. Sometimes computer engineers and designers are working directly together to ensure that this story can play out in a satisfactory way for the vacationer. But it is more likely that most of these interactions among systems are developed at arms’ length, with engineers from different firms rarely if ever talking to one another.

Many things had to have happened to make the Apple, Microsoft, and Google pieces of this puzzle fit together without incident. The three firms had to have agreed—whether explicitly or, more probably, implicitly, without ever discussing it—to adopt a series of common formats, in this  case for e-mail and for image files, that the vacationer used without knowing it. Apple needed to have developed its phone in such a way that the built-in camera recorded the picture in a format that would later be recognized by the Microsoft program that displayed the picture to the work colleague, the AOL program that showed it to the mom, and the Google+ system and the Google program that recorded it for long-term storage. Each of the firms also needed to have created an e-mail program that used the standard protocols for sending and receiving electronic mail. Each of the firms had to have connected their services to the freely available public Internet, using protocols for passing bits among devices over the network. And so forth. These invisible links among the programs are the magic behind interoperability.

The web is a great equalizer for technology firms. As consumers, we have come to expect that everything will work together without incident or interruption. We think it bizarre when something in the digitally networked world does not mesh with something else, perceiving whatever it is to be broken, in need of repair. This high degree of expectation is a powerful driver of interoperability. Market players are increasingly responding to this consumer demand and making these invisible links work for their customers without any government intervention.

Much of the time, today’s big computing firms see making their services and products interoperate with those of their competitors as in their best interests because this interconnectivity serves their short-term interests. A smartphone that does not take photographs in a common format, enable a user to send those photographs immediately using a common e-mail protocol, or allow for instantaneous upload to Facebook and Twitter is not going to sell very well. A corporation is not going to install an e-mail system that cannot accommodate messages coming from outside its local area network. Office productivity software is not going to be widely adopted if it cannot work with legacy documents and spreadsheets or files that come across the network from the purchaser’s clients, accountants, and lawyers.

For these reasons, some degree of interoperability is necessary if a product is to thrive in the information technology marketplace. The emergence of the social web demonstrates this imperative even more clearly. As we access more and more social web applications from our mobile devices, interoperability becomes increasingly useful. The fast-growing company Twitter, for instance, has made its system highly interoperable with virtually every kind of mobile device and operating system. On any new smartphone, using any major operating system, a Twitter user can download a simple application that interoperates seamlessly with a wide range of other services to let users easily post short messages or images from the smartphone to the Internet.

The mobile and social web is full of a rapidly growing set of examples, like Twitter and its related applications, of interoperability at the technology and data layers of everyday life. A great deal of innovation in the social web environment is taking place in location-based mobile services like Facebook, Twitter, foursquare, and SCVNGR. These services are applications that can be downloaded to mobile devices. They know where their customers are physically located, thanks to the wonders of geolocation. And they let them connect virtually with their friends or arrange to meet physically with those nearby.

The next generation of these tools, such as those created by the Dutch company Layar, create augmented realities that we can view through our smartphones.3 These applications establish another layer of the web that places virtual information on real-space images. A person walking down a street in Manhattan could look through a mobile device at the front of a restaurant and be able to identify friends who are inside, see the menu, and receive a personalized bar-code-based coupon for a special price on drinks good for the next half hour. Or imagine how history could come alive through such a system. One might be able to see the image of the same street in 1750, in 1800, in 1850, in 1900, in 1950, and in 2000 through the screen of the smartphone. For important public spaces—think of Red Square in Moscow or Times Square in New York or Speaker’s Corner in London’s Hyde Park—the smartphone might bring up a video clip of something that happened at the same location at an important moment in world history. The social web—those applications that mediate our social lives online, such as Facebook, Twitter, and location-based services—forms an emerging frontier where these invisible links are at work more than ever  before. The possibilities for the economy, education, innovation, and activism are invigorating.

Although interoperability at the technology and data layers is a great boon to society, there are also many ways in which it can pose real problems. These downsides fall into two general clusters: problems with getting to interoperability, and problems to which certain levels of interoperability can give rise.

 




Getting to interoperability in technology systems is not always quite so simple and harmonious as we have made it sound so far. It’s not always the case that, thanks solely to the magic of the market at work, firms decide to make their systems interoperate for the benefit of their customers in all ways at all times. The interests of businesses and their customers are not always perfectly aligned. Companies want customers to favor their products and services; customers are more likely to want to get a particular task done. Companies may want to make it more difficult to move personal information from one place to another to make it hard to switch services, which customers may want to do for any number of reasons. Social networks are such an example: it is easy to connect your Facebook account to the newest web service, but it is impossible to move your entire social graph—all your connections—to the new service.

Sometimes firms create interoperability that costs a lot of money to pull off and, in turn, pass those costs directly on to the consumer. Consider what happens to a business traveler who needs to get to Europe on short notice. His trip is quickly booked and he manages, without incident, to get himself physically to Munich in time for his meetings. He communicates with his spouse back home, checks Facebook from his smartphone, and downloads his e-mail—all on the network of an international partner of his home service provider. His next cell phone bill, a month later, shows charges of $487.34 for “roaming data services” and a couple of expensive international calls. In this case, the two mobile service providers have figured out how to give travelers a seamless communications experience, but they charge a hefty fee for that privilege. There is nothing wrong with the market working this way, so long as travelers know that they will be hit  with such high charges in order to receive this kind of interoperability. Sometimes firms offer high levels of interoperability for free; when the market will bear it, they can charge substantial amounts for providing a similar level of interoperability. Travelers can get voice and data connectivity even on another company’s system, but it may come at a very high cost. There is no law that says that all systems must interoperate globally and seamlessly for free.
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