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Preface



Evolving aims and guiding principles


The first paragraph of the introduction to the first edition of Key Studies in Psychology (1990) states that:


… Invariably, students want to know much more about a particular study than a textbook trying to cover the whole A-level syllabus can provide, and, very often, more than the teacher can provide in the classroom situation. This means that students either have to search for and read the original article, which can be impractical and time-consuming … or simply get by with what they can extract from teacher and textbooks.


While the truth of the first sentence remains intact, that of the second is far more uncertain. The availability online of complete original articles, abstracts and articles summarising and/ or commenting on the original seems to grow by the week, so that availability/accessibility of material is no longer a need that Key Studies needs to address.


However, the claim made in the next paragraph in the introduction would seem to be as valid as it was in 1990:


While it is very important that students (at all levels) get used to reading original sources, how to make efficient use of that material may be far from obvious …


In earlier editions, the Background and context before each study summary, and the Evaluation at the end of each study (Theoretical issues, Methodological issues, Subsequent research, and Applications and implications), were intended to provide students with a framework in which to read any original material, so as to make the best use of reading time. This aim remains a guiding principle, but exactly how it’s met has been changed compared with earlier editions (see below).


Another aim of previous editions has been to sample a wide range of methodological approaches from all the major subdivisions of psychology (namely, cognitive, bio, developmental, social, and individual differences). This too remains an aim of the new edition.


A feature that was new to the fifth edition was an introductory chapter on psychology as a science, and research methods. It discusses definitions of science and how well these apply to a discipline that takes the behaviour and inner experience of human beings as its subject matter. It also considers the nature, strengths and weaknesses of different research methods commonly used in psychology, as demonstrated by the specific studies discussed in the book. This chapter remains.


A new approach


Instead of one study per chapter (as in all previous editions), each chapter now comprises two studies, one ‘classic’ (usually older) study and one recent study (that is, usually 2005 or later), which are discussed both separately and in relation to each other. For example:




[image: image]   They might use different methods (one experimental, one non-experimental).





[image: image]   They might use the same/similar methods but reach different conclusions.





[image: image]   They might use the same/similar methods and reach similar conclusions.





[image: image]   They might use different methods and reach similar conclusions.



Comparing and contrasting studies in these ways may help to highlight methodological and other issues (such as ethical, socio-historico-cultural) in a more effective way than when studies are considered in isolation. It may be easier for students to identify these issues for themselves through this process of compare and contrast.


Three pairs of studies are discussed for each of the five major areas of psychology, giving 30 studies in all.


Chapter structure and features


Each chapter opens with a general introduction to the two studies, along the lines of the Background and context in previous editions; this ‘sets the scene’ by providing a brief historical and theoretical context within which the two studies can be discussed.




[image: image]   Study 1 will be summarised under the subheadings: Aim/hypothesis; Design/procedure; Results/findings; Conclusions. Ditto for Study 2. (*See next page.)





[image: image]   The studies are then evaluated. Since the main point of pairing studies within a chapter is to compare and contrast them, in order to highlight a range of issues, this drives the evaluation. So, two main headings under Evaluation are Areas of agreement/convergence and Areas of disagreement/divergence. Under each of these headings, there are two subheadings: Methodology and Theory.





[image: image]   The next main heading under Evaluation is Strengths and Weaknesses, under which methodological, theoretical and ethical issues are highlighted.





[image: image]   The final section heading is Overall conclusions: applications, implications and future directions.





[image: image]   Embedded within the text are a number of questions relating to methodological, theoretical and other issues; some will ask specifically about graphs, tables of results and other figures. Some of these questions will be in a grey box and numbered, indicating that they’re answered at the end of the chapter; those that aren’t numbered (they appear in grey font) are answered in the text that follows, or may take the form of matters for the reader to consider for her/himself and for which there are no right or wrong answers. (These questions replace the Exercises at the end of chapters in earlier editions.)



Choice of studies


As always, this is both critical and to some extent arbitrary. My selection of studies has been driven by the need to: (i) achieve a balance between ‘classics’ and recent research; (ii) include studies that will meet the needs of both A2 and undergraduate students (and those of their teachers/lecturers); (iii) sample a wide range of methods (which is crucial for highlighting methodological issues); and (iv) offer some genuinely new material (both method and theory) in addition to enabling students to evaluate any new material they may encounter (see above); in other words, the book’s emphasis shouldn’t be seen as primarily on ‘methodology’ (even in a broad sense). One of the ‘messages’ of the book is that method and theory are really two sides of a coin: just as the conclusions of any study are only as valid as the methods used to collect the data, so methodology only derives its meaning from the theory that it is addressing/exploring.



The choice of the ‘classic’ study in the pair isn’t always obvious (e.g. Baron-Cohen et al. (1997), Chapter 4; Diamond & Sigmundson (1997), Chapter 7; Blackmore (1988), Chapter 16). But this isn’t meant to be a hard-and-fast criterion: ultimately, what really matters is the opportunity that the pairing of the studies presents to highlight key issues. Indeed, the two studies that investigate gambling (Griffiths, 2003; Parke & Griffiths, 2005, Chapter 9) are both fairly recent, but they use different methods to explore the same form of behaviour. Hazan and Shaver (1987, Chapter 5) is, arguably, a classic in the sense that it was the first study to relate attachment styles to adult relationships and triggered considerable research. Some choices involve a ‘crossing-over’ between sections. For example, while Bandura et al. (1961, Chapter 6) is usually discussed in relation to Developmental, its ‘twin’ (Ferguson et al., 2007) is, arguably, more of a social psychological study. However, this highlights the artificiality of trying to divide up psychology into discrete sections/areas. This crossing over can, hopefully, only enrich and broaden the reader’s understanding.



Richard Gross


March, 2012


* Please note that the subheadings used under each main section of the chapter summary are those used in the original journal article; they also appear in the same order as in the original. However, some figures have been omitted, as well as tables of results, although those that are retained appear in their original order.
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Chapter 1 Psychology as a science



Is Psychology a science?


Throughout its history as a separate discipline/field of study, psychologists, as well as philosophers of science and other interested parties, have continued to ask this question. One feature of Psychology that makes it special is that its scientific status (or otherwise) is part of its subject matter: it’s as though we need to know what kind of discipline it is before we can evaluate and apply the research findings that are published in the name of Psychology.


Behind the question ‘Is psychology a science?’ is the fundamental assumption of scientism:


… the borrowing of methods and a characteristic vocabulary from the natural sciences in order to discover causal mechanisms that explain psychological phenomena. (van Langenhove, 1995)


For much of its history (usually dated from 1879, when Wundt established the first Psychology laboratory, in Leipzig, Germany), Psychology has taken physics and chemistry as the ‘model’ it aspired to; this perhaps suggests that we might rephrase the original question and ask: ‘How successful is Psychology in identifying causal mechanisms which explain psychological phenomena?’ This, in turn, begs all sorts of crucial questions about the aims or goals of Psychology, how it has changed during its 130-year history, and the appropriateness and viability of studying human beings using the methods of natural science.


This chapter doesn't allow for discussion of most of these issues (for a detailed account see Gross, 2009, 2010; Gross et al., 1997). But in order to attempt an answer to the original question, we need to define both Psychology and science.


What is Psychology?


According to Zimbardo (1992), ‘Psychology is formally defined as the scientific study of the behaviour of individuals and their mental processes’. This is fairly representative of current definitions, showing that most psychologists themselves accept Psychology’s status as a science. One way of illustrating this is by reference to Skinner’s (1987) concept of methodological behaviourism. According to Skinner:


‘Methodological’ behaviourists often accept the existence of feelings and states of mind, but do not deal with them because they are not public and hence statements about them are not subject to confirmation by more than one person.


Wundt’s original introspectionist approach was an attempt to analyse the structure of conscious thought by observing it ‘directly’ under controlled conditions. It was this emphasis on measurement and control that marked the separation of the ‘new Psychology’ from its parent discipline of philosophy. However, Watson (1913) revolutionised Psychology by rejecting Wundt’s structuralism and advocating the study of observable behaviour: only by modelling itself on the natural sciences could Psychology legitimately call itself a science.



What was revolutionary when Watson delivered his ‘behaviourist manifesto’ in 1913 (changing Psychology’s subject matter from ‘mind’ to ‘behaviour’) has become almost taken-for-granted, ‘orthodox’ Psychology. It could be argued that all psychologists are methodological behaviourists (Blackman, 1980): belief in the importance of empirical or scientific methods (‘empirical’ = ‘through the senses’), in particular the experiment, as a way of collecting data about humans (and non-humans), which can be quantified and statistically analysed, is a major feature of mainstream psychology.



Quantitative versus qualitative methods


Not all psychologists, however, would describe themselves as methodological behaviourists, especially those who advocate the use of qualitative (as opposed to quantitative) methods. If ‘quantitative’ implies ‘how much’ (i.e. measurement), ‘qualitative’ implies ‘what something is like’ (i.e. description).


Again, quantitative research requires the reduction of phenomena to numerical values in order to carry out statistical analysis. Although the experiment is the quantitative ‘method of choice’ (for reasons explained below), it’s not the only one that can provide quantitative data; for example, although much quantitative research begins with verbal data (such as answers to questionnaire items), the verbal material is then transformed into numbers so that quantitative analysis can be carried out.


By contrast, qualitative research involves collecting data in the form of naturalistic verbal reports, such as transcripts of tape-recorded interviews, or the written account of some event (as in a newspaper or magazine article). The analysis of these data is textual (rather than numerical/statistical): the concern is with interpreting what a piece of text means, rather than finding out its numerical properties (see Gross, 2008, Chapter 37).


Experiments as scientific situations: it’s all about control


So what is it about experiments that makes them the ‘method of choice’? According to scientism, the methods of natural science claim to be the only means of establishing ‘objective truth’. This can be achieved by studying phenomena removed from any particular context (context-stripping exposes them in their ‘pure form’) and in a value-free way (there’s no bias on the investigator’s part). The most reliable way of doing this is through the laboratory experiment, the method that provides the greatest degree of control over relevant variables.


What are variables?


A variable is anything that can have different values (i.e. that can vary). There are two main types:


1. participant variables (e.g. personality, gender, age, cultural background);


2. situational variables (e.g. the type and difficulty of an experimental task, task instructions, time of day, the number of other participants present).


In a (true) experiment, the researcher manipulates (deliberately changes) one variable (the independent variable/IV) in order to see its effect on another (the dependent variable/DV); these correspond, roughly, to cause and effect. Straightforward examples include the following:




[image: image]   Loftus and Palmer (1974) manipulated the way a question was worded about a filmed car accident shown to participants, to see how this affected participants’ recall of details of the accident (see Chapter 2).





[image: image]   Bandura et al. (1961) exposed young children to different kinds of adult behaviour in order to see how often they imitated the adult’s behaviour (see Chapter 6).





[image: image]   Milgram (1974) wanted to see how long a real participant would continue obeying the experimenter after two confederates (accomplices of Milgram pretending to be participants) stopped obeying (see Chapter 11).





[image: image]   Fischer et al. (2006) exposed participants to what they believed to be a live interaction between a man and woman, which was either high or low risk to the woman; the researchers were interested in how likely (and how quickly) participants were to attempt to go to the woman’s aid (see Chapter 13).





[image: image]   Nishida et al. (2009) allowed some participants to sleep, but not others, in order to see how this affected their ability to remember specific emotive visual stimuli (see Chapter 14).



These five examples (the first from cognitive psychology, the second from developmental, the third and fourth from social, the fifth from biopsychology) all took place in a psychology laboratory and all involved the IV–DV relationship in a fairly uncomplicated way. (Note that the word ‘manipulated’ wasn’t used in every example; it doesn’t need to be, provided it is clear which variable is which). Also, in every case, the IV was a situational variable; in all but one, there are at least two ‘values’ of the IV (e.g. ‘Nap’ or ‘No-Nap’ in the Nishida et al. study): each value corresponds to a ‘condition’ of the experiment.


However, not all experiments display (all) these characteristics:


1. Sometimes, experiments take place outside the laboratory, in real-life settings; these are called naturalistic (or field) experiments: an IV is still manipulated, but participants won’t know that an experiment is taking place (which raises both methodological and fundamental ethical issues: see Gross, 2009, 2010). A good example is the New York subway experiment (Piliavin et al., 1969: see Chapter 13): passengers witnessed a staged ‘emergency’ in which an actor ‘collapsed’.


2. In other cases, the IV the researcher is interested in cannot be manipulated; this applies to the vast majority of participant variables. So, if we’re interested in, for example:


     [image: image]     the ability of non-humans to acquire language (Gardner and Gardner, 1969; Savage-Rumbaugh et al., 2000) (see Chapter 3);



     [image: image]     the ability of adults with autistic spectrum disorder (ASD) to ‘read other people’s minds’ by looking at their eyes (Baron-Cohen et al., 1997) or children with ASD to do the same via animated faces (Back et al., 2007) (see Chapter 4);



     [image: image]     how split-brain patients perform on certain cognitive tasks, especially those involving language (Sperry, 1968) and number (Colvin et al., 2005) (see Chapter 15);



     we must select participants/animal subjects who already possess these characteristics or already engage in certain activities. In other words, the IV occurs ‘naturally’ (without intervention by the researcher). Because of this, such studies are sometimes referred to as quasi-experiments (literally, ‘somewhat’ or ‘almost’ experiments).


3. Sometimes, the same study may combine both these features, that is, one (or more) IV is manipulated and another one (or more) is selected. For example, Bandura et al. wanted to see how nursery-age boys and girls reproduce the behaviour of same- and different-gender aggressive (and non-aggressive) models. This can be thought of as a ‘mixed’ form of experiment.



4. Occasionally, things happen – completely beyond the researcher’s control (and, indeed, without his/her knowledge until some time after the event) – which come close to what the researcher would have wanted to happen if there were no ethical and/or practical barriers. One of the most famous examples in Psychology is the penectomised twin (Diamond and Sigmundson, 1997); another involves individuals who elect to undergo sex reassignment surgery (Lobato et al., 2009) (see Chapter 7).



5. While most experiments involve groups of participants, some very famous experiments have involved just one individual (single-case or participant experiments). Examples include Ebbinghaus’s (1885) pioneering studies of forgetting, the case of Little Albert (Watson and Rayner, 1920: see Gross, 2008, Chapter 23) and the Gardners’ (1969) study of Washoe (see Chapter 3).


Note that:




[image: image]   Naturally occurring events are often the focus of other kinds of study, using non-experimental methods, such as case studies and longitudinal/follow-up studies (see below).





[image: image]   Studies may take place in the laboratory without being experiments: these may involve the use of methods for studying brain activity, such as the electroencephalogram/EEG or brain-imaging techniques (see Dement and Kleitman, 1957; Nishida et al., 2009: see Chapter 14). Such studies are likely to be correlational studies (again, see below).



The Psychology experiment as a social situation


To regard empirical research in general, and the experiment in particular, as objective involves two related assumptions:


i.  researchers only influence the participant’s behaviour (the outcome of the experiment) to the extent that they decide what hypothesis to test, how the variables are to be operationalised (defined in a way that allows them to be measured), what design to use (see below), and so on.


ii. the only factors influencing the participant’s performance are the objectively defined variables manipulated by the experimenter.


Regarding (i), the experimenter’s expectations as to the outcome may, unwittingly, affect the outcome (experimenter bias): rather than biased experimenters mishandling the data, the bias somehow creates a changed environment, in which participants (both human and non-human) behave differently (Valentine, 1992; see Gross, 2010).


Regarding (ii), instead of seeing the person being studied as a passive responder to whom things are done (‘subject’), Orne (1962) stresses what the person does, implying a far more active role. Participants’ performance in an experiment could be thought of as a form of problem-solving behaviour: at some level, they see their task as working out the true purpose of the experiment and responding in a way that will support the experimental hypothesis. In this context, the cues that convey the hypothesis represent important influences on participants’ behaviour; the sum total of these cues is known as the demand characteristics of the experimental situation. This tendency to identify the demand characteristics is related to the strong tendency to want to please the experimenter and not ‘upset’ the experiment; it’s mainly in this sense that Orne sees the experiment as a social situation.


Experimental design: gaining control over participant variables



As we’ve seen, the experiment (especially the real kind) is the most prized tool in the methodological behaviourist’s tool bag: it affords the greatest degree of control. If we want to investigate the effects of a particular IV on a specific DV, we want to be confident that there are no other rogue (extraneous, i.e. uncontrolled) variables that are also affecting the DV (or, worse, that are the real influence on the DV and not the manipulated IV at all: confounding variables).



There are three main ways of trying to ensure other variables don’t get in the way:


1. Many (but not all) experiments include a condition in which the IV isn’t manipulated at all (i.e. it doesn’t have a ‘value’ as such); this is true whenever a baseline is established (e.g. Eysenck, 1952: see Chapter 10; Milgram, 1963: see Chapter 11). A baseline acts as a control condition against which to compare the other (experimental) conditions – and those with each other. Whatever form it may take, the control condition is crucial to the logic of an experiment – without it, we cannot be sure that the outcome (DV) wouldn’t have happened anyway. To be sure that the IV actively influenced the DV, we need to know what happens when the IV is not manipulated.


2. As far as situational variables are concerned, these should be kept constant, that is, the only feature of the experimental situation that changes is the IV.


3. As far as participant variables are concerned, these are controlled by the use of different kinds of experimental design, such as:


    [image: image]  Independent groups/samples: participants are randomly allocated to one or other experimental condition, that is, every participant has an equal chance of being allocated to one or other condition. Once allocated, participants are referred to as (for example) ‘experimental group 1’/‘experimental group 2’ /‘the control group’.




    [image: image]  Repeated measures: each participant is tested under both/all experimental conditions. It then has to be decided in what order the different conditions are presented: this can either be (a) the same random order for all participants; (b) a different random order for each participant; or (c) half the participants do things in one order (e.g. AB) and half in another order (BA) (hence, ABBA: counterbalancing). Whichever method is used, the aim is to remove or minimise order effects (such as fatigue and practice effects).



[image: image]


    [image: image]  Matched pairs: each participant is paired with another participant who’s very similar with regard to variables considered to be relevant in that experiment (e.g. intelligence, ethnic background, personality). Once they’ve been matched in this way, they are randomly allocated to one or other experimental condition.



Some difficulties with the notion of experimental control


If the experimental setting (and task) is seen as similar or relevant enough to everyday situations to allow us to generalise the results, we say the study has high external or ecological validity. But what about internal validity? This is where control of extraneous variables comes in – but it begs the question: how do we know when all the relevant extraneous variables have been controlled?


While it’s relatively easy to control the more obvious situational variables, it’s more difficult with participant variables, either for practical reasons (such as the availability of particular populations) or because it isn’t always obvious exactly what the relevant variables are. Ultimately, it’s down to the researcher’s judgement and intuition: what s/he believes it is important (and possible) to control (Deese, 1972). It follows that if judgement and intuition are involved, then control – and objectivity – is a matter of degree (whether in Psychology, chemistry or physics).


In the case of Psychology, it is the variability/heterogeneity of human beings that makes them so much more difficult to study than, say, chemicals: chemists don’t usually have to worry about how two samples of a particular chemical might differ from each other, but psychologists need to allow for individual differences between participants. We cannot just assume that the IV (or stimulus or input) is identical for every participant, definable in some objective way, independent of the participant and exerting a standard effect on everyone.


Complete control would mean that the IV alone was responsible for the DV, so that experimenter bias and demand characteristics were irrelevant. But even if complete control were possible (even if we could guarantee the internal validity of the experiment), we would still be left facing a fundamental dilemma: the greater the degree of control over the experimental situation, the more different it becomes from real-life situations (the more artificial it gets and therefore the lower its external/ecological validity).


Sampling: where do participants come from in the first place?


As we have seen, experimental control is concerned with the control of participant variables. But before we decide which design to use, we have to select some participants to take part (a sample). So, how do we obtain our particular sample?


The sample will (almost) always be a proportion (or subsection) of a larger group (the target population); the latter are usually much smaller and more specific than the term ‘population’ conveys (such as ‘the population of the world’ or ‘the population of London’). Actual examples (which don’t just apply to experiments) include:




[image: image]   adults with autism or Asperger’s syndrome (AS) (Baron-Cohen et al., 1997); 10 to 14-year-olds with autistic spectrum disorder (ASD) (Back et al., 2007) (see Chapter 4);





[image: image]   men and women, both couples and single, from the Sacramento area of California (Schachner et al., 2008) (see Chapter 5);





[image: image]   male and female German secondary school students (Möller and Krahé, 2009) (see Chapter 6);





[image: image]   patients in Brazil undergoing sex reassignment surgery (SRS) (Lobato et al., 2009) (see Chapter 7);





[image: image]   black and white passengers using a particular stretch of the New York subway (Piliavin et al., 1969: see Chapter 13);





[image: image]   Slovenian cardiac arrest survivors (Klemenc-Ketis et al., 2010) (see Chapter 16).



Whenever a sample is being selected from some larger population, the aim is to choose a representative sample; this is to allow the findings to be generalised to the population as a whole (i.e. what is true for the sample is also true of the population). How can this be achieved? Some answers are provided in Table 1.2.



[image: image]



[image: image]


The problem of representativeness


The issues raised in Table 1.2 only scratch the surface of the problem of representative samples:




[image: image]   As noted above, Orne’s (1962) view of the Psychology experiment as a social situation centres around the idea that the experimenter and participants are playing different but complementary roles. In order for this interaction to proceed reasonably smoothly, each must have some idea of what the other expects of him/her; these expectations are part of the culturally shared understanding of what science in general, and Psychology in particular, involves, and without which the experiment couldn’t ‘happen’ (Moghaddam et al., 1993). So, not only is the experiment a social situation, but science itself is a culture-related phenomenon. (This represents another respect in which science cannot claim complete objectivity.)





[image: image]   Traditional, mainstream experimental Psychology adopts a nomothetic (law-like) approach; this involves generalisation from limited samples of participants to ‘people in general’, as part of the attempt to establish general ‘laws’ or principles of behaviour. In American Psychology, at least, the typical participant (in both experimental and non-experimental research) is a Psychology undergraduate who is obliged to take part in a certain number of studies as a course requirement, and who receives ‘course credits’ for doing so (Krupat and Garonzik, 1994). Such participants were involved in Loftus and Palmer (1974: see Chapter 2), and Hazan and Shaver (1987: see Chapter 5).





[image: image]   Mainstream British and American Psychology has implicitly equated ‘human being’ with ‘member of Western culture’. Despite the fact that the vast majority of research participants are members of Western societies, the resulting findings and theories have been applied to ‘human beings’ as if culture makes no difference (they are ‘culture-bound and culture-blind’: Sinha, 1997). This Anglocentric or Eurocentric bias (a form of ethnocentrism) is matched by the androcentric or masculinity bias (a form of sexism): the behaviour and experience of men are taken as the standard against which women are judged (see Gross, 2009, 2010).





[image: image]   According to Moghaddam (2005), most so-called ‘cross-cultural’ research continues to rely on undergraduates recruited in both Western and non-Western societies. Students in modern Asian universities are more similar to Western students than they are to people in the traditional sector of their own Asian societies. The result is that behaviour in the laboratory is often reported to be ‘cross-culturally consistent’ when the fact is that participants are all from the same undergraduate culture. The inclusion of illiterate villagers from rural areas of Bangladesh, for example, would be a much truer test of the cross-cultural applicability of laboratory methods. Moghaddam’s own attempts to do this demonstrated how limited the laboratory method is when participants are from outside Western culture and the modern sector of non-Western societies.





[image: image]   Even in those cases where specific target populations are involved (such as Brazilian transgender patients or Slovenian cardiac arrest survivors), there’s often an implicit assumption that the results can be generalised to populations beyond the target population (e.g. all transgender individuals or all cardiac arrest survivors). Ultimately, the only way of being sure that the findings from one study can be generalised is to repeat (replicate) it using different samples.



(Note that ‘replicate’ is often used to denote confirmation of the results of a previous study by a later study: a later study can replicate the methods/procedures of the earlier study (it is repeated) and can replicate the findings of the earlier study (they are supported).


Non-experimental research


Correlational research


In correlational studies, not only is the IV not manipulated, but there is no IV at all. Two (or more) variables are measured to see how they are related: neither can logically be designated as the cause of the other. For example, Dement and Kleitman (1957: see Chapter 14) investigated the relationship between sleep and dreams, and Hazan and Shaver (1987: see Chapter 5) studied the relationship between adults’ memories of their parents’ sensitivity towards them as children and their current attitudes towards romantic relationships. Although Dement and Kleitman’s participants were studied in a sleep laboratory, and Hazan and Shaver’s study involved the use of statistics (see box below), both are non-experimental.


[image: image]



Box 1.1 The meaning of correlation



Correlational studies may or may not use statistical measures of correlation; whether they do so or not, a correlation can mean different things:




[image: image]   A positive correlation means that two variables change in the same direction: as one increases (or decreases), the other increases (or decreases). For example, the more (or less) experience a psychotherapist has had, the more (or less) effective they are in helping patients (see Eysenck, 1952: Chapter 10). A perfect positive correlation as a number is +1.00 (i.e. 100 per cent).





[image: image]   A negative (or inverse) correlation means that two variables change in opposite directions: as one increases, the other decreases (or vice versa).To take the previous example, the more experienced the psychotherapist, the less effective they are in helping patients. A perfect negative correlation as a number is –1.00.





[image: image]   In both cases, if you know the value of one variable, you can predict the value of the other.





[image: image]   One reason for not inferring that one variable causes the other is that they could both be caused by a third variable. For example, both low IQ and little time spent in school among African Americans could be caused by (a history of) racial discrimination (Gould, 1982: see Gross, 2008).





[image: image]   A zero correlation (0.00) means that there’s no particular relationship between the two variables (i.e. they are not actually related), so we cannot predict anything about one by knowing about the other.





[image: image]   The full range of values for a correlation runs from +1.00 to –1.00; this figure is calculated by using one or other statistical test of correlation (see Coolican, 2009).
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Case studies


From mainstream experimental Psychology’s perspective, the case study is the least scientific of all research methods. It usually involves an in-depth study of a single individual (or sometimes a twin pair) who has:




[image: image]   suffered an extreme early trauma which challenges some of our basic beliefs about human behaviour, as in the case of an identical twin whose penis was accidentally destroyed and who was raised as a girl (Diamond and Sigmundson, 1997: see Chapter 7).





[image: image]   an addiction to fruit machine gambling (Griffiths, 2003: see Chapter 9).



Since these individuals are unique (an idiographic approach), the study, by definition, cannot be replicated. This is traditionally seen as contrary to what is required by mainstream Psychology’s nomothetic approach, whose goal is to make statements about people in general (see above). However, these approaches aren’t necessarily mutually exclusive (see Gross, 2009).


The case study is more of an overall approach and can incorporate a range of more specific research methods, including psychometric testing (mental measurement) and physiological testing (such as the EEG), as well as a detailed case history and an account of the individual’s psychotherapy. While the first two produce quantitative data, the second two produce qualitative data, with which the case study is more usually associated – another reason for its rejection by mainstream Psychology.



Surveys and questionnaires, interviews and observation



Surveys usually involve using questionnaires with large numbers of people (either by post or online, or in face-to-face situations); these can both generate quantitative data, but, as we saw above, qualitative research often involves transcribing tape-recorded interviews (i.e. putting on paper, word for word, the interview content), usually with one participant at a time. This is extremely time-consuming, so the numbers involved are usually much smaller than in a survey (see below). Hazan and Shaver (1987: see Chapter 5) used a survey (in the form of a ‘love quiz’ that appeared in a local newspaper), and a number of different questionnaires have been used by the studies reported in this book – Schachner et al., 2008 (see Chapter 5); Möller and Krahé, 2009 (see Chapter 6); Lobato et al., 2009 (see Chapter 7); Ahn et al., 2006 (see Chapter 8); Reicher and Haslam, 2006 (see Chapter 12); Klemenc-Ketis et al., 2010 (see Chapter 16).


Observation can stand alone as a research method, in which it may be:




[image: image]   controlled (i.e. laboratory-based), as in Ainsworth et al.’s (1978) ‘strange situation’ technique for studying attachment in young children (see Chapter 5);





[image: image]   naturalistic: people’s behaviour is observed and recorded in its ‘natural habitat’, unaffected by the fact of being observed. Though usually limited to the study of young children and non-humans, Parke and Griffiths (2005) used this method to study adult slot machine gamblers (see Chapter 9);





[image: image]   participant: the observer becomes a member of the social group or institution being studied, as in Rosenhan’s (1973) study of pseudo-patients being admitted to psychiatric hospitals (see Chapter 8).



Observation can also be used as part of an alternative overall design, as in Milgram’s (1963) experimental study of obedience (see Chapter 11), Haney et al.’s (1973) Stanford prison study (see Chapter 12), and Piliavin et al.’s (1969) New York subway field experiment (see Chapter 13). In some of these examples, observation was used to record quantitative data (e.g. how many passengers went to help someone apparently drunk or ill: Piliavin et al.); in others, it was used to record qualitative data (e.g. how ‘prisoners’ reacted to their treatment at the hands of the ‘guards’ in Haney et al.’s study). Clearly, observation is an extremely versatile research method.


Hypothesis testing and statistical analysis


Even experiments can provide qualitative data (e.g. participants are asked to describe what it was like to perform the experimental task), but these are secondary to the quantitative data and the statistical analysis.




[image: image]   In a (true) experiment, statistical tests are (typically) used to test a specific hypothesis, a prediction (often derived from a theory or explanatory model) about how two or more groups will differ (the DV).





[image: image]   In a quasi-experiment, statistical analysis will also be used to test a hypothesis about the difference between two or more conditions.





[image: image]   In a correlational study, the hypothesis makes a prediction about the relationship between variables.




Sometimes, hypotheses are very specific about the outcome they predict and are called directional. For example:



1. Adults with autism or Asperger’s syndrome will be less successful on the eyes task than either normal adults or those with Tourette’s syndrome (Baron-Cohen et al., 1997: see Chapter 4).


2. There is a significant positive correlation between the subjective estimate of the duration of dreams and the length of eye-movement period prior to awakening (Dement and Kleitman, 1957: see Chapter 14).


Other hypotheses are less specific (more ‘open-ended’), allowing for the outcome to go one way or another (non-directional): the non-directional versions of the two hypotheses above would be:


1. There will be a difference between adults with autism or Asperger’s syndrome compared with normal adults and those with Tourette’s syndrome in their success on the eyes task.


2. There is a significant correlation between the subjective estimate of the duration of dreams and the length of eye-movement period prior to awakening.


Qualitative research


As a general rule, non-experimental research is less likely to involve hypothesis testing than experimental research; this is especially true of case studies.


Qualitative approaches are generally concerned with exploring, describing and interpreting the personal and social experience of participants (Smith, 2003). An attempt is usually made to understand a small number of participants’ frame of reference (or view of the world), rather than trying to test a preconceived hypothesis on a large sample. For example, the main currency of interpretive phenomenological analysis (IPA) is the meanings that particular experiences, events and states hold for participants (see Gross, 2008, Chapter 37).


While qualitative and quantitative research usually differ considerably in terms of research question, orientation and execution, it is actually difficult to make any hard-and-fast distinction between the methods involved. For example:




[image: image]   as we have seen, observation can be used in what, overall, is an experimental design to provide qualitative data;





[image: image]   statistical analysis can take the form of either (i) descriptive statistics, which summarise data in the form of percentages, averages (mean/mode/median), standard deviations or graphs, or (ii) inferential statistics, that is, the use of statistical tests to determine whether the outcome of a study could have occurred by chance (a fluke) or was statistically significant (in the case of an experiment, the IV really did affect the DV);





[image: image]   the process of analysis in qualitative research often involves the researcher making implicit or explicit judgements about the strength or otherwise of a category or property being reported, and individuals are compared with each other on various dimensions (Hayes, 1997, in Smith, 2003);





[image: image]   it can be argued that quantitative research always involves interpretation by the researcher, and this process is essentially a qualitative one.




As with experimental, quantitative Psychology, ‘qualitative Psychology’ refers to a number of quite different approaches, each with overlapping but different theoretical and/or methodological emphases (see Smith, 2003).



Conclusions


If Psychology is a science, it is a very special science. Instead of using one major research method (the laboratory experiment), Psychology’s methods are extremely diverse and versatile, reflecting the complex nature of its subject matter. Qualitative methods especially are constantly evolving, reflecting changes in what it is about human beings that Psychologists believe can be validly and appropriately investigated.





Chapter 2 Language and memory



Background and context


According to Bartlett (1932), unlike computers, in which output matches input, human memory is an active attempt to understand – an ‘imaginative reconstruction’ of experience. We try to fit past events into existing schemas (or schemata – our mental models or representations of the world), making them more logical, coherent and generally ‘sensible’; this involves drawing inferences or deductions about what might or should have happened (all part of our ‘effort after meaning’). Similarly, schema theory regards what we already know about the world as a major influence on what we remember. Rather than new experiences being passively copied or recorded into memory, a memory representation is actively constructed by processes that are strongly influenced by schemas (Cohen, 1993).


Thousands of experiments conducted over the last century have taught us about the malleability of human memory: despite the value of memory in allowing us to manage our lives effectively, it’s relatively easy to get people to remember things that never happened (Loftus, 2010).


During the 1970s (e.g. Loftus and Palmer, 1974), Elizabeth Loftus applied schema theory to real-life situations, in particular eyewitness testimony (EWT). Hundreds of experimental studies have documented how exposure to misinformation can supplement, contaminate or distort our memories: typically, witnesses to a crime or accident (staged or filmed) are later asked about the incident in a biased way through leading questions which provide incorrect/ misleading information (the misinformation effect).


During the 1990s, Loftus and other researchers used suggestion to convince people that certain false events actually happened (usually childhood events, such as getting lost in a shopping mall; e.g. Garry et al., 1994). While this is something that happens to children quite regularly, later research using this technique showed that people would also accept suggestions that they experienced events that were more bizarre and upsetting, including nearly drowning and having to be rescued by a lifeguard, and being viciously attacked by a dog. Taking this one step further, suggestive procedures have been shown to get people to ‘remember’ all sorts of things that didn’t happen, including the implausible and even impossible (Greyson, 2000). In several studies, participants were led to believe that they’d met Bugs Bunny at a Disney resort after exposure to a single fake advertisement: this couldn’t have happened because Bugs Bunny is a Warner Bothers character (Loftus, 2010).


More recently still, Loftus and her colleagues have become interested in the consequences of planting false memories. Many of these studies have involved false memories relating to food, such as loving or hating asparagus when first tasting it as a child (Laney et al., 2008).


	


Study 2.1 Loftus, E.F. & Palmer, J.C. (1974) Reconstruction of an automobile destruction: an example of the interaction between language and memory. Journal of Verbal Learning and Verbal Behaviour, 13, 585–9







Aims/hypotheses


Loftus and Palmer (1974) wanted to investigate the influence of leading questions on participants’ estimates of speed (of two cars involved in an accident); they defined a leading question as one that, either by its form or content, suggests to the witness what answer is desired, or leads him/her to the desired answer.


	

 Q 2.1  Which of these is the independent variable and which is the dependent variable?






The study actually comprises two separate, but related, experiments.


Hypothesis 1 (Experiment 1)


By implication, it was expected that the verbs used to refer to how the two cars touched (‘contacted’, ‘hit’, ‘bumped’, ‘collided’ or ‘smashed’) would produce increasingly higher speed limits (i.e. ‘contacted’ would produce the lowest and ‘smashed’ the highest).


 


(There was no explicit hypothesis for Experiment 1 (unlike Experiment 2), but the predicted/expected outcome was very clear.)


Hypothesis 2 (Experiment 2)


Participants asked about the speed of the cars that ‘smashed’ would be more likely to say they had seen broken glass than participants who were asked about the cars that ‘hit’.


	

 Q 2.2  How does this prediction relate to schema theory?






Procedure: Participants and experimental design


Experiment 1


Forty-five students, divided into five groups, watched seven different films of traffic accidents (each lasting between 5 and 30 seconds); these were presented in a different order for each group. Following each film, participants were given a questionnaire, which asked them first to ‘give an account of the accident you have just seen’, and then asked a series of specific questions about the accident, the critical question being the one about the speed at which the cars were travelling.


	

 Q 2.3 a. Why were the films presented in a different order for each group of participants?


           b. How might the order of the films have been determined?


           c. Was there a control group? If so, what was it? If not, is this necessarily a design fault?


           d. What kind of experimental design was used?







What Loftus and Palmer manipulated was the verb used to describe how the cars touched. Each of the five groups received the same form of the question (‘About how fast were the cars going when they _______?’), but the missing word varied (either ‘contacted’, ‘hit’, ‘bumped’, ‘collided’ or ‘smashed’).



 


What would your estimate be for the various ‘touch’ verbs?


	

 Q 2.4  Can you explain how/why the different verbs used to denote ‘touching’ cars can influence the subsequent estimates of speed?






Experiment 2


One hundred and fifty students watched a film of a multiple car accident (lasting just four seconds). As in Experiment 1, they were first asked to describe the accident in their own words, then to answer a series of questions, one of which was the critical speed question. But this time, only ‘hit’ and ‘smashed’ were used (50 in each of these two groups); the third group of 50 wasn’t asked about speed at all.


A week later, the participants returned, and without seeing the film again, answered a list of ten questions about the accident. Embedded within the list, in a random position, was the critical question, ‘Did you see any broken glass?’; participants had to answer ‘yes’ or ‘no’. There was no broken glass in the accident.


	

 Q 2.5 a. How would you describe the question concerning broken glass?


           b. Why was the ‘broken glass’ question placed randomly in the list?






Results/findings


Experiment 1


Table 2.1 below shows the speed estimates for the various verbs.


[image: image]


The mean speed estimates are significantly different from each other and are consistent with Hypothesis 1.



Experiment 2



The distribution of ‘yes’ and ‘no’ responses to the questions are shown in Table 2.2.


[image: image]


	

 Q 2.6 a. What do you consider to be the crucial comparison in Table 2.2?


           b. What can you infer from the finding that the number of ‘no’ responses in all three conditions was significantly higher than the corresponding number of ‘yes’ responses?


           c. In neither experiment are we told the gender composition of the participant groups. Why might this be considered to be a problem in this particular case?






The probability of saying ‘yes’ to the ‘broken glass’ question was significantly greater when the verb ‘smashed’ was used than when ‘hit’ was used.


Conclusions


The results of Experiments 1 and 2 indicate that the form of a question (in this case, changing a single word) can markedly and systematically affect a witness’s answer to the question. This could be a result of either response-bias factors (e.g. ‘smashed’ biases the participant’s response towards a higher estimate) or the verb ‘smashed’ changing the participant’s memory representation of the accident (s/he ‘sees’ the accident as being more serious than it actually was).


Experiment 2 was designed to test this second interpretation. By testing participants a week after seeing the film of the accident, it was shown that they ‘remembered’ other details (broken glass) that didn’t actually occur, but which are consistent with an accident occurring at higher speeds. This is known as the reconstructive hypothesis.


	

Study 2.2 Laney, C., Fowler, N.B., Nelson, K.J., Bernstein, D.M. & Loftus, E.F. (2008) The persistence of false beliefs. Acta Psychologica, 129, 190–7






Hypotheses


This study is an extension of previous research (e.g. Bernstein et al., 2005a and b) designed to determine whether or not false beliefs can have long-term consequences with respect to particular eating habits. If the consequences are only apparent in the very short term, then the practical benefits of the manipulation (such as eating healthier food) would be limited.



Hypothesis 1



A substantial minority of participants will be susceptible to the false memory manipulation that they either loved or hated asparagus the first time they tried it.


Hypothesis 2


Those individuals who proved susceptible to the false memory manipulation (and so adopted false beliefs) might show consequences, including changes in their preference for asparagus and willingness to order asparagus at a restaurant.


Laney et al. also posed the question: would these susceptible participants show consequences over a longer period? Also, would the consequences shown extend beyond a mere stated preference to actual selection of particular foods that the individuals expected to eat?


Procedure: participants and experimental design


There were 368 participants, mostly female (79.6 per cent) American undergraduate students (mean age 20.3 years), who received course credits for their participation.


	

 Q 2.7 a.  In what ways might this sample be considered unrepresentative of the population as a whole?


           b. Define ‘the population’ in such a way as to make this sample (more) representative.






Participants were randomly assigned to four conditions before they arrived in the laboratory:


i.    Loved asparagus (LA) (n = 111).


ii.   Hated asparagus (HA) (n = 114).


iii.  LA control (LAC) (n = 73).


iv.  HA control (HAC) (n = 70).


	

 Q 2.8 a. What does ‘n’ denote in the brackets above?


           b. What kind of experimental design was being used?






Based on the Food History Questionnaire (see Session 1 below), a total of 21 participants indicated a ‘true memory’ at the beginning of the study that they loved asparagus the first time they tried it, and another 27 had ‘true memories’ of having hated it the first time they tried it. These 48 participants were removed from the study, leaving 102 LAs, 98 HAs, 61 LACs and 59 HACs.


	

 Q 2.9  Explain why you think these participants were removed from the study.






The study as a whole comprised three separate sessions, over a total of three weeks. Sessions 1 and 2 were separated by a week; Sessions 2 and 3 were separated by two weeks (see Figure 2.1, page 21).


Session 1



On arrival, participants were told they were participating in a study of food preferences and personality; their responses to a series of questionnaires would be analysed using specialised computer software, which would produce a personality profile that they would receive during the second session. They then completed the questionnaires.



The most critical of the questionnaires was the Food History Questionnaire (FHQ), on which participants rated their confidence that each of 19 food-related events had happened to them before the age of 10, on a scale of 1 = definitely did not happen to 7 = definitely did happen. One of two critical items was placed in 11th position: (i) ‘loved asparagus the first time you tried it’ (for LA and LAC participants); (ii) ‘Hated asparagus the first time you tried it’ (for HA and HAC participants). All of the other 18 items (such as ‘Baked a pie with your mother’ and ‘Sold chocolate bars for a school fundraiser’) were identical.


	

 Q 2.10  a.  Explain why it was important to place the critical item in the same position for all four groups.


              b.  Explain why it was necessary to have control groups for each of the LA and HA conditions.






On the Food Preferences Questionnaire (FPQ), participants rated their preference, from 1 = definitely do not like to eat (for whatever reason) to 8 = definitely like to eat, for each of 63 different foods, including ‘zucchini’ [courgette], ‘cheddar cheese’, ‘doughnuts’ and, critically, ‘asparagus’.


Interspersed with these questionnaires were the Marlowe-Crowne Social Desirability Scale (Crowne and Marlowe, 1960) and the Vividness of Visual Imagery Questionnaire (Marks, 1973). As neither scale predicted any meaningful individual differences between participants, the participants’ responses played no further part in the study.


	

 Q 2.11  a.  What do you understand by the term ‘social desirability’?


              b.  Why do you think it was important to use such a scale in this study?


              c.  Why do you think the Vividness of Visual Imagery Questionnaire might have been used?






Session 2 (one week later)


On arrival, participants were given their personalised personality profiles, with their names printed at the top in a shaded box (as generated by the computer software); they were reminded that their data had been entered into a special computer program. Every participant was told that ‘as a young child’: ‘you disliked egg-plant’, ‘you enjoyed eating pasta’ and ‘you were happy when a classmate brought sweets to school’. For LA and HA participants, there was an additional profile item (in position three): ‘you loved to eat cooked asparagus’ and ‘you hated to eat cooked asparagus’, respectively.


Attached to the profile was a short elaboration exercise. Participants were told that the software program had randomly chosen one profile item on which they should elaborate: LA and HA participants were asked to elaborate on ‘you loved/hated to eat cooked asparagus’, while for LAC and HAC participants the chosen item was ‘you were happy when a classmate brought sweets to school’. Specific elaboration prompts included ‘Who were you with?’ and ‘Describe what happened’.


 


If participants didn’t have clear memories of the relevant events, how might they have been encouraged to elaborate?



If participants didn’t have clear memories of the relevant events, they were asked to imagine and report on them; based on previous research it was expected that the imagination instructions might enhance the likelihood that participants would be influenced by the suggestive manipulation.



	

  Q 2.12   What exactly does the ‘suggestive manipulation’ refer to?






As in Session 1, a series of questionnaires then followed:




[image: image]   First, a different version of the FHQ was given: it contained the same critical items but was formatted differently.





[image: image]   Second, a Restaurant Questionnaire (RQ) was given: participants had to rate their likelihood of ordering each of 19 dishes, including ‘portabello mushrooms stuffed with mozzarella’ and, critically, ‘sauteed asparagus spears’ (1 = definitely no; 7 = definitely yes).





[image: image]   Third, the FPQ (as in Session 1) was given again.





[image: image]   Fourth, the Food Feelings Task (FFT) asked participants to rate their feelings about each of six foods, including ‘asparagus’, in terms of nine different categories: delicious, fattening, salty, sweet, unpleasant, flavourful, bland, disgusting and comforting.





[image: image]   Finally, the Food Costs Questionnaire (FCQ) asked participants the most they’d be willing to pay for each of 21 different food products, including ‘a frozen pepperoni pizza’, ‘a gallon of milk’ and ‘a pound of asparagus’ at the grocery store (seven different possible maximum prices ranged from $1.00 to $ 4.40); there was also a ‘would never buy it’ option.



Email reminder (one week later, one week before Session 3)


This reminded participants of the time and location of Session 3. It also informed them (falsely) that Session 3 would last much longer than the first two and that the experimenters would compensate them for this by laying on food: they were duly asked to rank-order their preference for each of eight different sandwiches and nine different vegetable trays (including ‘baby carrots’, ‘green olives’ and ‘asparagus spears’).


 


What do you think the purpose was of (mis)informing participants about the availability of food in Session 3 and asking them to rank their food preferences?


This task was designed to measure, if not actual behaviour towards the specific food item, then at least behaviour towards its threat/promise. Because participants were led to believe that their food choices would affect the availability of actual food in the laboratory, their choices may have been a closer reflection of their actual eating behaviour than more traditional questionnaire items. No food was actually provided in Session 3.


Session 3 (one week later, three weeks after Session 1)


Participants again completed a series of questionnaires:




[image: image]   FHQ (identical to that completed in Session 1).





[image: image]   The RQ (as in Session 2) and FPQ (as in Sessions 1 and 2).





[image: image]   Memory or Belief? form. Participants rated their experience of each of three events (including their critical asparagus event) as a specific memory, a less specific belief or neither of these (i.e. they were ‘positive’ that the listed event hadn’t occurred).




If participants reported a memory, they were asked to provide as many details as possible; those reporting a belief were asked to explain why they thought the event had happened to them. Participants who were positive that the event hadn’t occurred were asked to justify their certainty.



[image: image]


Results/findings


The hypotheses and research questions were tested by examining both within-participant and between-participant differences. All statistics are two-tailed, unless otherwise noted. (Note that details of statistical analysis will not be given here: see original article if necessary.)


	

 Q 2.13  a.  Explain what is meant by ‘within-participant’ and ‘between-participant’ differences.


              b.  Explain what is meant by ‘two-tailed’ statistics.


              c.  Explain how/why Hypothesis 1 and Hypothesis 2 are directional or non-directional.






False memories


Participants were defined as having developed false memories (FMs) (and thereby labelled as ‘believers’) if:


a. they began the study with low confidence that they had experienced their critical event (less than 4 on the 7-point scale), but that confidence increased by at least one point following the manipulation; and


b. they reported a ‘memory’ or ‘belief’ on the Memory or Belief? form (two weeks post-manipulation).


[image: image]




    What conclusions can you draw from the above graph regarding the formation of false memories?





[image: image]   Of the 102 LA participants, 35 (34 per cent) formed FMs of loving asparagus the first time they tried it. Their confidence increased an average of 3.43 points from pre- to post-manipulation; post-manipulation confidence was significantly higher than that of the LAC group. Seven of these 35 LA participants (20 per cent) reported ‘memories’, while the remaining 28 reported ‘beliefs’. The LAC group’s confidence didn’t change significantly from pre- to post-manipulation; three (5 per cent) reported ‘memories’ and 25 (44 per cent) reported ‘beliefs’. Three LAC participants (5 per cent) reported ‘memories’ and 25 (44 per cent) reported ‘beliefs’.





[image: image]   Of the 98 HA participants, 46 (47 per cent) formed FMs of hating asparagus the first time they tried it. Their confidence increased an average of 4.02 points from pre- to post-manipulation; post-manipulation confidence was significantly higher than that of the HAC group. Seventeen of those HA participants (37 per cent) reported ‘memories’, while the remaining 29 reported ‘beliefs’. Seven HAC participants (12 per cent) reported ‘memories’ and 29 (49 per cent) reported ‘beliefs’.



	

  Q 2.14   To what extent do these conclusions appear to support the corresponding experimental hypothesis?






Lasting false memories


[image: image]



    What conclusions can you draw from the graph opposite regarding the duration of false memories?




[image: image]   For both LA and HA believers, the confidence decreased significantly from immediately post-manipulation to two weeks post-manipulation, but the final mean confidence rating was still significantly higher than that reported pre-manipulation.





[image: image]   Twenty-seven of 35 (77 per cent) LA believers (i.e. those whose post-manipulation confidence was higher than their pre-manipulation confidence, and who reported a memory/belief at the end of the study) still had increased confidence at two weeks post-manipulation. The figure for HA believers was 39 of 46 (85 per cent).




Consequences of false memories





[image: image]   Comparing the LAC and HAC groups showed they were statistically equivalent with respect to consequences, either immediately post-manipulation or after the two-week delay, and regardless of which consequence measure is considered.



	

  Q 2.15   Laney et al. describe this comparison (between LAC and HAC groups) as more ‘conservative’ than comparing believers and non-believers. Explain what you think they mean by this.







[image: image]   While all four groups reported equivalent levels of preference for asparagus before the manipulation, immediately after it LA believers expressed greater preference than did LAC participants or HA participants. HA believers and HAC participants didn’t differ significantly immediately post-manipulation.





[image: image]   Love believers’ liking of asparagus increased significantly from pre- to post-manipulation, while Hate believers’ liking decreased significantly; control participants’ (LAC and HAC combined) liking didn’t change.





[image: image]   Love believers’ liking decreased from immediately post-manipulation to two weeks post-manipulation, but still remained significantly higher than it had been at pre-manipulation. Hate believers’ dislike didn’t lessen at all during this period (thus remaining significantly lower compared with pre-manipulation). Control participants’ preferences didn’t change relative to their post- or pre-manipulation ratings.





[image: image]   Table 2.3 shows participants’ willingness to eat asparagus in a restaurant and good and bad feelings about asparagus.
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    What conclusions can you draw from these data?





[image: image]   Immediately post-manipulation, Love believers expressed greater desire than did Love controls.





[image: image]   Hate believers expressed desire that was equivalent to that of Hate controls.





[image: image]   These ratings (and those of control participants) remained relatively stable over the two weeks after the manipulation: Love believers’ ratings dropped, but not significantly so; Hate believers’ ratings rose, but not significantly so.





[image: image]   Love believers professed more good feelings, and fewer bad feelings, than Love controls.





[image: image]   Hate believers did not differ from Hate controls with respect to good or bad feelings.





[image: image]   There were no significant differences between Love believers and controls, or between Hate believers and controls, on the measure of how much they were willing to pay for asparagus at a grocery store (post-manipulation only).





[image: image]   Love believers were somewhat more enthusiastic about eating asparagus (in response to the email reminder) than Love controls, while there was no significant difference between Hate believers and controls.



Conclusions


 


What conclusions do you think can legitimately be drawn from the data presented above?


The study provides further evidence that participants form FMs for specific events and that such memories may have immediate consequences for those who develop them. A more novel feature of the results is the suggestion that FMs may have long-term consequences, lasting (at least) weeks after the suggestive manipulation.


Consistent with previous studies of FM consequences (Bernstein et al., 2005b), a large minority (41 per cent overall) of manipulated participants fell sway to the suggestion that they had loved or hated asparagus the first time they tried it. These ‘believers’ had initially shown low confidence that they had loved or hated asparagus the first time they tried it, but their confidence increased following the manipulation; they later claimed to have a ‘belief’ or ‘memory’ of loving or hating asparagus as children. Although these confidence levels did tend to drop off in the two weeks following the manipulation, they didn’t return to their original pre-manipulation levels, that is, participants’ confidence in their FMs persisted for weeks after the FM manipulation.


Again consistent with previous research, Love believers’ FMs had marked consequences immediately after the manipulation; compared with Love controls, they showed greater preference for asparagus, greater willingness to eat asparagus in a restaurant, more ‘good’ feelings toward asparagus, and fewer ‘bad’ feelings. Hate believers demonstrated fewer consequences and weren’t significantly different from Hate controls with respect to the above measures. Neither Love nor Hate believers were significantly different from their controls regarding their willingness to pay for asparagus at the grocery store.


	


Evaluation







Areas of agreement/convergence


Methodology




[image: image]   Both studies are laboratory-based, experimental studies that test specific hypotheses.





[image: image]   They both involve American undergraduate students as the participants; while only the Laney et al. study explicitly states that they receive course credits for their participation, it’s reasonable to assume that this also applies to Loftus and Palmer, as this is such a common practice in American psychological research. We can also assume that the participants know that they are participating in a psychological investigation; while this counts as consent, there is an important difference between this and informed consent (but see discussion of Ethical issues under Strengths and weaknesses below).



Theory




[image: image]   As noted in the Background and context above, both studies are concerned with different aspects of the malleability of human memory. The Loftus and Palmer study represents one of the ‘first wave’ of experimental studies concerned with memory in relation to EWT, in which Loftus was one of the pioneers (inspired by Bartlett’s earlier memory research). Loftus is one of the researchers involved in the Laney et al. study, which forms part of a recent series of studies concerned with the consequences of food-related FMs.



Areas of disagreement/divergence


Methodology




[image: image]   The Laney et al. study involved a much more complicated design than Loftus and Palmer’s, involving three separate sessions over a three-week period, an email reminder between Sessions 2 and 3, and the completion of several questionnaires. These questionnaires were used to measure a number of dependent variables, all corresponding to consequences of the experimental manipulation.





[image: image]   The Loftus and Palmer study involved two separate, but related, experiments, the second of which involved two sessions a week apart. Each experiment involved a different participant sample. Experiment 1 can be thought of as a necessary prerequisite for Experiment 2, in the sense that only after demonstrating that the verbs used to describe contact between two cars influences estimates of the speed at which they were travelling could the researchers test the claim that such descriptions interact with a schema for car accidents (the latter reflected in the leading ‘broken glass’ question). In contrast, the Laney et al. study involved a ‘single’ experiment and the same sample of participants throughout the three sessions.





[image: image]   The Loftus and Palmer study involved a total of 195 participants (45 in Experiment 1, 150 in Experiment 2), compared with 368 in the Laney et al. study. In the latter, even after removal of the 48 participants who reported ‘true memories’, sample size was 320. Of those original 368, almost 80 per cent were female and their mean age was 20.3 years. Loftus and Palmer fail to report either the gender composition or age distribution of their two samples.





[image: image]   While the design in the Loftus and Palmer study was a simple independent groups/ samples (between-group analysis), Laney et al. combined independent groups/samples with repeated measures (within-group analysis). LA and HA participants were compared with both their respective control groups (LAC and HAC) and each other, but also with themselves (over the course of the three laboratory sessions). This ‘mixed’ design makes the study more complex and allows for a greater variety of statistical analysis.





[image: image]   Loftus and Palmer showed their participants films of car accidents, while Laney et al.’s participants completed a number of questionnaires. So, instead of responding to some recent ‘objective’ event (as all the participants in the Loftus and Palmer study were asked to do), only the experimental group participants in the Laney et al. study were asked to respond to a putative past event (i.e. an event that, according to the experimental manipulation, supposedly happened in their childhood past).



Theory




[image: image]   While Loftus and Palmer’s study was concerned with the interaction between language and memory, specifically the influence of leading questions, Laney et al. were interested in the persistence of FMs.




    In what way can the responses to the ‘broken glass’ question in the Loftus and Palmer study be thought of as an FM?






[image: image]   According to the substitution hypothesis, to which Loftus subscribes, the question regarding broken glass provides new information, which becomes incorporated into the memory, updating it and erasing any of the original information that is inconsistent with it. In this sense, and to this extent, the ‘new’ memory can be thought of as a false memory: given that there was no broken glass in the film, participants’ belief that they’d seen some could be described as an FM. However, ‘FM’ has different connotations (see below, page 28) and perhaps ‘mistaken’ or ‘erroneous’ memory is a more accurate term to apply.





[image: image]   Similarly, the dependent variable in Loftus and Palmer’s Experiment 2 (namely, responding ‘yes’ or ‘no’ to the broken glass question) amounts to a single detail regarding the witnessed accident, suggested by the particular use of language (the leading question) and consistent with the schema of an accident (which represents pre-existing ‘knowledge’). In contrast, the dependent variable in the Laney et al. study is what Loftus (e.g. 2010) calls ‘rich false memories’, which have an autobiographical, personal reference and significance; in other words, they denote events that (supposedly) happened to the participant as a child, the memory of which has persisted into adulthood.



	

  Q 2.16   How does ‘autobiographical memory’ differ from other types of long-term memory?







[image: image]   Consistent with the personal nature of the FMs created in Laney et al.’s study, the researchers were interested in the consequences for the participants of the false belief (i.e. food choices). If there were any ‘consequences’ in the Loftus and Palmer study, it was totally impersonal (response to the ‘broken glass’ question). Also, the food choice consequences weren’t assessed solely in terms of rating food preferences, and so on, on a questionnaire, but took a more behavioural form, namely, how the participant might respond in an actual ‘food-related’ situation. The email reminder sent a week before Session 3 was designed to measure, if not actual behaviour towards specific food items, then at least their behavioural intention: participants believed that their food choices would affect the availability of actual food in the laboratory during the session, such that their choices may have been a closer reflection of their actual eating behaviour than more traditional questionnaire items. This has both practical and ethical implications (see below, pages 27–9).



Strengths and weaknesses


Ethical issues




[image: image]   Laney et al. report that ‘During their first visit to the laboratory, subjects first provided informed consent … ’ They were told they were participating in a study of food preferences and personality; their responses to a series of questionnaires would be analysed using specialised computer software, which would generate a personality profile they would receive during Session 2.



	

 Q 2.17  a.  Based on this account, do you consider that participants were providing informed consent? Explain your answer.



               b.  What, if anything, do you consider unethical about the email reminder that was sent to Laney et al.’s participants a week prior to Session 3?



               c.  Does the fact that participants were fully debriefed justify the deception that they experienced? (See section below on demand characteristics.)








[image: image]   By virtue of the fact that the consequences were of a personal nature (i.e. potential changes in eating behaviour), the ethical status of the Laney et al. study is, arguably, far more dubious compared with the Loftus and Palmer study. If the experimental manipulation involves creating FMs of any kind, the researchers must seriously consider the justification for doing so, especially when one of their interests is the persistence of such beliefs. The fact that participants were ‘fully debriefed’ at the end of Session 3 can be no guarantee that the FMs didn’t persist after the end of the experiment. While for LA participants any lasting consequences may have been beneficial (asparagus is a healthy food), what about those in the HA condition? Either way, the study was attempting to create lasting FMs through deception, which is very different from drawing on preexisting schemas regarding car accidents to influence participants’ memory of a short film. (See Overall conclusions below.)



Methodological issues




[image: image]   A major strength of the Laney et al. study is that it explicitly addressed the possibility that the results were influenced by demand characteristics.



	

  Q 2.18   What do you understand by the term ‘demand characteristics’?






 



How might the researchers have tested for the influence of demand characteristics?





[image: image]   In Session 3, after completing the Memory or Belief? form, participants were told that they had been deceived regarding the true purpose of the study: it was not, after all, concerned with food preferences and personality. They were asked to describe any theories or guesses they had about the true nature of the study. Next, participants were prompted to recall the three or four items that had appeared on their profiles during Session 2 and to say which, if any, had seemed strange to them. Finally, they were asked (in a series of ‘yes’/‘no’ questions) whether they’d come into contact with any information about the study or the topic of FMs before the start of the study.





[image: image]   These measures were used to try to ‘reduce the demand present in the current study and to assess the possible effects of demand after the study … ’





[image: image]   A total of 59 participants (16 per cent) gave responses that suggested they understood the true nature of the study, and thus could possibly be subject to demand characteristics. Excluding these participants from the analyses failed to affect any of the findings: demand characteristics did not influence the results in any measurable way.





[image: image]   Of the 151 experimental participants who reported that they found one or more of the profile items to be ‘strange’, 119 (79 per cent) identified the ‘asparagus’ item; of these 119 (33 per cent of LA participants and 43 per cent of HA participants) met the ‘believer’ criteria. Some 27 per cent of these experimental participants were able to guess the true nature of the study, compared with 21 per cent of experimental participants overall.





[image: image]   A mere 2 per cent of participants claimed that they’d heard anything about the study, 11 per cent claimed to have seen media reports of this or similar studies, and a full third stated that they had learned about FMs in university lectures. Interestingly, though, just 19 per cent of these participants had given responses on the previous questionnaire suggesting that they’d noticed that this study had anything to do with FMs.





[image: image]   Laney et al. recognise that they don’t have any special tools that allow them to say with absolute certainty that a particular participant has developed an FM rather than had an existing true memory that has been cued by some aspect of the experimental procedures. One ‘solution’ to this problem is to provide an operational definition of FMs.



	

 Q 2.19  a.  What do you understand by the term ‘operational definition’?


              b.  How were FMs operationally defined by Laney et al.?







[image: image]   A second way in which Laney et al. address the issue regarding how the existence of FMs can be established is to cite other similar studies that have produced FMs for impossible events, that is, in cases where there could not have been true memories to cue (e.g. Braun et al., 2002; Mazzoni & Memon, 2003; Spanos, 1996: see Background and context above). However, while such studies help to show that FMs may be created through experimental manipulation, do they necessarily demonstrate the creation of FMs in this particular study?





[image: image]   Laney et al. point out that it may be important to distinguish between memories and beliefs.




    How would you distinguish between them and how are they related?




[image: image]   Beliefs refer to a person’s ‘knowledge’ that something happened, but s/he has no real details or sense of recollection; memories are beliefs with additional sensory details. While having a memory of some incident implies a belief that that event occurred, we often hold beliefs without any corresponding memory. According to Laney et al., their data represent some false ‘memories’ as well as some false ‘beliefs’, with the latter being more common. Instead of repeatedly discussing ‘false memories and false beliefs’ throughout the article, Laney et al. sometimes use the term ‘false memory’ and at other times ‘false belief’. Note that the title of the article is ‘The persistence of false beliefs’ (italics added).



	

  Q 2.20   How do schemas fit into this memory/belief distinction and how is it relevant to the Loftus and Palmer study?






Theoretical issues




[image: image]   According to Garry et al. (1994), there are four different kinds of memory distortion studies. First, there are those concerned with the effects of leading questions, such as the Loftus and Palmer experiment. Another example is Loftus and Zanni’s (1975) study, in which they again showed participants a short film of a car accident. Afterwards, some were asked if they’d seen ‘a’ broken headlight, while others were asked if they’d seen ‘the’ broken headlight; the latter were far more likely to say ‘yes’ than the former.





[image: image]   A second type of memory distortion study is that in which new items are inserted by suggestion into a previously observed scene. For example, Loftus (1975) showed participants a short film of a car travelling through the countryside. One group was then asked: ‘How fast was the white sports car going when it passed the ‘Stop’ sign while travelling along the country road?’ (There was a stop sign in the film.) A second group was asked: ‘How fast was the white sports car going when it passed the barn while travelling along the country road?’ (There was no barn.). ‘The’ barn implies that there actually was a barn in the film, which is what makes it misleading; a week later, all the participants were asked: ‘Did you see a barn?’ Only 2.7 per cent of the ‘stop sign’ group said yes, compared with 17.3 per cent of the ‘barn’ group.





[image: image]   A third type are studies that manipulate details of an object that appeared in a previously witnessed scene (e.g. Belli, 1989).





[image: image]   The fourth and final type of memory distortion study is that which attempts a much more radical effect, namely the suggestion of an entire episode that supposedly happened, but which in fact didn’t occur in the participant’s past: this amounts to the creation of a completely false memory (as in the Laney et al. study and the others they cite). One of the earliest studies of this kind is Garry et al.’s (1994) ‘shopping mall’ study. Fourteen-year-old Chris was convinced by his older brother, Jim, that he’d been lost in a shopping mall as a small child. Chris was given summaries of childhood events (three actual events and the shopping mall incident) and asked to write about each one; Jim repeatedly provided Chris with false details about the shopping mall. Two weeks later, Chris could ‘remember’ details, such as the appearance of the elderly man who rescued him. When Chris was debriefed, he expressed dismay.



	

  Q 2.21   What do you feel about the ethics of the ‘shopping mall’ study? (See discussion above of Ethical issues under Strengths and weaknesses, pages 27.)







Overall conclusions: applications, implications and future directions





[image: image]   As we’ve noted above, ‘rich FMs’ pertain to an individual’s life, and have (potential) consequences that ‘remembering’ details of an accident (such as broken glass) do not. An example of an extreme FM (if, indeed, the memory is false) is that pertaining to child sexual abuse (CSA).





[image: image]   The False Memory Syndrome Foundation (in the USA) and the British False Memory Society (BFMS) were founded in the early 1990s, largely by parents accused by their grown-up children of having sexually abused them when they were children. The accusing children discovered repressed memories of CSA during the course of psychotherapy; hence, from their and their therapists’ perspectives, these are recovered memories (RMs). However, from the perspective of the accused parents, these are false memories (FMs), implanted by unethical, unscrupulous therapists into the minds of their emotionally vulnerable patients/clients. These therapists are, in turn, accused by parents of practising recovered-memory therapy, which induces false memory syndrome (FMS).




    This brief account of the FM debate raises several interrelated issues, spanning the psychology of memory and forgetting, the nature of psychotherapy (in particular, Freudian psychoanalysis) and the ethics of psychotherapy in general. When children sue their parents over alleged CSA, the family is inevitably torn apart and individual lives can be ruined; hence, the need for support groups such as the BFMS. But the FM debate has also caused division among Psychologists, as well as between Psychologists and psychiatrists.




[image: image]   Whether or not RMs are believed to exist depends very largely on how the concept of repression is understood. If these memories have been repressed, and are now retrieved from the unconscious during the course of therapy, then there must first be sound evidence for the existence of repression. This is the process that is supposed to keep recollections of the CSA hidden from the victim in the first place, until many years later, as an adult in therapy, the unconscious is ‘unlocked’. However, based on Freud’s (1899) account of screen memories, memories of childhood may not be what they seem: the subjective sense of remembering does not mean that the memory is literally true. Memories are like dreams or works of fiction, constructed out of psychodynamic conflict, serving wish-fulfilment and self-deception. True memories of childhood may simply be unobtainable. Our apparent memories may be fabrications created later (Mollon, 2000).





[image: image]   If Freud is right, then RMs can no longer be memories of actual CSA, but fantasies of abuse, reflecting Freud’s rejection of the seduction theory in favour of the Oedipal theory (see Gross, 2010). Essentially, these correspond to actual abuse and fantasised abuse respectively as causes of adult neurosis. However, if it is pointed out that memories are essentially constructed, rather than ‘unearthed’, to use an archaeological analogy that Freud himself used, it becomes easier to understand how FMS occurs: vulnerable patients can easily be ‘persuaded’ that a constructed memory (a fantasy that CSA took place) is, in fact, an objectively true, historically verifiable event (the CSA actually happened).





[image: image]   Many practising psychotherapists would agree with Loftus (Brandon et al., 1998). The fact that FMs can be created doesn’t mean that all RMs are false (Loftus, 1997). The BPS has published a draft set of new guidelines for psychologists working with clients in contexts in which issues related to RMs may arise. The preamble states that:




    … there can be no doubt for psychologists of the existence of … (CSA) as a serious social and individual problem with long-lasting effects. In addition, there can be little doubt that at least some recovered memories of CSA are recollections of historical events. However, there is a genuine cause for concern that some interventions may foster in clients false beliefs concerning CSA or can lead them to develop illusory memories. (Frankland and Cohen, 1999)




[image: image]   Based on their review of the research, Clifasefi et al. (2007) challenge the notion that memory is permanent: when we remember experiences, we often incorporate new information or interpret things in line with what we believe to be true now. People can be confident, emotional, detailed and consistent in their EWT and their memories can still be mistaken.




    …false memories can be created precisely because they are not entirely false. They are made up of some false things combined together to make a false event. They are not spun out of whole cloth so much as woven from the idiosyncrasies of our lives. (Clifasefi et al., 2007)


	

  Q 2.22   How useful is Garry et al.’s (1994) shopping mall study for understanding the creation of FMs of CSA? (Try to frame your answer in terms of the concept of a schema).







[image: image]   According to Laney et al., their 2008 study was a first step towards addressing some of the questions raised in their prior research relating to the formation and consequences of FM. Although several research groups have begun to answer some of these questions, more work remains to be done. For example, we still don’t know which foods we can make people like more or less; nor do we know the boundary conditions for false food memory consequences.



	

  Q 2.23   What do you think is meant by ‘boundary conditions for false food memory consequences’?







[image: image]   Also, we still don’t know whether there are other types of FMs, besides food-related beliefs, that have behavioural consequences. While Laney et al.’s study found evidence for the persistence of food-related FMs, these memories did show signs of weakening after two weeks. But what about FMs that create a much stronger emotional response? These might become integrated into one’s identity and therefore persist longer than FMs pertaining to food preferences or other novel events. CSA seems to fit the bill perfectly!





[image: image]   The Laney et al. study is one of several showing that memory is malleable and can be supplemented or changed by new information. These studies show that:




    memory distortions can have repercussions for people – affecting behaviours that occur long after the pseudomemories have taken hold. Of course, along with this power to contaminate memory and control behaviour come some ethical considerations. When should we use this kind of mind technology and should we ever ban its use? (Loftus, 2010)




[image: image]   Loftus (2010) believes that communicating what we have learned to the general public will go a long way towards minimising the damage that FMs can cause.





    … If there is one lesson to be learned from our findings it is this: just because a memory is expressed with confidence, just because it contains detail, just because it is expressed with emotion, does not mean it really happened. We cannot yet reliably discriminate true memories from false ones: we still need independent corroboration … (Loftus, 2010)





[image: image]   This is clearly crucial in cases of EWT and CSA. However, much of the remembering that takes place in the context of psychotherapy, especially psychoanalysis, is important in itself, that is, in terms of the meaning those memories hold for the individual, regardless of their objective truth or falsity (see Chapter 10).





[image: image]   As we noted at the beginning of this chapter, human memory is very different from that of computers; Loftus (2010) describes it as ‘fragile’, and we as a society would do well to continually keep this in mind.



[image: image]


ANSWERS TO QUESTIONS IN THE TEXT


Q 2.1           Independent variable: leading questions; dependent variable: estimate of speed.


Q 2.2           If ‘smashed’ really had influenced participants’ memory of the accident as being more serious than it was, then they might also ‘remember’ details they didn’t actually see, but which are consistent with an accident occurring at high speed (such as broken glass) (i.e. consistent with the schema of a high-speed accident).


Q 2.3      a.  Presumably, this was done to ensure that order effects didn’t influence the speed estimate. Participants may have become more accurate in their estimation of speed over the course of the seven films (practice effect), or they may have become mentally tired (fatigue). These possible effects need to be controlled for, since they may contaminate the effect of the independent variable.


               b.  The order of films for each group was, presumably, determined randomly.


               c.  There was no control group as such. All five groups were given a different form of the critical question (a different verb describing how the cars ‘touched’), which was the independent variable. The mean speed estimates (the dependent variable) were compared with each other, rather than with a baseline (control) condition. This is perfectly legitimate: not all experiments have a (true) control condition, in the sense of a condition in which there is no manipulation of the IV. Can you think of what a control condition might have been?


               d.  The design is an independent groups (samples) design: each participant was only presented with one version of the speed question depending on which of the five groups s/he had been (randomly) allocated to.



Q 2.4           This is an easier question to ask than to answer. The meaning of words consists of both connotation (they evoke associations and feelings) and denotation (they refer to things). The ‘touch’-related verbs used in the critical question evoke different associations and feelings, so that, for example, ‘contacted’ connotes something quite gentle and non-violent compared with, say, ‘smashed’. Also, we are likely to hear reports of a ‘car smash’ (or ‘crash’), but not a ‘car contact’, because it is only serious accidents that are reported in the first place. This demonstrates how we learn the connotations of words, which are often implied rather than made explicit. What words denote is more likely to be explicit than implicit, which is why it is easier to define some words than others.



Q 2.5      a.  It’s a leading question.


               b.  See answer to Q 2.3a.


Q 2.6      a.  The number of ‘smashed’ participants who saw broken glass compared with the number of ‘hit’ participants who saw broken glass.


               b.  This tells us that the leading question regarding speed was not so powerful that all or most participants would believe they had seen broken glass when there had in fact been none. Put another way, regardless of the verb condition (smashed/ hit/control), participants are more likely to remember, correctly, that there was no broken glass.


               c.  The study was reported in 1974; it is possible that (even in the USA) at that time males were much more likely to be drivers than females. If there was a majority of male participants, results may have been biased: males may have been more aware of car-related events (including accidents), that is, they may have been more likely to have a schema for such things than females.


Q 2.7      a.  Most people in the USA are not female undergraduate students in their early twenties.


               b.  Undergraduate students at US universities.


Q 2.8      a.  The number of participants.


               b.  Independent groups (samples).


Q 2.9           The false memory manipulation was to do with loving or hating asparagus when first eaten; if participants had a true memory of this, there would be no way of telling whether their ‘memory’ was due to the manipulation or to their recollection of an actual experience.


Q 2.10    a.  Keeping the position of the critical item constant across all four groups ensured that any subsequent differences between the groups was due to the false memory manipulation rather than anything else (such as the position in which the critical item occurred). (Remember that the actual manipulation consisted of false feedback regarding loving or hating asparagus as a child, supposedly based on responses to the Food History Questionnaire (FHQ)).


               b.  Again, this was to ensure that any subsequent differences in responses between the groups were attributable to the false memory manipulation rather than some other variable.


Q 2.11    a.  The tendency for participants to give answers/responses that they think they should (i.e. that are ‘expected’ or ‘proper’).


               b.  With diet in particular, and health in general, being such a ‘hot topic’ in recent years, people may be more prone to give socially desirable answers than they would otherwise have been – and some people may be more health-conscious than others.


               c.  Clearly, individuals with a more vivid imagination might have been more susceptible to the false memory manipulation than those with a less vivid imagination.


Q 2.12         This refers to the false memory manipulation (i.e. what the personalised personality profile stated regarding their love or hate of asparagus as a child).



Q 2.13    a.  ‘Within-participant’ refers to differences in scores on different measures for the same participant; ‘between-participant’ refers to differences on the same measures for different participants.



               b.  A two-tailed statistical test refers to both tails (extremes) of the probability distribution (normal distribution curve under the null hypothesis (Ho) (see Coolican, 2009). These must be used if the alternative (experimental) hypothesis is non-directional.


               c.  Hypothesis 1 predicts that participants ‘will be susceptible to the false memory manipulation … ’; this implies that they will (falsely) remember something they didn’t actually experience. As the predicted effect is specified, this is a directional hypothesis (even though all statistical tests are two-tailed: see (b) above). Hypothesis 2 predicts that individuals who proved susceptible to the false memory manipulation ‘ … might show consequences, including … ’ This is also directional (it specifies what the effect of susceptibility will be), although it is expressed in a rather vague fashion.


Q 2.14         Hypothesis 1 predicted that ‘a sizeable minority of participants will be susceptible to the false memory manipulation’. Since 34 per cent of LA participants and 47 per cent of the HA participants formed the predicted false memories, it seems reasonable to conclude that the hypothesis was supported. In both cases, their confidence increased from pre- to post-manipulation, and their post-manipulation confidence was significantly higher than that of their respective control groups.


Q 2.15         Another word for ‘conservative’ here is ‘safe’, that is, this LAC/HAC comparison was more likely to produce a result that was consistent with/supportive of Hypothesis 2.


Q 2.16         Tulving (1972) distinguished between episodic memory (EM), a form of autobiographical memory responsible for storing a record of our personal experiences and semantic memory (SM), which refers our store of general, factual knowledge about the world. Tulving (1985) further identified procedural memory (PM), which refers to memory that cannot be inspected consciously (e.g. knowing how to ride a bike but being unable to say how it is done). Knowing that something is the case (which could apply to both EM and SM) is called declarative memory (DM) (Cohen and Squire, 1980). (See Gross, 2010.)


Q 2.17    a.  If informed consent requires participants to be told the true purpose of the study and that no deception is involved, then Laney et al.’s participants weren’t provided it. No mention was made of trying to create false memories, and the reference to the use of specialised computer software to generate a personality profile was a complete fabrication (part of the deception).
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Depending on how.
the listis arranged,
there may be an over-
representation of one or
‘more groups relative to
others.
Self- Volunteers respond to | Once the advertisement | The volunteers can
selection an advertisement for has been placed,itsa | only be representative
(volunteer) | participation inastudy | quickand easy way of | of those who saw the
sample recruiting participants. | advertisement in the first
place (eg readers of a
particular newspaper or
magazine). Even then,
volunteers may differ
from non-volunteers in
important ways.
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'V Table .1 Speed estmates for the verbs used in Expenment |

Mean speed estimates (mph)
smashed 408
collided 393
bumped 381
hit 340
contacted 318

(Source Rapriied from Lofuis EF 8 Paliner JC. (1974) with parwisiion om Elsvier)
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- Love Controls
== Hate Controls

Mean Confidence

Pre- Post- Two weeks post-

A Figure 2.3 Mean reported
preference for the critical tem
at three separate time points
(Source: Reprinted from Laney, C.
et al. (2008) with permission from
Elsevier:)
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‘g00d and bad feelings about asparagus.

Love Hate Hate
believers | controls | believers | controls
‘Willngness to eat in restaurant, | 5.12 425 352 359
immedately post-manipulation
‘Willngness to eat in restaurant, | 486 421 372 366
4wo weeks post-manipulation
Good feelings* 098 049 041 047
8ad feelings** 007 049 490 580
Email ranking 5.10 420 385 396

index of ratings on three items: delicious’ flavourful'and ‘comfor ing..
ndexdmwontwewvs inpleasant’ anddisgusting..

“Believers' = partiipants who met the criteria for having fakie memories

from Laney, C. et dl. (2008)
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