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INTRODUCTION



Science asks the fundamental questions about why the world is the way it is. And over the course of history the world’s greatest scientific minds have provided many of the answers. It’s because of science that we now know the Universe began around 13.7 billion years ago in a superheated fireball known as the Big Bang. It’s because of science that we know all living things in the world encode their biological blueprint on a chemical molecule known as DNA, which serves as the vehicle by which we pass our traits and characteristics down to our offspring. It’s because of science that we know our planet was once ruled by supersize reptiles and that one day 65 million years ago they were wiped out by the impact of a vast comet or asteroid with the Earth. And it’s because of science that we have computers in our homes that are more powerful than the fastest university supercomputers of just ten years ago.


Science probably encompasses the biggest areas of human intellectual endeavour. Fitting, then, that it should get billed alongside a suitably big number – 1001. Yet when it comes to dividing up the whole of scientific progress from the last 5,000 or so years into 1001 bite-size nuggets, suddenly it seems woefully small. That’s about one entry in this book for every five years – fine for the Dark Ages perhaps, but something of a squeeze for years like 1996 when we had Dolly the sheep (the world’s first cloned mammal), claims to have found life on Mars (as fossilized bugs inside a meteorite), and the Deep Blue chess computer won its first game against Garry Kasparov (who was at the time the reigning world chess champion).


In fact, if this book was arranged chronologically I’d probably have run out of space somewhere in the middle of the Renaissance. So instead you’ll find the pages within organized by subject. I’ve taken modern science as it’s currently understood and partitioned it into ten major sections: physics; chemistry; biology; the Earth; space; health and medicine; social science; knowledge, information and computing; applied science; and the future. Each of these categories then splits down again into subsections on key topic areas, and within each you’ll find, on average, 12 entries to cover that particular topic. So, physics has subsections on heat, relativity and quantum theory, to name a few. And, for example, the quantum theory subsection has entries on ideas such as Schrödinger’s cat, the uncertainty principle, and the ‘many worlds’ interpretation of quantum theory.


My aim as a writer was to combine the breadth of a reference book – for example, a dictionary of science – with the accessibility and sense of fun that you get from a piece of popular science writing. That was my guiding principle in turning what could have easily been ‘Science 100,001’ into what you have here. Out went the abstruse and the arcane – topics that the lay reader will neither need nor care about. And what was left I condensed, distilled and clarified into what’s hopefully the ultimate balancing act between readability and comprehensiveness.


The entries are written in plain and concise English. Often they are self-contained, but when they aren’t there are links to other entries and subsections that either aid understanding or provide further information. If you aren’t sure which subsection the entry you are looking for is in, there’s a comprehensive index to guide you straight to it. Subsections themselves, meanwhile, are written with as much continuity as possible, so if you’re after the complete overview of quantum theory, then that subsection of physics will work as an essay that can be read from start to finish.


Science 1001 is a big book about the biggest subject. I hope you enjoy it.


Paul Parsons





PHYSICS



Physics is the most fundamental of all the sciences. It governs the behaviour of matter and energy at the most elementary level, from the quarks and smaller subatomic particles that make up the everyday world to the exotic forms of mass and energy that pervaded the universe shortly after its creation in the Big Bang, and which may still lurk out in space today.


Traditionally, physics was divided into disciplines such as mechanics (the science of the movement of physical bodies under the application of forces), as well as heat, light, sound, electricity and magnetism. However, the 20th century brought a revolution in our understanding of physical law with the discovery of quantum theory (a radical new take on the behaviour of small bodies) and relativity (an equally radical take on the behaviour of objects moving at close to the speed of light). The combination of these disciplines has led to ‘quantum field theory’, which has brought about a dramatic shift in the way we view the fast-moving subatomic particles that carry the fundamental forces of nature in the universe.


Quantum field theory is now revealing a new unity underpinning physics, where all of the forces of nature are revealing themselves to be just different aspects of the same fundamental entity. Scientists hope this may soon lead them to the holy grail of physics: an all-encompassing ‘theory of everything’.



MECHANICS



Speed and acceleration


The rate an object is moving at is given by its speed – just the distance it’s travelled divided by the time taken to do so. Accordingly, speed is measured in distance per unit time – e.g., kilometres or miles per hour (km/h or mph) or metres per second (m/s).


Acceleration is the rate at which speed is changing. It’s given by the change in speed divided by the time interval. So if it takes a sprinter five seconds to go from standing still to running at 10m/s, then their average acceleration is 2m/s per second – which is usually written as 2m/s2.


Inertia and momentum


Inertia is the resistance of a body to move, normally measured by the body’s mass. The more inertial mass a body has, the harder it is to move it – that’s why pushing a shopping cart is easy but you’ll struggle to push a truck. A body’s momentum is given by its speed multiplied by its mass, a measure of the impetus a moving body has. And it’s why getting hit by a truck hurts a lot more than getting hit by a shopping cart moving at the same speed.


Newton’s laws of motion


The 17th-century physicist Sir Isaac Newton came up with three laws that encapsulate the behaviour of moving bodies. The first law sums up inertia, saying that in the absence of any external force, a body will remain at rest or continue in its state of motion in a straight line at constant speed.


What does Newton mean by an ‘external force’? He clarifies this in the second law, namely that the external force acting on a body is given by the body’s mass multiplied by the acceleration it experiences. Put the numbers in and you can see that you need to apply more force to accelerate a ten-ton truck than to accelerate a 15kg shopping cart by the same amount. Force can be thought of as the rate of change of momentum and is measured in newtons, after Sir Isaac.


Newton’s third law says that for every action (that is, every force) there is an equal and opposite reaction (in other words, a force pushing back). It’s the reason rockets fly – the rocket exhaust is a jet of hot gas that’s forced downwards (action) and this sends the rocket upwards (reaction).


Conservation laws


A key idea in physics is conserved quantities – quantities that cannot change as a physical system evolves. Momentum is a good example. The total momentum before an event – say the collision of two billiard balls – must be the same as the total momentum afterwards. Conservation laws like this enable scientists to predict how a system will behave. Going back to the billiard balls, let’s say one ball comes in, strikes the second and then stops dead. Conservation of momentum means that the second ball must then leave with the exact same momentum the first ball had before the collision. If they’re both the same mass it will be travelling at the same speed.
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Work and energy


Work and energy are cornerstones of science. To a scientist, work is defined as the force applied to an object multiplied by the distance it moves in response. On the other hand, a system’s ‘energy’ can be thought of as its ability to do work. For example, a truck’s engine is able to liberate the chemical energy stored in fuel and then use this energy to do work on the truck and make it move. Energy and work are both measured in joules (J) (after 19th-century physicist James Joule). Roughly speaking, 1J is enough to lift a 100g mass 1 metre above the Earth’s surface.


Like momentum, energy obeys a conservation law – it can neither be created nor destroyed. A moving truck has kinetic energy – that is, energy of motion – which has come from the fuel’s chemical energy. Likewise, when the truck needs to stop the driver applies the brakes, which get hot, converting the truck’s kinetic energy into a different form – heat energy. Energy comes in many different forms – including sound, gravitational, electrical, magnetic and nuclear.


Friction


In an ideal world, all of the energy in a physical system would be available to do useful work. But the real world isn’t like that. Friction is the resistive force that tends to slow the motion of physical objects. Two surfaces sliding against each other experience a frictional force as microscopic lumps and bumps on the surfaces rub together. Friction is everywhere; even with the best bearings and lubricants, there will be frictional forces between the moving parts in a car’s engine, the gear transmission, wheel axles and so on. And energy must be spent overcoming them.


Friction isn’t always a bad thing though – it is responsible for the grip that holds car tyres to the road and it allows you to pick things up in your hands. If there was no friction, objects would just slip between your fingers. And it’s why rubbing your hands together on a cold day generates much-appreciated warmth.


Dynamics and kinematics


The mathematics describing motion – namely the equations for an object’s position, speed and acceleration at any time, without mention of the forces causing them – is known as ‘kinematics’. When the forces causing the motion are included, then the correct term is ‘dynamics’. Kinematics and dynamics are the main two branches of classical mechanics – the physics of moving bodies.


Principle of least action


Perhaps the most powerful formulation of dynamics is based on what is known as the principle of least action. The basic idea is that physical systems evolve via the most efficient route possible. Balls don’t roll uphill, around a bit, over the top and then back down – they roll straight down.


A physicist using this principle first puts together a mathematical expression that takes stock of all the different kinds of energy in a system. Called the ‘action’, this formula yields different numerical values depending on which path the system actually follows – and each value can loosely be thought of as a measure of how inefficient that path is. A physicist can select the path for which the numerical value of the action is smallest, and then extract the equations of motion describing it. The principle of least action is used to make dynamics and kinematics tractable in complex areas of theoretical physics, such as relativity and quantum theory.


Rotational dynamics


Like objects moving in a straight line, there are laws governing the motion of rotating objects. Speed is replaced by angular speed (the number of angular degrees moved through per second) and momentum is replaced by its rotational analogue, angular momentum.


Like ordinary momentum, angular momentum increases with angular speed and obeys a conservation law. But it also increases with the size of the rotating object. That means that if a rotating object suddenly shrinks, then in order to conserve angular momentum it must spin faster. Ice skaters take advantage of this effect, pulling their arms and legs in tight to make them spin faster. Try it for yourself on a swivel chair.


Centripetal force


People often talk about ‘centrifugal force’ in relation to spinning objects. However, scientists prefer the term ‘centripetal force’. Imagine whirling a weight on a string above your head. Centrifugal force is the outward-pointing force that’s trying to snap the string and send the weight flying off in a straight line. But it’s the force stopping the weight flying off at a tangent that’s actually responsible for making it move in a circle – in this case, the tension in the string. And this is the centripetal force. That said, centrifugal force most definitely exists – as anyone who’s been on a fairground ride will attest. But it’s best thought of as a reaction (in the sense of Newton’s laws of motion) to the more fundamental centripetal force.
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Newtonian gravity


In 1687, Sir Isaac Newton published the first mathematical theory of gravity. Newton’s universal theory of gravitation supposed that the gravitational force between two objects increases in direct proportion to both their masses and decreases with the square of the distance between them, linked by a number G – the so-called gravitational constant.


Newton’s theory was a remarkable achievement for 17th-century science, a single formula accurately describing phenomena from falling apples to the motion of far-away planets and moons. Newton’s law is still an excellent approximation today for calculations involving weak gravitational fields. For stronger fields, however, it has been superseded by Einstein’s general relativity.


Equivalence principle


In theories of gravity, the equivalence principle states that objects of different mass will fall at the same rate in a gravitational field. The story is that 17th-century scientist Galileo demonstrated this by dropping balls of different weight from the top of the Leaning Tower of Pisa. Astronauts on the Moon conducted their own test by dropping a hammer and a feather – in the absence of air resistance they both fell to the lunar surface in unison. Controlled laboratory experiments have since confirmed the equivalence principle to an accuracy of one part in a trillion.


Newtonian gravity is superficially consistent with the equivalence principle, but Einstein’s general relativity was the first theory of gravity to encapsulate it completely.


Kepler’s laws


The German mathematician and astronomer Johannes Kepler (1571–1630) is credited with discovering the laws governing the motion of planets around the Solar System. In 1605 Kepler proposed his three laws: the first says that the orbit of every planet is an oval-shaped ellipse with the Sun at one of the foci (an ellipse has two foci, which are analogous to the centre point of a circle); the second law states that a line joining the planet to the Sun sweeps out equal areas in equal times; and the third law is that the square of a planet’s orbital period (the time it takes to complete one whole lap of the Sun) is proportional to the long axis of its elliptical orbit raised to the power three.


Amazingly, Kepler made these discoveries before Newtonian gravity had been formulated – even though gravity is the force responsible. This was thanks to the time Kepler had spent working for the Danish astronomer Tycho Brahe. Brahe was renowned for his accurate observations of the positions of the planets – which Kepler used to hone his equations.


HEAT


Temperature and pressure


Thermodynamics is the branch of physics concerned with how energy can be transported and manipulated via heat, and used to carry out useful work. A key property is temperature: heat energy will flow from an area of high temperature to one where the temperature is lower. According to Isaac Newton’s law of cooling, the rate of flow is proportional to the temperature difference between the two. So a hot cup of coffee loses heat faster than a lukewarm one.


Pressure is another important variable. A gas heated up inside a container exerts a force on the container walls, but the total force depends on the size of the container. Pressure is just the total force divided by the area of the container walls and is measured in units of newtons per square metre, also known as pascals after 17th-century French mathematician Blaise Pascal.


Kinetic theory


Kinetic theory is a way of explaining the large-scale thermal properties of materials, in particular gases, in terms of the motion of the individual particles – usually atoms or molecules – they are made up of. Particles inside a gas are all zipping around randomly. The central tenet of kinetic theory is to equate the heat energy of a gas to the sum of the kinetic energies of all these gyrating particles. This means that the hotter a gas gets, the faster, on average, its particles are moving and the harder they are beating against each other and on the walls of the gas’s container – so raising the temperature and pressure. The numerical predictions of kinetic theory match exactly with experiments. Kinetic theory also implies that there is a minimum temperature, at which the kinetic energy of the particles reaches zero; this is -273°C (-460°F) – it’s impossible for anything to get colder than this.
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The foundations of kinetic theory were laid by the Swiss mathematician Daniel Bernoulli in 1738 and it was developed further through the 18th and 19th centuries. Scientists were then set on the road towards the even more powerful theory of statistical mechanics.


Thermal expansion


Generally speaking, substances tend to increase in volume when they are heated. This property of matter is known as thermal expansion. Kinetic theory explains why it happens – as a substance heats up, collisions between its constituent particles become more violent than when the substance is cooler. Extra recoil from the collisions increases the average distance between the particles, and this is what causes the substance to expand.


Thermal expansion is well understood and can be predicted mathematically; especially useful for engineers designing structures that need to operate in a range of temperatures. For example, bridges incorporate sliding expansion joints so they can endure both the frozen depths of winter and the warmest days of summer without cracking or kinking.


Conduction and convection


Heat energy can take three routes to move from a hot area to a cooler one: conduction, convection and thermal radiation. Conduction occurs when hot – and, therefore, fast-moving – particles in a substance collide with those at lower temperature. The collisions transfer kinetic energy to the cooler particles and heat them up, thus spreading heat through the substance. Convection, on the other hand, can take place only in a liquid or gas. In a hot gas, thermal expansion lowers the gas’s density and increases its buoyancy (according to Archimedes’ principle), and this causes the gas to rise. It’s the reason hot-air balloons are able to fly. Meanwhile, cooler gas or liquid sinks for the opposite reason and this can set up the convective cycles that you might see, for example, in a pan of water on a stove.
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Brownian motion


Particles diffusing in a gas or liquid move with what is known as Brownian motion, after Robert Brown, the physicist who discovered it in 1827. Brown’s original observation was of tiny particles in cavities called ‘vacuoles’ inside pollen grains. Under the microscope, he saw the particles jiggle this way and that as if being buffeted by an unseen force. He later saw the same effect when he examined the motion of dust particles.


Albert Einstein explained Brownian motion, in 1905 saying that the motion was caused by the random kicks the grains received from atoms and molecules in the air, themselves moving in accordance with kinetic theory. Einstein calculated how far the particles should move with each kick, and his predictions matched with observation. Brown’s discovery and Einstein’s explanation together became one of the early confirmations of the existence of atoms.
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Thermodynamic equilibrium


A system is said to be in thermodynamic equilibrium when its thermodynamic properties, such as temperature, have become constant with time, i.e. when it has ceased to evolve thermally. A simple example is a bucket of ice placed in a warm room – when the ice melts it absorbs heat from the room, raising its temperature and lowering the temperature of the room, until the two converge at one uniform value. This is thermodynamic equilibrium.


Entropy


Entropy is a quantity used in thermodynamics to measure the amount of energy in a system that is available to do useful work. The higher the entropy, the less able the system is to do any work. Work can only be done when a system is out of thermodynamic equilibrium, i.e. thermodynamic equilibrium is a high-entropy state. Imagine a system comprising a heat source and a piston with cold gas inside it. Heat can flow from the source to the piston, expand the cold gas and move the piston arm – so doing work. But if the system is in equilibrium then no heat can flow, and so no work can be done. Another way of thinking of entropy is as the degree of ‘disorder’ in a system. A tidy desk with everything in neat piles has low entropy; a messy desk with everything strewn evenly across it is in a high-entropy state.


Laws of thermodynamics


Just as dynamics and kinematics give mathematical laws governing a mechanical system, so there are four key laws governing the behaviour of a thermodynamic system. The ‘zeroth’ law (so named because it was formulated after the other three, but considered more fundamental) says that if there are three thermal systems – A, B, and C – and both A and B, and B and C, are in thermodynamic equilibrium, then A and C are also in equilibrium. The first law is a statement of the energy conservation law, which says that the change in the total thermodynamic energy of a system is just equal to the heat energy put in minus the work the system does. The second law says that entropy must always increase; in other words, thermodynamic systems inevitably move towards equilibrium and their ability to do useful work thus diminishes. And the third law says that the absolute zero of temperature of -273°C (-460°F), defined by kinetic theory, corresponds to a minimum of entropy. Combined with the second law, it means entropy increases with temperature.


Statistical mechanics


An extension of the kinetic theory of gases, statistical mechanics takes the properties of individual particles of matter and applies the sophisticated laws of mathematical statistics to draw conclusions about the large-scale, or ‘bulk’, thermodynamic properties of materials.


For systems of large particles the law of Maxwell-Boltzmann statistical mechanics applies, based on classical kinetic theory. For smaller particles, quantum theory has to be used. These quantum statistical theories are known respectively as Bose-Einstein and Fermi-Dirac statistics, depending on the quantum spin of the particles being studied. Statistical mechanics has helped physicists to unravel the internal structure of dead stars, known as white dwarfs, and correctly describe the behaviour of thermal radiation given off by hot objects.


Thermal radiation


Stand anywhere near a bonfire and you’ll appreciate that hot bodies emit their heat as radiation. In fact, everything with a temperature above absolute zero emits thermal radiation. Calculations using statistical mechanics predict how much energy is emitted at each frequency of the Electromagnetic radiation spectrum by a hot source. The theory predicts that this is a peaked curve, the wavelength of the peak decreasing as the temperature of the emitter increases.


A poker heated in a fire to hundreds of degrees Celsius/Fahrenheit glows with visible light, usually red or orange and everyday objects emit radiation with a peak in the infrared region of the electromagnetic spectrum – which is why soldiers use infrared goggles to see at night. The difference between thermal radiation and conduction or convection is that thermal radiation can travel through a vacuum; it is how heat from the Sun crosses the vacuum of space to reach Earth.


Heat capacity


Add heat to a substance and it gets warmer – in scientific parlance, its temperature increases. But the amount of heat energy needed to bring about a temperature rise of, say, 1°C, varies from substance to substance. This is because, according to kinetic theory, temperature is a property of the kinetic energy of the atoms or molecules in a substance as they bounce around. But for complex molecules, not all of the energy absorbed gets turned into motion – some, for example, causes vibrations in the internal bonds making up the molecule. Heat capacity is a way of quantifying the amount of heat energy absorbed that gets transferred to kinetic energy in a substance. This will result in a rise of temperature in the substance, measured in joules per degree per kilogram.



MATTER



Solids, liquids and gases


Matter can exist in three major states: solid, liquid and gas, and matter normally moves through this sequence as the temperature increases. Water at less than 0°C (32°F) is a solid (ice), between 0°C (32°F) and 100°C (212°F) a liquid, and above 100°C (212°F) it becomes a gas (steam). This occurs because temperature – or rather, the vigorous motion of the particles in a substance, according to kinetic theory – breaks the bonds between atoms and molecules that keep the substance rigid.


A solid is the most ordered state of matter, its constituent particles held fast in a regimented lattice. Gases occupy the other extreme – in a gas, there is no organization of the atoms or molecules whatsoever and a gas will always expand to fill its container. Liquids sit somewhere between the two – the rigid structure of the solid is gone, but inter-particle forces are still able to hold clumps of atoms or molecules together and maintain some degree of order.
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Density


The mass of a substance divided by its volume is known as its density, usually measured in kilograms per cubic metre, though there are other ways of gauging it. One system, called ‘specific gravity’, compares a substance’s density to that of water, which weighs 1,000kg/m3. Specific gravity (SG) is calculated by dividing the density of the substance by the density of water. So a liquid weighing 1,055kg/m3 would have an SG of 1.055. SG is used by brewers to assess the amount of sugar that has turned to alcohol in a beverage after fermentation, and also by geologists to determine the density of samples. Density can also be measured in kilograms per litre. Because there are 1,000 litres in a cubic metre, the density of water is 1kg per litre.


Hooke’s law


Elasticity is a property of solids that allows them to stretch when subjected to an external force, and then return to their original shape when the force is removed. English physicist Robert Hooke showed in 1678 how the amount that an elastic material stretches by is proportional to the force applied – given by the force multiplied by a number. This number is particular to each material and quantifies how stretchy it is.


However, Hooke’s law is only valid up to a point, known as the ‘proportional limit’. Stretch a material beyond this and it extends more for each increment of force added. The material still remains elastic though, returning to its original shape when the force is removed. That is, until it reaches the ‘elastic limit’ point. Then, any extra force causes a permanent deformation. Apply more force again and the material soon breaks.
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Latent heat


When a substance changes to a more disorganized state as its temperature increases – for example, when a solid melts to become a liquid – it has to absorb extra energy from its surroundings to overcome the attractive forces that are holding it in a cooler, more ordered state. This energy is known as latent heat. To turn water at 95°C (203°F) into steam at 100°C, enough energy must be added to heat the water by 5°C (41°F) (according to its heat capacity) plus the latent heat required to then convert the 100°C liquid into 100°C (212°F) steam. Each substance has a separate latent heat of vaporization (the energy needed to boil liquid into gas) and a latent heat of fusion (the energy needed to melt solid into liquid). The former is normally much larger than the latter.


Phase transitions


The process of a substance changing its physical character is known as a phase transition. Changes of state between solid, liquid and gas are one example. Phase transitions occur when a substance jumps from solid to liquid, from liquid to gas, and from solid directly to gas – a process called ‘sublimation’. But phase transitions also describe other transformations of matter, such as spontaneous symmetry breaking in the early Universe and the conversion of an ordinary metal into a superconductor (see Superconductivity).


Phase transitions are classified into two types: first order and second order. First-order transitions happen by the formation of bubbles of the new phase that expand and collide, often violently. Any transition involving latent heat happens this way, including the vaporization of liquids – as anyone who has boiled a pan (pot) of water can testify. Second-order phase transitions are much smoother, with the substance gradually evolving from the old phase into the new.


Equation of state


Physicists and chemists characterize any sort of matter by its equation of state – a mathematical formula linking pressure, volume and temperature. One simple equation of state describes what’s known as an ‘ideal gas’ – a model of how gases work, which assumes the particles in the gas have zero volume and exert no forces on one another. It’s useful for rudimentary calculations. But for real gases, more accurate formulas are needed, such as the Van der Waals equation (see Intermolecular forces) which takes account of molecule sizes and the forces acting between them. Astrophysicists use equations of state for modelling everything from planetary atmospheres to the internal structure of stars to the behaviour of the early Universe.


Triple point


The temperature and pressure at which a substance’s three states – solid, liquid and gas – can all coexist together in thermodynamic equilibrium is the triple point. For water, the triple point occurs at a temperature of 0.01°C and a pressure of 611.73 pascals – 0.006 times the standard atmospheric pressure at the Earth’s surface. But these numbers are different for every material.


Below the triple-point pressure it is not possible for a substance to exist in its liquid state. Heating a solid at this pressure converts it directly to gas, a phase transition known as ‘sublimation’. Triple points are used in science as reference points for calibrating thermometers. The triple point of water helps to define the thermodynamic temperature scale used by scientists. The scale is measured in kelvin (K), and zero kelvin = -273°C (-460°F).


Plasma physics


In addition to solids, liquids and gases, there is a fourth state of matter, called plasma. Plasma is a gas that has reached such a high temperature, typically thousands of degrees Celsius/Fahrenheit, that its atoms and molecules have been torn apart. The process is called ionization and creates a sea of positively charged atomic nuclei – or ‘ions’ – and negatively charged particles called electrons.


Plasmas play an important part in designing fusion reactors (see Fission and fusion) and in astrophysics – cropping up in stars and nebulae in interstellar space, and forming the basis for some experimental spacecraft engines. But they are also found in more down-to-earth settings such as when they are formed briefly during lightning strikes or created artificially in plasma television screens to heat phosphor, causing the screen to emit light. When plasma is cooled down, the opposite process to ionization – called ‘recombination’ – takes place. It takes energy to break the bonds between an atomic nucleus and electrons, and when they recombine this same energy is released as light.



FLUIDS



Surface tension


Liquids behave as if they are coated by an elastic skin, an effect called surface tension and it is what shapes liquids into spherical droplets. Surface tension exists because of the forces of attraction between the liquid’s molecules. Deep inside the liquid, a molecule is surrounded by other molecules and so experiences an equal amount of force pulling it in each direction so the molecules are in equilibrium. But at the surface, molecules only experience forces pulling from below and this creates a net inward force that tries to squeeze the liquid into the smallest volume possible, i.e. a spherical drop.


Surface tension on water is strong enough to support the weight of small objects that would otherwise sink. Insects such as water boatmen take advantage of this effect to walk on the surfaces of ponds and lakes.
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Capillary rise


A direct result of surface tension, capillary rise is what causes a liquid in a narrow tube to be drawn upwards. Attractive forces between molecules in the walls of the tube pull the surface of the liquid into a curved shape known as a ‘meniscus’. A meniscus forms at any interface between different fluids in a container; the edges of the meniscus curve towards the fluid that feels the least attraction to the container walls. In the case of water and air in a glass tube, the air experiences less attraction towards the glass than the water and so the edges of the meniscus curve upwards. Surface tension then pulls at the edges of the meniscus to haul the water up the tube.


Low-density liquids with high surface tension reach the highest in a tube; the height also increases as the diameter of the tube gets narrower. Capillary rise underpins many everyday phenomena, such as the ability of plants to draw water from the ground and the absorbency of tissue paper.


Archimedes’ principle


From corks to ships, anything that floats does so because its average density is less than the density of water – or whatever liquid it is floating on. ‘Buoyancy’ is the scientific term and the theory underpinning it is known as Archimedes’ principle, after the Greek scientist Archimedes of Syracuse who lived in the 3rd century BC. His principle says that an object placed in water experiences an upward force equal to the weight of water that the object has displaced. The heavier the object, the lower it will sit in the water, displacing more liquid until the upthrust force is equal the object’s weight and so able to support it. If the upthrust never reaches the weight of the object then it sinks.


Even though modern ships are made of metal, which on its own is heavier than water, the average density of a ship – the metal hull plus all the airspace within – is much lighter, enabling it to float. Submarines are able to dive by taking on board measured quantities of water to control their buoyancy.


Viscosity


Stir your coffee and now stir some treacle (syrup) – the difference is due to a property called viscosity, which can loosely be thought of as the ‘gooeyness’ of a liquid. Scientists, however, demand a more exacting definition. Imagine two parallel plates a fixed distance apart with fluid between them. Then the viscosity of the fluid is gauged by the resistive force it exerts on the plates as they try to slip past one another.


In this sense, viscosity can be thought of as a kind fluid friction. And, indeed, it is the cause of the forces of fluid dynamics that act to slow down the motion of cars and planes through the air, and of ships through the sea. Viscosity depends on temperature, with most fluids getting less viscous or ‘runnier’ as they are heated. Water at 10°C (50°F) is over four times as viscous as water at 100°C (212°F).


Newtonian fluids


If the viscosity of a liquid takes a fixed, constant value irrespective of how fast the liquid is flowing then it’s called a Newtonian fluid. Examples include water, all known gases, and many industrial lubricants such as motor oil. But some fluids are decidedly non-Newtonian. The commonest are called ‘thixotropic’ liquids. Their viscosity decreases as the speed increases. Tomato ketchup is a thixotropic liquid, which is why you need to shake it vigorously before getting any out of the bottle. Non-drip paint is another example – it brushes on easily and then becomes viscous again so that it doesn’t run.


At the opposite end of the scale are ‘dilatant’ non-Newtonian fluids. These get more viscous with speed. Cornflour mixed with water is a dilatant liquid. Stir it gently and it remains runny, but stir it vigorously and it instantly thickens up – to the point of becoming virtually rock solid.


Fluid dynamics


Dynamics and kinematics govern the movements of objects acted on by forces, while thermodynamics models systems of heat exchange. Likewise, the laws of fluid dynamics provide a mathematical framework to understand the behaviour of moving fluids. The field can be broken down into hydrodynamics, which describes the flow of liquids, and aerodynamics, for modelling the flow of gases.


Fluid dynamics has manifold real-world applications in engineering, including transport design and hydrodynamic energy generation, and is used for understanding aspects of the natural world, such as weather systems (see Meteorology) and the locomotion of fish and birds.


Navier–Stokes equations


The Navier-Stokes equations, named after 19th-century physicists Claude-Louis Navier and George Gabriel Stokes, are a set of equations describing the flow of a viscous liquid. They arise from applying Newton’s laws of motion to the liquid, along with the conservation laws of energy, momentum and mass. They are a notoriously difficult set of equations to solve and, as a result, very few exact solutions exist. Instead, most calculations using the equations involve numerical solutions obtained by scientific computing.


Bernoulli principle


One of the main applications of aerodynamics is in aviation – explaining the forces that act on an aeroplane during flight. The most important of these is lift – the upward force on a wing caused by the flow of air over it, that keeps the plane in the air. Lift is generated by what’s called the Bernoulli principle, first formulated by Swiss mathematician Daniel Bernoulli.


It says that the pressure inside a high-speed stream of air is less then the pressure inside a slower stream. The curved shape of a wing is designed so that the air passing over the top flows faster than the air moving underneath. And this sets up a pressure differential above and below. Just as high-pressure air inside a balloon tries to escape into the lower-pressure surroundings, the high-pressure air beneath the wing wants to move to the low-pressure area above – and this force pushes the wing upwards, generating lift.
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Turbulence


Most of us have experienced turbulence on an aircraft – flying through choppy, restless air that shakes the plane violently. Turbulence crops up in many other areas of engineering where fluid flow plays a part. And yet the behaviour of a fluid as it passes from smooth, well-defined ‘laminar’ flow to unpredictable, disorganized ‘turbulent’ flow is poorly understood.


The likelihood that a flow will become turbulent can be measured, given by the so-called Reynolds number – the ratio of the fluid’s momentum to its viscosity. Higher Reynolds number flows are prone to becoming turbulent. For example, in a straight uniform pipe, Reynolds values over 3,000 signify the transition to turbulence. Fluid dynamicists believe the secret to comprehending turbulence lies in unpicking the Navier-Stokes equations. So much so, the Clay Mathematics Institute in Cambridge, Massachusetts, has offered a $1 million prize to anyone who can make ‘substantial progress’ towards constructing a theory of turbulence from these fiendishly complicated mathematical equations.


Magnus effect


Fans of baseball and soccer know that expert pitchers and kickers can make a ball curve in flight by spinning it. The physics behind this is known as the Magnus effect. When an object moves through a fluid, a layer of the fluid clings to its surface, the ‘boundary layer’. When the surface is a spinning ball, the boundary layer creates a swirling vortex around the ball as it moves forward through the air. On one side of the ball, the air in the vortex is moving in the same direction as the air flowing past, speeding that airflow up slightly. Conversely on the opposite side of the ball, the vortex acts to slow the passing airflow down. According to the Bernoulli principle, this difference in flow speed sets up a pressure differential. And this creates a force that makes the ball curve towards the side where the flow is fastest.


In the 1920s the German engineer Anton Flettner took advantage of the Magnus effect to build a ship that used rotating cylinders as sails – and, later, an aircraft that dispenses with the need for conventional wings.


[image: ]


Shock waves


Every fluid has its own sound speed – the speed at which sound waves move through it. Generally speaking, this increases with the density of the medium. An object travelling through a fluid at faster than its sound speed creates a shock wave – a thin layer of fluid within which there is an abrupt rise in temperature, density and pressure.


An associated affect is a ‘sonic boom’ – the thunder-like rumble caused by an aircraft travelling faster than the speed of sound in air. It is caused as the shock wave moves outwards, forming a ‘shock cone’ behind the craft as it flies. The angle of the cone is determined by the aircraft’s Mach number – its speed divided by the sound speed in air. A higher Mach number, means the cone is narrower and it takes longer for an observer on the ground to hear the sonic boom after the aircraft has passed over. The fastest jet-powered aircraft ever flown was the Lockheed Martin SR-71, which flew at Mach 3.3.


Bomb blasts and lightning strikes also create supersonic shock waves, as does the cracking of a bullwhip – the ‘crack’ is actually the sonic boom caused as the end of the whip breaks the sound barrier.



WAVES



Wave theory


Waves are moving disturbances in a medium. They come in two main varieties. In a ‘transverse’ wave, the disturbance is at right angles to the wave’s motion. Ripples on a pond are transverse waves. Throw a rock in the pond and ripples spread out from the impact point. The disturbance is just the height of each ripple above the water’s surface. In a ‘longitudinal’ wave, on the other hand, the disturbance is parallel to the wave’s direction of motion. Sound waves fall into this category, as do compression waves on a spring. Squash up a few coils of a stretched spring and let go – the disturbance moves along the spring in the same direction as the spring was compressed.


Physicists assign a wave four main properties. First is wavelength, the physical distance from the peak of one wave to the peak of the next. Second is frequency, the number of waves that pass by a fixed point every second, measured in cycles per second or hertz (Hz). The third quantity is speed – how far the wave travels every second, just given by multiplying its frequency and wavelength together. And finally, the ‘amplitude’ of the wave is just the size of the disturbance it creates as it passes, e.g. the height of the ripples on the pond.
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Sound waves


Hit a solid object with a hammer and, assuming there is enough elasticity in the material for it to vibrate, the disturbance will travel through it as a longitudinal wave (see Wave theory). If the frequency of the wave falls in the range we can hear – 20 to 20,000Hz – then this is a sound wave. The magnitude of a sound is measured on the decibel (dB) scale, and is a direct reflection of the sound wave’s amplitude. The sound of a car ten metres away measures about 30dB, a pneumatic drill at one metre measures 100dB, the threshold of pain is 130dB and the noise of a jet engine at 30 metres clocks an ear-popping 150dB.


A sound wave can travel a huge distance depending on the density of the medium it’s moving through. Whale song – travelling through water, which is around a million times denser than air – can be heard thousands of miles away.


Standing waves


Longitudinal and transverse waves (see Wave theory) are both examples of travelling waves, which carry energy from one point to another. But some waves go nowhere, being anchored instead to a fixed location; these are known as standing waves, like those on a guitar string. Pluck the string in the centre and it vibrates. Although the two ends are fixed, in between the string is free to vibrate with a shape resembling a half-wavelength transverse wave. Pluck the string a quarter of the way along from either end and it traces out a whole wavelength. A sixth of the way along and the length of string forms a wave of 1.5 wavelengths. And so on. There are an infinite number of these ‘modes’ for standing waves on a string, each given by setting the length of the string equal to a whole number of half wavelengths. This is an example of a transverse standing wave. Longitudinal standing waves also exist and can be formed, for example, by trapping sound waves in a tube.
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Resonance


Strike a bell and the sound it produces will be a note at its ‘natural frequency’. Now attach a sound speaker to the bell and gradually increase the frequency of the sound wave played through it. The bell will vibrate in response to the sound, and the amplitude of the vibrations will steadily increase, reaching a peak when the bell’s frequency matches the natural frequency – this is an example of resonance: large-amplitude vibrations caused by relatively small-amplitude inputs.


Resonance is also the reason why a car with its engine idling can sometimes shake violently, experiencing vibrations much larger than when the engine is revving faster. This happens because the engine’s idling frequency – the number of revolutions it makes per second while just ticking over – is close to the natural frequency of the car’s chassis and body. Engineers sometimes try to limit the effects of resonance using ‘dampers’ – devices that limit the amplitude of resonant vibrations. This is especially true in the design of tall buildings in earthquake zones.


Simple harmonic motion


A cork bobbing up and down on the surface of the ocean undergoes what is called simple harmonic motion, as its vertical position plotted with time traces out a perfect waveform. Technically, simple harmonic motion isn’t wave motion but it is closely related and appears in many branches of physics.


In mechanics, examples include a pendulum swinging back and forth under the action of gravity and a mass bouncing on the end of a spring. The values of electric current and voltage in certain electronic circuits can also exhibit simple harmonic motion. Meanwhile, in the particle world, ‘quantum harmonic oscillators’ describe the vibration of some molecules.


Doppler effect


Most people have heard the sound of an ambulance siren seem to shift its pitch from high frequency to low frequency as the ambulance passes. This is a manifestation of the Doppler effect, explained using wave theory by Austrian physicist Christian Doppler in 1842. Doppler realized that sound from a source travelling towards you will increase in frequency, or equivalently, decrease in wavelength (because wavelength is just given by the wave’s speed divided by its frequency). Wavelength is the distance between successive wave crests. But a moving source catches up with each crest to some extent before the next one is emitted, effectively shortening the wavelength and increasing the frequency. The converse effect happens when the source is moving away, leading to a drop in frequency.


Light waves also experience the Doppler effect. Indeed, travelling fast enough towards red traffic lights will shift their colour to shorter-wavelength green. However, you would need to move at around 18 per cent of the speed of light to do this! The Doppler effect is used by astronomers to calculate the recession or approach velocities of stars. Radar operators also use it for plotting the speed of aircraft.


ELECTRICITY AND MAGNETISM


Electric charge


The fundamental property of electricity is electric charge and is measured in coulombs (C), after the French physicist Charles-Augustin de Coulomb. Many subatomic particles carry electric charge, and it normally appears in discrete chunks equal to whole-number multiples of the charge found on an electron, denoted -e which, in Scientific notation, takes the value -1.6 × 10-19C.


Electric charges give rise to electric fields which enable charges to interact with one another from a distance. The fields cause ‘opposite’ charges, for example +e and -e, to attract one another and ‘like’ charges, say two electrons each with charge -e, to repel. The magnitude of the interaction between two charges is given by Coulomb’s Law, which says that the force they experience increases with the size of the charges and decreases with the distance between them squared. Like energy, momentum and mass, charge obeys a conservation law – it’s impossible to create or destroy it.


Electric current


A flow of electric charge is known as an electric current, which is measured in amps. One amp corresponds to a rate of flow of charge equal to one coulomb per second. Current is made to flow, for example through a wire, by connecting the wire up to a source of ‘electromotive force’ (written ‘emf’), such as a battery; emf is measured in volts, and is also referred to sometimes as ‘electric potential’.


The relationship between electric charge and emf is rather like the relationship between mass and gravitational field. A mass dropped in a gravitational field will fall and the rate it falls at is measured by its speed and determined by the strength of the field. Similarly, an electric charge subjected to an emf will move and the rate at which it moves is measured by the electric current, determined by the strength of the emf.


Resistance


The electric current that flows through a piece of wire connected up to a battery is moderated by the ‘resistance’ of the wire – the opposition to the flow of charge. Specifically, the current is given by the voltage of the battery divided by the resistance. Resistance is measured in ohms and varies for different materials. Good electrical conductors, such as metals, have low resistance. Current can pass through a conductor because there are charge carriers – usually free electrons – that can be swept along by the voltage of the battery. And metals have plenty of free electrons. On the other hand, poor conductors, such as plastics, contain very few free electrons and therefore have high resistance.


A current must spend energy to overcome electrical resistance. This rate of energy loss is measured in joules per second, or watts, and is given by multiplying together resistance and current squared. A 100W tungsten filament light bulb loses energy at the rate 100J/s because of the resistance of the tungsten and this energy is emitted as light and heat.


Capacitance


A capacitor is a device that is able to store electric charge usually made up of two conducting plates separated by an insulating material known as a dielectric. Examples of dielectrics include air, mylar and ceramic.


Once fully charged up, a capacitor can be discharged – effectively acting as a mini-battery. Large capacitors can hold enough charge to light a torch (flashlight) bulb for a minute or so; other applications include camera flash units, where intense pulses of current are required from a small battery. Capacitance is measured in farads, after the great British electrical engineer Michael Faraday.


Thunderclouds and the ground form a type of natural capacitor – separated by a dielectric layer of air. Under certain circumstances current can arc across the dielectric, discharging with a flash and a bang – thunder and lightning.


Magnetism


Magnets generate magnetic fields around them and are normally dipolar, meaning they have two poles, labelled north and south, with a magnetic field acting between them. Opposite poles attract one another, whereas poles of the same polarity repel.


Magnetic fields also attract so-called ferromagnetic materials, such as iron and cobalt. The atomic properties of these materials make them especially susceptible to magnetic effects; in fact, all materials that form permanent magnets – such as the ones you stick to your fridge – are ferromagnetic. Magnetic fields are measured in units called tesla, and are detected using devices known as magnetometers. Magnetism has found applications in data storage, navigation and medical imaging.


[image: ]


Induction


It became clear to physicists in the early 19th century that electric current and magnetism are somehow connected. Moving a conducting wire through a magnetic field – or, equivalently, subjecting a stationary wire to a varying magnetic field – produced a current in the wire. And likewise, passing a current through a moving wire using a battery generated a magnetic field. These effects became known as induction and the laws governing it were formulated by Michael Faraday and American physicist Joseph Henry. Induction is key to the operation of dynamo generators – which turn rotational motion, produced for example by an internal combustion engine, into electricity – as well as electric motors, which create rotational motion from a current.


The relationships between electric field, magnetic field and motion in each case are given by Fleming’s right-hand and left-hand rules, respectively (see diagram), named after British physicist John Ambrose Fleming. The Earth and other planets have magnetic fields, thought to be caused by the dynamo effect of conducting fluids circulating in their cores.
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AC/DC


Electric current comes in two forms: AC (alternating current) and DC (direct current). Direct current is constant in time, whereas alternating current, true to its name, varies in time according to wave theory with a well-defined frequency and amplitude. Simple battery-operated electrical devices – such as torches (flashlights), cellphones and iPods – all run on DC. However, domestic electricity is AC.


Transformers


Transformers are pieces of equipment for ramping up low-voltage electricity to high-voltage (step-up transformers) or vice versa (step-down). They work through the principle of electrical induction. Input voltage comes in along a wire which is coiled around one side of a ring-shaped iron core. The input voltage induces a magnetic field in the core which in turn induces an output voltage in a second wire, wound round the opposite side of the core. The ratio of voltage in to voltage out is just given by the respective number of windings on each side.


Transformers only work for AC voltages because induction requires a varying magnetic field. This is why AC is used almost exclusively for domestic electricity. Household electricity needs to be transmitted over large distances from power stations to consumers and it is most cost-effective to do this with a high voltage and low current, because less heat is lost through electrical resistance. And so overhead power lines carry voltages of hundreds of thousands of volts. However, supplying homes with such high-voltage electricity would be dangerous so power is routed to neighbourhood substations where transformers step it down to a few hundred volts, suitable for home use.


Maxwell’s equations


By the early 19th century, it was becoming clear to scientists that electricity and magnetism are just different aspects of the same phenomenon. Scottish physicist James Clerk Maxwell finally formed an overarching theory describing them in 1861, when he published his theory of ‘electromagnetism’. It boiled down to four key equations from which all the properties of electric charge and magnetism could be derived, and which encapsulated the connection between them. Maxwell’s equations of electromagnetism formed the first example of a unification theory – a single scientific framework that brought together the different forces of nature. Others would follow, such as Kaluza–Klein theory and string theory.


Electromagnetic radiation


The theory of electromagnetism, governed by Maxwell’s equations, predicts the existence of waves of electromagnetic energy that travel through space. E-M radiation is made of electric and magnetic fields vibrating, according to wave theory, at right angles to one another and moving through space at the speed of light – 300,000km/s (186,400 miles per second). The radiation is classified across the spectrum by its wavelength. At the long wavelength end, with waves measuring kilometres in length, is long-wavelength radio. Radio occupies a huge swathe of the electromagnetic spectrum, down to wavelengths of around ten centimetres where we enter the microwave region. At around the scale of millimetres this gives way to infrared.


The visible spectrum – the E-M radiation we can actually see – begins at 0.75 microns (that’s 0.75 thousandths of a millimetre) and this is red light. The visible spectrum continues up through orange, yellow, green, blue, indigo and violet, finally merging into ultraviolet at around 0.35 microns. White light, which is what we normally encounter, is just a blend of all the colours in the visible spectrum. Ultraviolet continues up to about a millionth of a millimetre, where X-rays – the radiation used in medical imaging – take over. Gamma rays round off the high-energy end of the spectrum, starting at wavelengths of around a ten-millionth of a millimetre.
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Photons


Certain metals emit electrons when light falls on them in a process known as the photoelectric effect, which proves that light can behave like a stream of particles as well as a wave. It was a key observation in the development of quantum theory, and it won a Nobel Prize for the young Albert Einstein, who was the first to explain how it actually works.


The photoelectric effect was first observed in 1839 but no one could work out how light waves were capable of kicking electrons out of a solid. Einstein’s stroke of genius was to model light as a hail of solid particles called photons – an idea first used by German physicist Max Planck to develop the theory of thermal radiation. The photons collide with electrons in the metal like billiard balls, so that when one comes in with sufficient energy, it knocks an electron clean out of the metal. The photoelectric effect is closely related to the ‘photovoltaic effect’ which produces electricity when light shines on a semiconductor junction – and which underpins the operation of modern solar panels.


Magnetohydrodynamics


The bane of physics and mathematics students worldwide, magnetohydrodynamics (MHD) is a devilishly complex field combining fluid dynamics and Maxwell’s equations of electromagnetism in an attempt to model the behaviour of electrically conducting fluids in the presence of a magnetic field. MHD has been used to construct generators, where charged fluids flow through a magnetic field to generate a voltage by the same principle of operation as a dynamo. It also forms the basis of an experimental propulsion system for ships and submarines, whereby a current is passed through seawater and a magnetic field then applied to force the seawater backwards like a jet. Not content with the complexity of MHD, some cosmologists studying the Big Bang theory have even attempted to merge MHD with Einstein’s general relativity to model conducting fluids in curved space.



OPTICS



Light waves


Just as sound is a kind of mechanical wave that can be picked up by our ears, so light is a form of Electromagnetic radiation we can see with our eyes. The wave nature of light was understood long before the development of electromagnetism. Dutch physicist Christian Huygens published a wave theory of light in 1678, much of which still applies today. Later in the 19th century, the theory was developed further by researchers including Englishman Thomas Young and France’s Augustin-Jean Fresnel. These scientists took the analogy with sound literally, supposing that – just as sound waves need matter to travel through – so light also needs a medium to carry it. This medium was known as the ether. However, later attempts to detect it drew a blank. Light is now known to be a transverse wave made up from oscillating electric and magnetic fields travelling through space at 300,000 km/s (186,411 miles/s), with no need for a carrier medium. The branch of physics dealing with light and its interaction with matter is known as optics.


Reflection


Two of the most basic optical properties of light are reflection and refraction and these describe what happens to a light wave striking an optically denser surface – for example, a ray of light in air encountering a glass windowpane. Some of the light will be reflected and some refracted – the exact amounts depending on the light’s polarization. Two laws govern reflection. First, the three lines formed by the incident light ray, the reflected ray and the ‘normal’ (a line at right angles to the surface) must all lie in the same plane. And, second, the incident and reflected rays must both make the same angle with the normal.
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Refraction


Refraction is a little more complex than reflection; it is the bending of a light ray as it moves between media that have different optical densities. Generally speaking, light will bend towards the normal (a line perpendicular to the surface of the glass) when it is moving into a denser medium and away from the normal when moving to one that is less dense. The higher the optical density, the slower the speed of light in the medium; the amount of refractive bending is given by the relative speeds in each medium.


The degree to which a light ray is bent during refraction also depends on its wavelength. In this way, refraction can split a ray of white light into its component colours – a process called ‘dispersion’; it is especially pronounced when the light passes through a triangular glass prism.
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Magnification


Refraction is the science that explains how the lenses used in telescopes, microscopes and spectacles work – curving the surface of the glass changes the direction of the ‘normal’ (a line perpendicular to the surface of the glass), and this shifts the direction in which the light gets bent. The degree of bending produced by a lens is engineered so that images of objects passing through appear bigger. This is known as magnification.


Simple refracting telescopes use two lenses – an objective lens and an eyepiece. The objective lens gathers light while the eyepiece is responsible for focusing it onto the eye; the magnification of the optical system is determined by the properties of both lenses – and can thus be varied by interchanging eyepieces. Curved mirrors can also be used to magnify light. Whereas a lens concentrates light to a focal point by refraction, mirrors achieve the same effect by reflection. Reflecting telescopes use a curved mirror to gather light and an eyepiece lens to then channel it into the eye.


Diffraction


Refraction is not the only way to bend a beam of light. When light passes through a narrow slit, it spreads out to create a pattern of light and dark bands. The slit needs to be small; shine light through a doorway and you won’t observe any diffraction, but when the slit size is comparable to or smaller than the light’s wavelength, then the effect becomes pronounced.


The wavelength of light is around a thousandth of a millimetre. Typically slits to diffract light take the form of gratings – pieces of material such as glass with slits made by scoring lines every thousandth of a millimetre or so on their surface. The angle by which the light spreads out after passing through the slit depends on its frequency, meaning that diffraction, like refraction, is another way to disperse light into its constituent colours. All kinds of waves can undergo diffraction, including X-rays, sound and water waves.


Aberration


Systems of lenses or optical mirrors aren’t always perfect; defects are known as ‘aberrations’ and they can occur for various reasons, but the commonest are spherical aberration and chromatic aberration. Spherical aberration occurs when an optical mirror has been ground to the wrong shape so that light falling on different parts of the mirror get reflected to different focal points, forming a blurry image. Normally, an optical mirror is ground so that its cross-section is a deeply concave shape known as a parabola. Spherical aberration occurs when the mirror’s shape is more like a sphere, which is the problem that famously plagued the mirror of the Hubble Space Telescope.


Chromatic aberration arises in lens systems because the degree to which a light ray is refracted through glass depends upon its wavelength – or equivalently its colour; multiple images are created, each a different colour and each focused a different distance from the lens. The effect in photographs is to introduce blurry coloured fringes around the edges of objects. The effect can be minimized with ‘achromatic’ lenses, which use layers of glass with different refractive indices to bring different colours to a focus at more or less the same point.


Polarization


In an ordinary light wave, the light’s electric field can point in all possible directions perpendicular to the direction of motion. However, in polarized light this freedom is restricted. The simplest kind is plane-polarized light, where the electric field vibrates in a single fixed direction so that the wave just looks like a vibrating string. Polaroid filters used in cameras and sunglasses are rather like a gate with vertical slats that only allow through waves vibrating in a plane parallel to the slats to produce plane-polarized light. Two overlapping pieces of Polaroid can be rotated relative to one another to vary the amount of light that’s allowed to pass through. Indeed, it can be varied right down to zero – equivalent to the slats in each gate being crossed at 90 degrees to each other. Other kinds of polarization exist, such as circular and elliptical, in which the plane of the electric field rotates, tracing out a corkscrew shape as the wave moves forward.
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Interference


Throw two stones near to each other in a pond and watch the ripples spread out. Where they collide and overlap a complex pattern of peaks and troughs appears. This phenomenon is called interference. It hinges on the fact that the disturbances cased by waves in a medium add up; where two wave peaks meet, a single large peak forms, equal in height to the two smaller peaks added together. Similarly, two overlapping troughs form a single large trough and these are both instances of ‘constructive interference’. However, where a peak and a trough meet the two cancel each other out to some extent, leaving just a small disturbance – or none at all if peak and trough are exactly the same size. This is ‘destructive interference’.


Interference affects all kinds of waves – including light. The bright and dark bands produced by diffraction are just a manifestation of interference at work, as is the phenomenon of ‘beats’ – the warbling, pulsating sound produced when two sound waves have almost but not quite the same frequency. Noise-cancelling headphones work on the principle of destructive interference, monitoring external noise and then generating exactly the right sound wave needed to cancel it out.



RELATIVITY



Galilean relativity


Italian physicist and mathematician Galileo was the first to put forward a theory of relativity, in 1632. He stated that the laws of physics are the same for all observers moving at constant speed. So, for example, a scientist studying a swinging pendulum in his laboratory on land sees it make exactly the same movements as someone watching an identical pendulum on a moving ship. It’s impossible for them to tell just by looking at the pendulum whether they’re moving or at rest.


You can demonstrate Galileo’s principle of relativity for yourself next time you’re riding on a train. Once the train has accelerated to a constant speed, close your eyes. While the rocking of the train from side to side may give away the fact that you’re not stationary, it’s impossible to tell without looking out of the window whether you’re moving forwards or backwards, or how fast you’re going. The Galilean principle set the stage for Einstein’s special relativity, nearly 400 years later.


Special relativity


In the late 19th century experiments had begun to reveal niggling disparities between Maxwell’s equations of electromagnetism and the laws of mechanics – which govern the behaviour of moving bodies. The resolution came in 1905 from Albert Einstein, a physicist working at the patent office in Bern, Switzerland. He realized that the problem was in the way mechanics described objects moving at close to the speed of light. In Galilean relativity, an astronaut moving at half the speed of light sees an oncoming light beam move at a relative speed of 1.5 times the speed of light – their velocities add together, just like cars driving head-on towards each other. But Einstein’s revolutionary insight was that the speed of light, 300,000km/s (186,411 miles/s), is the same for all observers – it makes no difference how fast you’re travelling.


The new laws of motion this led to became known as the special theory of relativity. It not only cleared up the discrepancies between electromagnetism and mechanics but brought new revelations about the nature of space, time and matter – such as the prediction that nothing can travel faster than the speed of light.


Length contraction and time dilation


Einstein’s special relativity has some weird consequences. For example, space and time become squeezed and stretched respectively for objects travelling at close to the speed of light. The first effect is known as ‘length contraction’. An observer who sees a spaceship fly past them at half the speed of light will measure the length of the spacecraft to be just 85 per cent of what it was when stationary. What’s more, clocks on the spacecraft will tick slower. A relativistic effect called ‘time dilation’ means that it takes roughly 1.15 seconds on the observer’s clock for 1 second to pass on the spacecraft. If the spacecraft flew off at the same speed and came back 10 years later, as measured by the astronauts, they’d find the observer had aged by 11.5 years – they return from their journey 1.5 years younger than they should be. Weird as they sound, these effects are real – regularly tested in particle accelerators, giant machines that force subatomic particles to near the speed of light.


E = mc2


It’s perhaps the most famous equation in the whole of science. E = mc2 essentially states that the energy content of an object, E, is just equal to its mass, m, multiplied by the speed of light, c, squared. The formula, which drops directly out of the mathematics of Einstein’s special relativity, has since become the basis for nuclear fission and fusion reactions. Physicists found that splitting apart heavy atomic nuclei – or fusing together lighter ones – leads to a net reduction in mass, translating into a colossal release of energy. Nuclear electricity plants – and nuclear weapons – would later prove the theory.


General relativity


When Einstein’s special relativity was published, in 1905, the gravitational force – responsible for the orbits of the planets – was described by Newtonian gravity. In Newton’s law, gravity was an instantaneous force – propagating through space infinitely fast. But this was manifestly at odds with Einstein’s theory, in which nothing can exceed the speed of light. The problem occupied Einstein for ten years until, in 1915, he published the general theory of relativity – a new theory of gravity that was compatible with the special theory.


Einstein’s key insight this time was to identify the gravitational force with curvature of space and time. Empty space, he realized, is like a flat rubber sheet. Roll a marble across the sheet and it goes in a straight line. But now drop a massive object, like a bowling ball, on the sheet and it creates an indentation that curves the marble’s path, which is what massive objects do to space to create the effect we observe as gravity. By working out the link between curvature and an object’s mass – encapsulated in his all-important ‘field equations’ – Einstein was finally able to bring gravity in line with relativity.


Bending of star light


One of the first experiments that convinced some scientists to take general relativity seriously took place during a total solar eclipse in 1919. Arthur Eddington, an astronomer at Cambridge University, travelled to the island of Principe, Africa, to get a clear view of the eclipse. Here, with the Sun’s bright disc obscured by the Moon, he was able to make accurate measurements of the apparent positions of stars whose light had passed near to the Sun.


The deformation of space that general relativity creates doesn’t just influence solid objects, but – unlike Newtonian gravity – it affects light beams too. This meant that if Einstein was right then the light from distant stars passing near to the Sun should be bent by the Sun’s gravity, causing a small shift in the stars’ apparent positions on the sky. And this is exactly what Eddington found. Astronomers today take advantage of the same physics on a much grander scale – using so-called gravitational lensing to magnify the light from distant galaxies.
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Black holes


In 1916, just a year after Einstein published general relativity, German physicist Karl Schwarzschild solved Einstein’s complex field equations for a spherical body, thus working out a description of the gravitational field around a star or planet. For weak fields the results boiled down to those of Newtonian gravity. But when the gravitational field was very strong, Schwarzschild noticed something interesting: his equations seemed to be saying that if the radius of the gravitating body was small enough then its gravity would become so strong that nothing, not even light, could escape from it.


Schwarzschild had discovered the mathematical description for what is now known as a black hole. The so-called ‘Schwarzschild radius’ gives the size that an object of given mass must be squashed down to in order to become a black hole. Even the Earth can become a black hole if it’s squashed down small enough – our planet has a Schwarzschild radius of about a centimetre. For most stars it’s a few kilometres. The surface delineated by the Schwarzschild radius around a black hole is sometimes known as the hole’s ‘event horizon’. Black holes can be produced in supernova explosions, marking the death of a star. And supermassive black holes – weighing billions of times the mass of the Sun – are thought to lurk at the centres of many galaxies.


Gravitational singularities


At the heart of a black hole, where the laws of physics break down, lies a point of infinite density known as a gravitational singularity. Gravitational singularities form when the gravitational field of a collapsing object has become so strong that there is no force of nature able to resist it and stop the object collapsing. For example, an ordinary star is supported by its internal gas pressure from kinetic theory – the outward force of which balances the inward pull of gravity. Compact objects such as white dwarfs and neutron stars are held up by different kinds of quantum mechanical pressure but when gravity overcomes these there is nothing that can halt the collapse down to a zero-size point.


A great deal of work on the nature of singularities and how they form was carried out in the 1960s by Oxford University mathematician Roger Penrose and Stephen Hawking at Cambridge. Penrose also conceived the so-called ‘cosmic censorship hypothesis’, the notion that singularities must always be hidden from view behind an event horizon. Today, most researchers believe gravitational singularities to be a mathematical quirk of classical general relativity, and that quantum effects in a full theory of quantum gravity will remove them.


Wormholes


A black hole swallows everything that falls within its event horizon but where does this material go? In 1935, Albert Einstein and his Princeton colleague Nathan Rosen argued that it might spew out of counterpart objects known as ‘white holes’. Einstein and Rosen supposed that a black hole and a white hole could be connected via a conduit through space and time, later named a ‘wormhole’.


Wormholes may offer shortcuts through space, linking regions of the Universe that are otherwise vastly separated, and could even hold the key to time travel. However, there is a major hurdle to be overcome if humans are to ever harness wormholes for travel of any kind. Physicists have shown that these spacetime tunnels are inherently unstable. The narrow throat connecting the two mouths tends to pinch shut like a stretched out rubber tube and the only way to hold it open is to use a bizarre kind of material known as exotic matter, which has negative energy. Tiny fractions of a gram have been made in experiments. But to wedge open a wormhole engineers would need a shipment of exotic matter ten times the mass of Jupiter.
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Gravitational waves


One of the few remaining untested predictions of general relativity is the idea that strong time-varying gravitational fields – for example, that produced by a pair of black holes careening around each other at half the speed of light – can give off radiation in the form of ripples in the fabric of space and time itself. These ‘gravitational waves’ travel through space at the speed of light and the passage of a wave would produce tiny fluctuations in the distance between nearby points. Experimental physicists have tried to detect these fluctuations using elaborate arrangements of lasers capable of measuring movements as small as 10-19m. But so far their investigations have drawn a blank.


Although gravitational waves haven’t yet been detected directly, there is indirect evidence for their existence. Astronomers have observed a pair of binary neutron stars – superdense objects formed in supernova explosions – to be coalescing at exactly the rate expected if the system was losing energy by gravitational waves.


Frame dragging


In 1918, two Austrian physicists figured out a consequence of Einstein’s general relativity that put it in a league of its own for weirdness. Josef Lense and Hans Thirring calculated that in Einstein’s theory, rotating objects drag space around with them, rather like a spoon in treacle (syrup). Any objects occupying the space near to a rotating object therefore get swept around with it. For ordinary planets and stars the effect of this so-called ‘frame dragging’ is tiny, but near strongly gravitating objects it can be pronounced.


In particular, in a region near to a rotating black hole known as the ‘ergosphere’, space is swept around so briskly that it is possible to extract useful energy from the rotation. Some scientists have speculated that this could even serve as a power source for an advanced civilization. Speculative evidence for frame dragging was found in 2004 by scientists analysing data from two Earth-orbiting artificial satellites. They claimed to have detected the minute frame-dragging effect of our planet.


QUANTUM THEORY


Particles


The smallest components of matter are the so-called subatomic particles, the building blocks of all other materials. The most common types of particles are protons and neutrons: the proton carries an electric charge of +e, while the neutron is electrically neutral. They each measure around one Fermi in diameter (10-15m, in Scientific notation) and weigh about 2×10-27kg. This seems tiny, but protons and neutrons are giants compared with the other common member of the particle world: the electrons, which each weigh just 10-30kg.


Protons and neutrons cluster together in different numbers to form the atomic nuclei of all the known chemical elements. Electrons then orbit around these nuclei to form atoms and these in turn bond to each other to make molecules. There are scores more subatomic particles known to exist, from mesons to neutrinos to quarks and many more which have been theorized but not yet detected. Quantum theory is the branch of physics governing everything that happens in the subatomic world.


Quantization


The key premise of quantum theory is that, at the subatomic level, matter is no longer continuous. Instead, it comes in discrete chunks, or quanta. Nature is ‘quantized’. One of the first properties that physicists noticed to be behaving in this way was electric charge. In a seminal experiment, the results of which were published in 1910, American physicist Robert Millikan measured the electric charge on droplets of oil, finding them all to be whole-number multiples of a fundamental quantity – the electron charge, -e. Evidence has emerged that other quantities such as energy, momentum – even space and time – are quantized on the smallest scales.


Energy levels


Energy in quantum physics undergoes a process of quantization – that’s to say, it’s constrained to a discontinuous range of values. For example, an electron orbiting the nucleus of an atom is allowed to occupy only certain ‘energy levels’ predicted by quantum laws. When an atom absorbs an amount of energy equal to the gap between two energy levels, an electron in the lower level can jump between the two. After a time, it spontaneously drops back down, re-emitting a photon of the same energy.


A photon’s energy is directly linked to its frequency – the energy is just the frequency times Planck’s constant, a number that crops up time and again in quantum theory, equal to 6.6 × 10–34 in units of joule seconds. Because frequency is the same as colour, that means atoms give off light of characteristic colours as their electrons drop between particular energy levels. This can be seen in the real world during aurorae – the atmospheric lightshows at the North and South Poles – and in neon signs. Electric fields pump neon gas with energy, which raises the energy levels of its electrons. As they drop back to their original level they give off neon’s distinctive red light.


Wave–particle duality


The photoelectric effect proved that waves could behave like solid particles – photons. But this wasn’t a one-way street; particles too, it soon emerged, could exhibit wave-like properties. For example, electrons can undergo diffraction when they pass through the gaps in a crystal lattice. But perhaps the key observation that demonstrated the dual nature of quantum entities as both waves and particles was the so-called double-slit experiment. Light shone through a pair of parallel slits makes an interference pattern of many bright and dark bands on a screen, as peaks and troughs in the light waves overlap. But what if the intensity of the light is turned down to the point where single photons pass through the apparatus one at a time? You might suspect each photon to pass though either one slit or the other, and the interference pattern to disappear.


Yet the truth is rather different. The single photon makes a single bright dot on the screen. But repeat the experiment many times and record the position of the bright dot each time, and they all build up to recreate the original interference pattern. Matter really does behave like particles and waves at the same time.
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Schrödinger equation


The correspondence between quantum particles and waves was put on a solid footing by Austrian physicist Erwin Schrödinger in 1926. He formulated a wave equation describing a solid particle. The equation doesn’t give the particle’s definite position in space but rather the probability of finding it at a particular point; it describes a probability wave, the peaks of which correspond to the locations where the particle is most likely to be.


In the case of the double-slit experiment, which was crucial in establishing wave–particle duality, the Schrödinger equation predicts a wave of probability peaks on the screen – these correspond to where each individual photon of light is most likely to end up.


Uncertainty principle


Put forward by German physicist Werner Heisenberg in 1927, the uncertainty principle is perhaps one of the weirdest laws of quantum theory. In essence, the principle says that it’s impossible to know both the position and momentum of a particle at the same time. The more accurately you know one, the less accurately you must know the other. Specifically, Heisenberg deduced that the uncertainty in position multiplied by the uncertainty in momentum must be greater than or equal to Planck’s constant, a number that arises in the definition of atomic energy levels.


Initially, the uncertainty principle was thought to be the result of disturbances introduced by the process of measuring the state of a quantum system. But this view is now outmoded – uncertainty is a fundamental property of quantum particles, whether they are measured or not.


Quantum spin


Quantum particles display many phenomena that are analogous with the large-scale world, but one which is radically different is quantum ‘spin’. Whereas spin in the everyday world is a property of motion, like speed and acceleration, quantum spin is an intrinsic property of particles – more akin to mass and electric charge. Like other quantum properties, spin is quantized – it normally comes in whole-number multiples of 1/2.


Quantum particles are split into two broad families according to the value of their spin. Those with whole-number spin – 0, 1, 2, etc – are called bosons. While those with half-whole-number spin – 1/2, 3/2, 5/2, etc – are known as fermions. Protons, neutrons and electrons all have spin 1/2, and are thus fermions. Photons, on the other hand, have spin 1, making them bosons. Although the spin of a particle is fixed, it can be flipped between one of two states, dubbed ‘up’ and ‘down’ and denoted as +/- respectively. So an electron has spin +1/2 in the up state and -1/2 in the down state.


Quantum numbers


Four so-called quantum numbers describe the behaviour of electrons inside atoms. The first number gives the energy level around the atom’s nucleus that the electron occupies, normally assigned the letter ‘n’ and taking a whole-number value such as 1, 2 or 3. Within each energy level there is scope for the quantum analogue of angular momentum. Normally denoted ‘l’ this can take any whole-number value between 0 and n-1. So in the n=2 energy level, l can be either 0 or 1. Meanwhile, the magnetic quantum number, ‘ml’, can vary between -l and l - so, -1, 0 and 1 are allowed for the case of n=2. Finally, the spin quantum number, ‘ms’, records the up or down value of the electron’s quantum spin – and so takes the value +1/2 or -1/2.


Quantum numbers all obey conservation laws and together specify the ‘state’ of a quantum system. The four numbers given above are sufficient to specify the state of electrons in an atom; more complex quantum systems require more than these four basic numbers.


Exclusion principle


The Pauli exclusion principle, after Wolfgang Pauli, the physicist who discovered it in 1925, is a theory governing the behaviour of fermions – that is, particles with half-whole-number quantum spin. In its most basic form, the principle says that in an atom no two electrons can have the same values for all four of their quantum numbers. The Pauli exclusion principle, together with the rules of quantum numbers, determine how many electrons can occupy each energy level in an atom. For example, in the lowest energy level, n=1, the only permissible value for quantum numbers l and ml is zero. The final number, ms, can be either +1/2 or -1/2. This means there are two distinct states in the n=1 level and therefore it can hold a maximum of two electrons. Similarly, n=2, 3 and 4 can hold 8, 18 and 32 electrons, respectively. The exclusion principle means that bosons and fermions interact with one another very differently, and this affects their large-scale properties, as described by statistical mechanics.


Schrödinger’s cat


The wave interpretation of quantum theory seems to allow particles to be in two places at once. In the double-slit experiment of wave-particle duality, for example, a single particle seems to pass through both slits to create an interference pattern on the screen. Austrian physicist Erwin Schrödinger devised a cunning thought experiment to demonstrate the apparent absurdity of this, which has since become known as Schrödinger’s cat.


Schrödinger imagined a locked box, inside which is a cat and a phial (vial) of lethal poison. The poison is rigged to a quantum process – say, the decay of a radioactive atom – so that if the atom decays, the phial (vial) breaks and the cat dies. If the atom remains intact, the cat lives. Schrödinger reasoned that before a measurement is made – i.e. before the box is opened – the atom is governed by a wave equation that describes it as simultaneously decayed and not decayed. And therefore the cat must be simultaneously both dead and alive. Weird.


Copenhagen interpretation


Thought experiments such as Schrödinger’s cat forced physicists to think long and hard about what their quantum laws were actually telling them about the physical world. The early view was known as the Copenhagen interpretation of quantum theory, named in honour of quantum physicist Niels Bohr, of the University of Copenhagen in Denmark, who put in much of the work developing it.


Central to the Copenhagen interpretation is a process called ‘collapse of the wavefunction’. This says that quantum particles behave like waves – enabling them to be in two places at once – until they are measured, at which point the wave function collapses down and they become solid particles with a well-defined position. In the Schrödinger’s cat thought experiment, the wavefunction of the radioactive source – and by association, the cat – only collapse to a well-defined state once the box is opened. Up to that point the cat is both dead and alive – afterwards, it’s one or the other.


Many worlds


A modern alternative to the Copenhagen interpretation is what’s known as the many worlds interpretation, which was put forward by physicist Hugh Everett in 1957. In essence, this says that every quantum event causes a splitting of our Universe into many parallel universes, in which every possible outcome of the event is realized. While at first sight this seems implausible, many worlds actually offers a more satisfactory interpretation of quantum theory than Copenhagen’s collapse of the wavefunction, because it takes the emphasis off the observer.


In the many worlds take on the Schrödinger’s cat experiment, our Universe splits into two – one in which the radioactive source decays and one in which it doesn’t. In one universe the cat lives while in the other it dies. The equations of quantum theory then give the relative probabilities of us ending up in each universe. Crucially, the cat is never both alive and dead in the same universe and this is down to a feature of the many worlds interpretation called decoherence.


Decoherence


In the Copenhagen interpretation of quantum theory, collapse of the wavefunction determines when a particle stops behaving as a quantum wave and starts behaving like a ‘classical’ object that can only be in one place at a time. In the many worlds view, the transition from quantum to classical behaviour is referred to as decoherence. Whereas collapse of the wavefunction attributes this transition to the meddling fingers of the observer trying to make a measurement, decoherence puts it down to the inevitable interaction of a delicate quantum system with its environment. It’s a little bit like thinking of quantum effects as the balance of forces and air currents needed to create a perfect smoke ring in the air – which are then suddenly swamped by a gust of wind.


In the many worlds view of the Schrödinger’s cat experiment, each time the wavefunction of the radioactive source interacts with the particle detector, it forces the wave to decohere into a state where it’s either emitted or hasn’t emitted a particle of radiation. And it’s at exactly this point that the universes corresponding to each possibility peel apart.


Quantum suicide


Will there ever be a way to tell between the many worlds and Copenhagen interpretations of quantum theory? Physicist Max Tegmark, of the Massachusetts Institute of Technology, thinks he’s come up with a way: a macabre twist on the Schrödinger’s cat thought experiment, called quantum suicide. Tegmark imagines a rifle with an automatic mechanism to pull the trigger. The mechanism incorporates a quantum device so that it will either fire a live round or click harmlessly with 50/50 probability.


To anyone watching, the gun clicks and fires at random. But, says Tegmark, anyone who puts their head in front of the barrel will hear a guaranteed click every time. He says the reason is that in the many worlds interpretation, of which he is a supporter, there are always real universes in which the gun doesn’t fire. The experimenter isn’t going to be around to see the results in universes where the gun goes off and so must therefore find themselves in a universe in which they’ve survived. That said, Tegmark adds that he has no plans to try quantum suicide anytime soon.



QUANTUM PHENOMENA



Virtual particles


Empty space isn’t really empty. According to the uncertainty principle it’s a seething mass of subatomic particles popping in and out of existence, which are known as virtual particles. The principle says that the uncertainty in a particle’s position multiplied by the uncertainty in its momentum must always be larger than a small number called Planck’s constant. But it turns out this is the same as saying that the uncertainty in a particle’s energy multiplied by the uncertainty in the time at which you make the observation must also be bigger than a minimum value. Therefore a particle with energy E can spontaneously pop into existence so long as it’s gone again in a time t, such that E and t, when multiplied together, satisfy the uncertainty principle. It means you can make short-lived high-energy particles or low-energy particles that stick around for a little longer. Virtual particles are formed in pairs consisting of one matter particle and an antimatter partner.


Zero-point energy


The lowest-energy state of a quantum system is known as its ground state, and the energy level of the ground state is sometimes called the zero-point energy. It is a phrase that comes from the zero of the thermodynamic temperature scale defined by kinetic theory, generally taken to represent the lowest energy a system can possess. And the existence of virtual particles means that the zero-point energy of empty space – also known as the ‘vacuum energy’ – is actually non-zero. Also the sum of the vacuum energy in all of space – called the cosmological constant, or dark energy – is believed to affect the cosmic expansion rate.


Casimir effect


A direct consequence of the zero-point energy of space is a phenomenon called the Casimir effect. Two parallel metal plates placed a few millionths of a millimetre apart in a vacuum experience a force pulling them together; the force arises from virtual particles. Quantum theory says that these particles can equally well be thought of as waves. Outside of the plates, waves of all wavelengths can exist, but inside there can only be waves that fit between the plates – standing waves for which the distance between the plates is a whole-number of half wavelengths. Now convert back to particle language and this means there are less particles inside than outside, and that creates a pressure difference which forces the plates together.


The Casimir effect was put forward theoretically by Dutch physicist Hendrik Casimir in 1948. It was measured experimentally by Steve Lamoreaux at Los Alamos National Laboratory in 1997.
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Quantum entanglement


In 1935, Albert Einstein and two colleagues – Nathan Rosen and Boris Podolsky – put forward a quantum thought experiment that would have lasting consequences. They imagined a quantum process that produces two particles with opposite quantum spin. Pion particles can do this – they are known to decay into pairs consisting of an electron and a positron (the electron’s antimatter counterpart). One decay particle has spin +1/2, the other spin -1/2 but it’s impossible to tell which is which until a measurement is made. In fact, the particles themselves don’t even decide which is which until a measurement is made that forces their wavefunctions to undergo decoherence.


However, when that measurement is made, and one particle’s wavefunction is forced to decohere, this instantly fixes the state of the other one too – regardless how far away it may be. Take the particles to opposite sides of the Universe, measure one of them and this instantly determines the state of the other. Einstein famously derided this ‘spooky action at a distance’, believing it to be unphysical. However, the ability of quantum particles to remain linked in this way is now called quantum entanglement, and it forms the basis of eavesdropper-proof quantum communication systems and even teleportation.


Bose–Einstein condensate


Fermion particles, those with half-whole-number quantum spin, obey the Pauli exclusion principle – that in any given quantum system it’s impossible for two or more particles to occupy the same state. For bosons, particles with whole-number spin, it’s a different story. Bosons have no qualms about all stacking into the same state. And this means that if a system is cooled very close to the absolute zero of temperature (see kinetic theory), every particle drops into the system’s lowest-energy ‘ground state’. Such a system is called a Bose–Einstein condensate, after physicists Satyendra Nath Bose and Albert Einstein, who theoretically predicted this state of matter in the 1920s.
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