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This book is dedicated to the thousands of TIBCO employees whose technical skills and business insights have helped form the founding principles behind the concept of the two-second advantage. They inspire me daily with their creativity, intelligence, and tenacity.


—VIVEK RANADIVÉ



To my late father, Francis Maney Jr., who after forty-plus years still seems to hang around and help.


—KEVIN MANEY






INTRODUCTION



When the universe puts together a series of fortunate circumstances, it’s probably a good idea to pay attention. Just such a set of circumstances led to this book.


Kevin Maney grew up in upstate New York and has played hockey since he was young. (He still plays and has all his own teeth.) He’s almost exactly the same age and size as Wayne Gretzky. Somehow or other, Gretzky became the greatest player in hockey history, and Kevin … didn’t. But for years now, Kevin has been fascinated with Gretzky’s most pronounced talent: his ability to know what was going to happen on the ice a second or two before anyone else. In the mid-2000s, Palm cofounder Jeff Hawkins introduced Kevin to theories about how the brain works as a predictive machine, which led Kevin to explore the source of Wayne Gretzky’s success in hockey. He’d begun sketching out ideas that had to do with predictiveness, talent, and Gretzky’s brain for a new book he was contemplating.


Around the same time, Vivek Ranadive, the CEO of TIBCO Software Inc., noticed the arrival of a next iteration of technology that combined real-time computing, context, in-memory software, complex event processing, and analytics. Information about events happening in the moment could be correlated with historical data using software to predict future patterns. The result? New capabilities that could anticipate what was about to take place and act with precision before that moment arrives. TIBCO makes software technology that can do this stuff. Around TIBCO, Vivek started talking about his ideas. He felt that putting them into a book would help his employees understand his thinking and get technology and business people talking about the immense possibilities of this new capability.


Vivek and Kevin met in late 2009 in a TIBCO conference room, where Vivek told Kevin what he was seeing in terms of advances in technology. Kevin told Vivek about predictiveness and the human brain. Vivek realized that Kevin’s ideas about the abilities of Wayne Gretzky’s brain sounded a lot like the systems he believed companies had to implement to be competitive in the twenty-first century. And Kevin was intrigued that computer scientists were on a path to help explain talents such as those possessed by Gretzky.


They realized they had come across the right idea at the right time. Technology is reaching a breaking point, with too much data overwhelming computing’s capabilities, and a new model of information technology is needed. The predictive nature of the brain is an expanding area of scientific discovery. And the intersection of the two—computer science and neuroscience—is an increasingly hot field that’s likely to give birth to the next generation of information technology. On their own, neither Vivek nor Kevin would’ve seen the connections between technology and the brain so clearly. Together, they found the fields created a perfect synergy for the 2010s. This book is the result of their collaboration.


The authors would like to acknowledge some individuals for their valuable help on this project.


Vivek Ranadivé: With any project, there are many individuals to thank behind the scenes and this book is no different. The support of my family and friends and their help and feedback in transforming my thoughts into a concept worth publishing has been invaluable. Roger Scholl, my editor, and Kevin Maney, my coauthor, have been incredibly patient and insightful, and have not only done the hard work of tying all the threads together, but have made significant contributions to the ideas in this book. I would also like to thank several colleagues who contributed greatly to this book’s content: Don Adams, Kal Krishnan, Matt Langdon, Ram Menon, Matt Quinn, Murat Sonmez, Raj Verma, Srini Vinnakota, and many others too numerous to mention. My gratitude to Kevin Tam and Anthony Zambataro for their outstanding cover design, and to Jennifer Quichocho, my assistant, for all her help.


Kevin Maney: I would like to thank Dan Fost and Russ Mitchell for their research work. Jeff Hawkins gets a special nod for introducing me to the idea of the predictive nature of brains in the early 2000s, and for putting up with my asking him more about it over and over again through the years. Thanks, too, to neuroscientists Jim Olds, Stephen Grossberg, and Paula Tallal for their general advice and input. Thanks to Roger Scholl, the editor on this book (and my previous book, Trade-Off), for having faith in the project and seeing it through. Sandy Dijkstra, our agent, helped make it happen. Thanks to the folks at TIBCO who from time to time set aside running a fast-growing company to help the book along, including Holly Gilthorpe, Ram Menon, Don Adams, and Srini Vinnakota. Finally, much appreciation to Kristin, Alison, and Sam for understanding when book writing had to take over weekday evenings and Sunday afternoons.
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WAYNE GRETZKY’S BRAIN IN A BOX



In the 1981–82 hockey season, Wayne Gretzky broke the National Hockey League record by putting ninety-two pucks in the net. At the time, he stood five feet eleven inches tall and weighed 170 pounds—a wisp compared to the average NHL player. “I look more like the guy who bags your groceries at the local supermarket,” he said about himself.1 He wasn’t even a particularly great athlete, in a purely physical sense. “Our team doctors tested my endurance, strength, reflexes and flexibility with machines, bicycles and drills,” Gretzky told an interviewer. “They tested every guy on the team and I did BAD in all the tests.”2 Yet Gretzky holds just about every hockey scoring record there is. He is the best player in the sport’s history.


And here’s the crazy thing: Gretzky didn’t get so good in spite of his unimpressive physical attributes—he became so good because of them.


Gretzky grew up in Brantford, Ontario, and started skating on the nearby river when he was two. He played hockey with the local kids every chance he could in winter—an hour before school, a couple of hours after school, another hour or two after dinner. His father, Walter, taught him and coached him, although he didn’t push him. “I practiced all day because I loved it,” Gretzky said. When he was six, he tried out for the Brantford Atom League for ten-year-olds and made it. One photo from that season shows Gretzky skating with his teammates, his head about as high as the numbers on most of his teammates’ jerseys.


That first year, Gretzky scored one goal. The next year, he scored 27 goals; the next year, as an eight-year-old, 104; then 196; and when he was ten, Gretzky scored 378 goals in sixty-nine games. Yet he was always one of the smallest, scrawniest players in the league. No one had seen anything like it. Newspapers and magazines rushed reporters to Brantford to write stories about him.


Gretzky quickly moved to higher-level leagues with much older, beefier guys. Since Gretzky couldn’t unleash physical prowess on these opponents, he developed a different kind of weapon: his brain. “When I was five and playing against 11-year-olds, who were bigger, stronger, faster, I just had to figure out a way to play with them,” Gretzky explained. “When I was 14, I played against 20-year-olds, and when I was 17, I played with men. Basically, I had to play the same style all the way through. I couldn’t beat people with my strength; I don’t have a hard shot; I’m not the quickest skater in the league. My eyes and my mind have to do most of the work.”


He added: “I had to be ahead of everybody else or I wouldn’t have survived.”3


Gretzky’s father taught him anticipation, and Gretzky memorized hundreds of tricks and shortcuts—and then perfected them, because he had no other way of succeeding on the ice. The more he played, the more that sense of anticipation became instinct.


Before long, he could hold the whole evolving situation—everything that was happening on the ice and the movement of every player—in his mind. “When you’re 170 pounds playing with 210-pound guys, you learn to find out where everybody is on the ice at all times,” Gretzky noted. Being small forced Gretzky to develop an exquisite hockey brain. He built a predictive model of hockey in his head, so that as a game unfolded he could use memories of past games and tactics, and a reading of the immediate situation, to predict what would happen next.


Every other good player does this to some extent. But Gretzky could do it just a little bit faster and a little more accurately than everyone else. Lots of kids growing up in Canada had skated for hours from the time they were preschoolers. Lots of kids had fathers who coached and drove them. Most of those kids had bigger, stronger bodies than Gretzky. Yet none of them became a Wayne Gretzky, because none of them developed the predictive brain Gretzky did.


He truly was able to understand what was going to happen an instant or two before anyone else on the ice—and skate to where the puck was going to be. That was his famous line: He’d say that he doesn’t skate to where the puck is—he skates to where it’s going to be. Commentators would often say that Gretzky seemed to be two seconds ahead of everyone else. That capability drove Gretzky’s phenomenal success in the NHL. Gretzky went on to lead the Edmonton Oilers to four Stanley Cup championships.


“He reads where other people are going to be,” said Grant Fuhr, who played with Gretzky on the Oilers. “People don’t even think of a play, because they don’t think that play is possible. And Gretzky makes that play. He’ll pass to a place, not a player. Somebody’ll be heading to a place, and Wayne knows they can score from that spot, and that’s where (the puck) goes.”4


But what’s going on inside Gretzky’s head from a scientific point of view? Are there lessons from Gretzky that have implications for, say, running a department store?


Like Gretzky on ice, the most successful people in various fields make continual, accurate predictions just a little ahead of and a little better than everyone else. It is the one common denominator of almost all consistent success. Talented people don’t need to have a vision of the future ten years out or even ten days out. They need a highly probable prediction just far enough ahead to see an opening or opportunity an instant before the competition. That’s true for athletes, artists, businesspeople, or anyone in any field.


Metaphorically, the prediction only needs to be two seconds out—though the actual time may be hundredths of a second or several minutes, depending on the situation. In other words, talented people have a two-second advantage. (In his 2005 best seller Blink: The Power of Thinking Without Thinking, author Malcolm Gladwell describes how judgments made in two seconds are often more accurate than those made after months of analysis. “It’s a system in which our brain reaches conclusions without immediately telling us that it’s reaching conclusions,” Gladwell writes.5)


This concept maps to theories in neuroscience about intelligence that have solidified over the past two decades at research centers such as the Redwood Center for Theoretical Neuroscience at the University of California at Berkeley; in the work of neuroscientists such as Stephen Grossberg at Boston University and Paula Tallal at Rutgers University; in experimental projects funded by the Defense Advanced Research Projects Agency (DARPA); and in a number of other research centers.


First, these scientists have found, the brain forms memories assembled from experiences. Those experiences get stored as patterns and assembled into quickly accessed chunks of information. The more experiences are repeated, the stronger and more complex the patterns become. When Gretzky, for instance, saw an opposing goalie move a certain way, the image fired up an instantaneous, complex pattern built out of everything Gretzky had experienced and stored in his memory.


These capabilities don’t hold true just for superstars in sports. In everyday existence, our senses constantly send information to our brains. The brain uses this stream of information to fire up stored patterns of memories, telling us, This looks familiar—here’s what’s probably going to happen next. The brain tests what it thought would happen against what actually happens, and adjusts—and makes new predictions. Brains can perform this sequence in milliseconds, constantly.


When walking up stairs, your brain recognizes from previous patterns that the next stair will be as high as the previous stair, so it directs your foot to follow that prediction. That prediction is what allows you to walk up a set of stairs in the dark without thinking much about it. But if one stair is a little higher than the others, you may trip and have to start paying closer attention.


The human brain is a predictive machine. Intelligence is prediction. This is a relatively new concept in neuroscience, coalescing into broad acceptance only in the 1990s and 2000s. While the connection between prediction and general intelligence is generally understood, an even newer—and largely unexplored—idea has emerged in neuroscience: exceptional predictive capability is what drives talent. Up to now, only a few empirical studies have focused on that link, but a number of scientists and psychologists have suggested theories about talent and predictiveness. Anecdotally, when talented people are asked about their abilities, they often describe a superpredictive capability—as Gretzky has in the past.


Most successful people are really good at making very accurate predictions—usually about some particular activity—just a little faster and better than everyone else. We see it all around us. The salesman who sells more than anybody else has developed a talent for anticipating people’s reactions to his pitches, allowing him to steer the conversation before it gets off course. The teacher who seems to get the most out of her students with the least effort has developed predictive models in her head for how kids behave and respond to certain teaching methods.


The great jazz saxophonist Joe Lovano talked to us about hearing notes before they’re played. A man named Mystery—self-described as the “world’s greatest pickup artist”—said he can anticipate how women are going to react in a bar. Tom Menino, the seven-term mayor of Boston, told us about the mental model of Boston he’s built in his brain, allowing him to instantly anticipate how a proposed law or building will affect the city.


There are two ways to acquire this kind of prediction-based talent.


One is to inherit it. Some people have brains that are wired to do something better than the rest of us. Their neurons fire and connect faster and organize themselves more efficiently for a particular task. They can master a skill without much training—like the kid who gets straight As without toiling over homework or wins piano competitions despite barely practicing. At the extreme end of inherited talent are savants, and such talent is rare and comes with difficulties.


The other way to gain a more predictive brain is to develop one. Perhaps a person doesn’t have as much raw talent as some. But through thousands of hours of practice and hard work and field testing, that person can craft an efficient, effective predictive model in his or her field. Such people practice until they get it right. They become many of the world’s success stories—the writers who penned ten failed novels before writing that magical book that took off; the entrepreneur who failed in several businesses before founding a hot start-up.


But to achieve the success of a Gretzky, most people need both the natural wiring and the hard work, forging them together through a singular combination of circumstances.


“Gretzky was uniquely lucky,” George Mason University neuroscience professor James Olds told us. Gretzky’s brain had the advantage of great circuitry, to be sure. Because of his love of playing hockey, plus the long Canadian winters and his father’s coaching, Gretzky got thousands of hours of practice that seared the dynamics of the sport into his memory. And then his small size gave him a reason to rely on his brain instead of his athleticism, stoking him to build better and better predictive models until he could out-anticipate anyone in the game.


This, ironically, allowed Gretzky to not have to think so much during a game, allowing his brain to respond faster. Through his career, he continued to master ever greater complexity about the game, eventually storing whole symphonies of complex movements in single chunks. Think of it as being a little like baking. Other players, when taking in a developing situation on the ice, essentially were seeing the flour, the eggs, and all the other individual ingredients and had to think about how to put them all together to make a cake. Gretzky just saw a cake.


Instead of constantly having to access all the information he had stored about hockey in his brain during games—which would’ve taken too much computational time and effort—Gretzky was able to access whole chunks of information that he’d already assembled, analyzed, and understood. The informational chunks formed a well-honed, efficient mental model of hockey. All Gretzky had to do during a game was reference his mental model and then let the information unfolding in the game flow in through his senses. When he recognized the way a play was going, it would activate chunks of knowledge based on what he’d seen before. That would in turn generate a prediction: this is what’s probably going to happen. His brain would test what he was seeing against the prediction, perhaps taking into account that one of his teammates seemed a little slower that game, or the unexpected positioning of a rookie defenseman. Then, in a flash, the predictive model in his brain would adjust to the action on the ice and he would know, with astounding accuracy, what was going to happen next.


Gretzky didn’t try to create a plan for the whole sixty-minute game, or even think about what he was going to set up for thirty seconds from now. All he had to do was predict what was about to happen in the next instant and do it a little bit faster and a little more accurately than anyone else. It gave Gretzky a gigantic advantage. It was his two-second advantage.


Imagine if a company could, in effect, skate to where the puck is going to be—not guess where it might be three months from now but correctly anticipate what’s about to happen in an instant. Some entities are already moving in that direction. Sam’s Club does an amazing job of knowing what its members are going to want to buy when they walk into the store. The East Orange, New Jersey, police department is getting better at predicting where and when a crime is about to take place, so it can have a police car drive by, preventing the crime from ever occurring. Such examples are not at the sophisticated level of Gretzky’s brain during a hockey game, but they are an important leap in that direction.


Computer experts realize that the way the two-second advantage worked in Gretzky’s head holds the key to how it can work in technology and ultimately change how companies and other organizations operate.


On March 28, 1955, Time magazine reported on a new generation of machinery called computers. The cover featured a drawing of IBM’s Thomas Watson Jr. in front of a cartoonish robot over a headline that read, “Clink. Clank. Think.” The story marveled at a computer built by IBM working inside a Monsanto office building. “To IBM, it was the Model 702 Electronic Data Processing Machine,” the story reported. “To Monsanto and awed visitors, it was simply ‘the giant brain.’”6


Technologists have long tried to build computers that can do brainlike things. They’ve worked on artificial intelligence and robots and on making computers that can beat grand masters at chess. But those projects have all had narrow success at best. The basic structure of computers works very differently from that of brains. Computers can do some things better than humans, like instantly calculate long equations or sort through millions of documents looking for a few key words. But they can’t do some of the simplest things even a three-year-old can do—like knowing that a line drawing of a cow and a real cow are both a cow. Computers definitely can’t match the brain’s higher-level processes, like putting disparate ideas together in a flash of inspiration. Building a computer that thinks like a person is a long way out—and perhaps a quixotic quest in the first place.


And yet computer scientists are learning from human brain research and are building computer systems to operate in new ways borrowed from the human predictive model. These systems, in their own way, build memory chunks and generate behavior based on predictions. Sensors can feed information back to the computers to both build patterns and test predictions.


Forward-thinking companies are starting to use these new systems to operate more like talented humans than bureaucratic organizations. These companies can use technology to sense what’s happening in the market, constantly adjust, and act just a little bit ahead of time—a two-second advantage.


As it turns out, getting just a little bit of the right information just ahead of when it’s needed is a lot more valuable than all the information in the world a month or a day later. Using a database to analyze piles of data after the fact would be like Wayne Gretzky scouring through all his hockey memories to analyze why he didn’t score in the last game and make a plan for the next game. While that might be valuable, it’s not enough anymore. Enterprises will want to anticipate like Gretzky, using an efficient “mental model” to get a little ahead of events and make instant judgments about what to do next. Companies will be able to anticipate customers’ needs. Stores will no longer carry too much or too little of a product. Law enforcement will be able to stop criminal acts before they happen.


A number of trends are coming together to facilitate two-second-advantage technology.


For fifty years, we’ve lived in a world of database technology. Corporations and government agencies collect information from individual interactions (forms filled out, reservations made), transactions (at ATMs, on the Web, through credit card purchases), and recorded events (baseball scores, hurricane readings from the Gulf of Mexico, airline departures from LAX). The data gets fed into a structured database, which can mix, match, and analyze it to make discoveries about things that happened.


A database might tell a retailer that it sells 50 percent more Pampers in August, suggesting the store should stock up that month. Or a database could tell an airline that when it lowers prices by twenty dollars on a particular route, it steals a chunk of market share from its competitors. A census is a monstrous database that can identify patterns in a nation’s population every ten years.


Databases can help an executive make informed decisions about what to do next based on past outcomes, and that’s valuable. And databases have gotten increasingly real time. A couple of decades ago, an executive had to put in a request for information from a database and wait a day or a week to get the results. In 2011 databases can update information on the fly and instantly answer a query from an executive with a flood of information about what happened earlier that day.


Database technology is critical to the operation of nearly every enterprise of any size everywhere on the planet. Yet databases have major handicaps in today’s world. They’re inherently focused on the past. They analyze what’s already happened, not predict what’s about to happen. And databases are about to get overwhelmed by crushing waves of data from a constantly expanding number of sources. Database technology won’t be able to keep up.


In 2010 more than 1,200 exabytes of digital information was created. A single exabyte is equal to about one trillion books. Every two years, the volume of data created quadruples. About 70 percent of it is created by individuals, including profile information on social networks, videos on YouTube, tweets on Twitter, music preferences on Pandora, and location check-ins on Foursquare. The rest is coming from an ever-expanding universe of sensors. These include chips placed on buoys to keep tabs on a bay’s water, RFID tags on luggage that tell an airline every time a bag is loaded or unloaded, and the billions of cell phones in the world—each of which constantly tells the cell company where people are and how they move around.


At the same time, storage technology is improving so fast, it will be possible to gather and store all of this data that comes roaring in. While more data can certainly be valuable, too much can get overwhelming. If database technology has to sort through all the data to answer every query, it will get bogged down. Answers will come too slowly. Just as Gretzky can’t search every memory during a game, a business can’t search all its data each time it needs an answer.


Rapidly escalating stores of data might be less of a problem if computer processing power could increase fast enough to keep up. But that’s not likely. Since the 1970s, processing power has improved at a pace described by Moore’s law: roughly twice as many transistors can be packed onto a microprocessor every eighteen months. From the 1980s to the late 2000s, computer systems got hundreds of times faster. But the individual transistors have now gotten so small—less than a dozen atoms across—that they can’t get much smaller. The kind of technology that currently runs almost all computers can only get two or three times faster.


To handle the coming data onslaught, technologists are pursuing alternative kinds of computing. The most promising path is to develop more brainlike computers—technology that will use data to build models as Gretzky did, learning from data but not relying on the entire database. The technology will be able to read real-time events and predict what will happen next.


That kind of speed and agility in technology is increasingly critical. In business, government, and everyday life, time to react is dropping. Competition is driving the world to work at an ever faster pace. No one can afford to react too late based on information that’s too old. The new competitive advantage will be an ability to anticipate events based on information about what’s happening right now.


Before the Internet, we were in an era we call Enterprise 1.0. In a bank, for instance, customers would come in all day long—no ATMs!—and tellers would pile up pieces of paper tallying transactions. At the end of the day, the branch manager would account for everything, then send the information to headquarters, where information from all the branches would be assembled and calculated. Getting a report on the state of affairs at the bank might take days or weeks. Reaction time to any single event could be measured with a calendar.


Computers and the Internet ushered in Enterprise 2.0. Every transaction became a bit of digital data. As computers and networks got more powerful, that data could be calculated and analyzed faster and faster, to the point where the bank CEO could look at a computer screen and see the money flowing in and out of his banking company in almost real time. Reaction time to any single event could be measured with a stopwatch.


We’re entering Enterprise 3.0. Now every event can become a bit of digital data. A transaction is one kind of event, but there are many others too. Every time a customer logs on to the bank’s Web site, even if no transaction is completed, that’s an event. Cell phone signal analysis may tell a bank how many people walk by a branch every day—more events. Debit card purchases at far-flung retailers are events. A bank should be able to recognize patterns of events and anticipate what a customer might want next, proactively capturing that business. Reaction time to any single event will have to be measured with a time machine—because the idea is to act in anticipation.


In the era of Enterprise 3.0, making decisions based on information even just a few seconds old could be disastrous. Trying to make decisions based on all the events coming in would be mind-bogglingly difficult. The new systems need the right information in the right place at the right time, so they can anticipate what’s coming next.


The basic idea of using data to be predictive in business doesn’t come out of thin air. Companies have been deploying mathematics and software to try to foresee events for decades. Statistical analysis proved that events could be predicted within levels of probability—like the mean time before failure of mechanical equipment or the likelihood of people within a given zip code to respond to a certain direct-mail campaign. Big software systems in categories such as business process management (BPM) and customer relationship management (CRM) have tried to gather all of what’s going on in a corporation and help managers understand when, for instance, an assembly line will need a new shipment of parts or a customer might be ready to buy an upgraded product.


In more recent years, companies have employed analytics to uncover trends from historical data. Analytics can look at a person’s pattern of past spending and bill paying, compare it with patterns of millions of other consumers, and make a statistical prediction about whether that person will default on a loan. Analytics help airlines predict demand so they can adjust schedules to make sure planes fly as close to 100 percent full as possible.


We’re not suggesting that we’re inventing the idea of predictive technology. We’re not saying anyone should throw out their BPM, CRM, or analytics systems. There will always be great value in making projections that are days, months, or years out—just as people need to make long-range plans or coaches need to make game plans they think will work against an upcoming opponent.


But in today’s world, enterprises need something more. They need that instantaneous, proactive, predictive capability of a Gretzky. In the 24-7 ongoing rush of events, enterprises need to be able to put their mountains of data to the side and act using small, efficient “mental” models that can spot a series of events, anticipate what’s about to happen, and initiate action in a split second.


It’s not a pipe dream. A number of companies are implementing some of the first predictive systems, aimed at getting the right information to the right place just a little ahead of time.


Southwest Airlines is developing a system that will let it watch its inventory of planes, the weather, ticket prices, and other factors and constantly adjust—perhaps sensing that a storm is coming and refiguring the airline’s entire schedule and moving passengers to different flights before routes snarl.


Xcel Energy is testing a system in Boulder, Colorado, that uses two-way meters and outage monitoring equipment to build memories of how electricity moves through the distribution grid and what seems to trigger problems. That way, the grid can react to an event it sees coming and reroute electricity or increase capacity just a little ahead of what otherwise would become a power outage.


DARPA, the Pentagon’s futuristic research arm, is funding a program called SyNAPSE, which has a long-term goal of creating an entirely new technology architecture that can work like the brain.


“We are in a major revolution,” Boston University’s Grossberg told us. He is perhaps the best-known researcher crossing over between neuroscience and computer science. He has been studying brains for more than fifty years, and in an interview, as he scooped up sushi at a restaurant near his office, he talked like a fired-up youngster. He is advising two of the teams involved in the SyNAPSE program. He and his colleagues are churning out papers about how the brain turns information into thought and then action. “Building models of the brain into technology is not a future activity,” Grossberg said. “It’s current. We’re building real-time systems. The problem is an always-changing world, and we need systems that can deal with unexpected environments.”7


In other words, we need Gretzky’s brain built into technology.


On Christmas Day 2009, Dutch filmmaker Jasper Schuringa relaxed in his seat on Northwest flight 253 from Amsterdam to Detroit. The flight was making its final approach to Detroit’s airport when Schuringa was startled by what sounded like a firecracker going off. “First, it was just a bang,” Schuringa told CNN. “And you’re trying to look around, like, where’s this bang coming from?” Schuringa noticed a man on the left side of the aisle, sitting still while on fire. “A normal person would stand up, and he wasn’t standing up,” Schuringa said. “So then I knew, this guy is trying to do something.”


The guy was Umar Farouk Abdulmutallab, a twenty-three-year-old Nigerian who had ties to radical terrorist group al Qaeda. Abdulmutallab was carrying PETN, or pentaerythritol tetranitrate—enough of it to blow a hole in the aircraft—sewn into his underwear. But the device he used had failed to detonate, instead setting off the fire. Schuringa jumped over the passenger next to him and lunged for Abdulmutallab, wrestling the device out of the Nigerian’s hands. Crew members and other passengers jumped on Abdulmutallab, stripped him, and hand-cuffed him. These actions no doubt saved the lives of the three hundred people on board.


But then the question was, Why did Schuringa and his fellow fliers have to act so heroically? So many pieces of information should’ve led authorities to stop Abdulmutallab before he ever boarded that plane.


Four months before the attempted bombing, the National Security Agency (NSA) had intercepted phone conversations between al Qaeda leaders who were talking about using a Nigerian bomber in an attack. Around the same time, U.S. counterterrorism agents had learned that al Qaeda had figured out how to hide PETN in underwear. That November, Abdulmutallab’s own father had gone to the U.S. embassy in Nigeria and told officials he was concerned that his son had come under the influence of militants and might do something rash. Meanwhile, British authorities had denied Abdulmutallab a visa because he had applied to attend a fake institution.


Yet despite investments in technology and plans to share information, all those clues—and many more—about Abdulmutallab remained in separate databases, which were unable to put the pieces together on their own. The National Counterterrorism Center employs specialists who can tap into more than eighty databases, but it’s up to the specialists to conduct the searches and crunch the information to match up clues. In a 2008 report by the House Committee on Science and Technology, investigators found the system to be ineffective.


“The program not only can’t connect the dots, it can’t find the dots,” Representative Brad Miller, a Democrat from North Carolina, said at the time.


The solution isn’t to try to build a computer system powerful enough to constantly sort through the avalanches of data flowing in from every government agency and security outpost, always trying to match it with other data stored somewhere else. That would take too much time and too much processing power. Instead, federal agencies need a system that would work more like Wayne Gretzky’s brain, constantly categorizing data and seeing relationships, and then using that to build “chunks” and an ever-evolving model of how things work in the terrorism universe. Streams of data from all over the world would come in, much the way a person takes in vast amounts of data through his or her senses, and the new data would constantly be sifted through the predictive model that the system constructed. Like Gretzky on ice, the system could then react in real time to what it was “seeing”—and conclude that if an al Qaeda operative was discussing a Nigerian bomber, and a Nigerian told a U.S. official about his dangerous son, and the British denied a visa to that man’s son, then the son should not be allowed to board an airliner destined for a U.S. city.


The system wouldn’t skate to where the puck is—it would skate to where the puck is going. That approach could prevent the next terrorist attack from ever getting started.





[image: image]



ONES, TWOS, AND CORTEXES



In the winter of 1996, Ben Horowitz was toiling as an unheralded product strategist at Netscape Communications when he opened a scathing e-mail from his boss, Marc Andreessen. Netscape’s public offering just months earlier had ignited the dot-com craze, and as a Netscape cofounder, Andreessen had gotten rich and appeared on Time’s cover, sitting on a throne, feet bare—the very portrait of a cocky twenty-four-year-old tech wunderkind.


Horowitz, though, was not intimidated by his boss, and he had been irked to learn that Andreessen had leaked news to a trade publication about an upcoming software release Horowitz’s team had been working on. So Horowitz had sent Andreessen a note that simply said, “I guess we’re not going to wait until March 7”—the date of the planned announcement. Now a flaming e-mail came back from Andreessen: “We are getting killed killed killed by Microsoft! You’re destroying the value of the company and it’s 100% server product management’s fault. I’m just trying to help. Next time, do the fucking interview yourself. Fuck you. Marc.”8


More than a dozen years later, Andreessen and Horowitz sat around a table in Manhattan on a muggy June day, sipping iced tea, laughing uproariously as they retold the story. “This is why I should not run a company,” Andreessen said. The two became tight friends at Netscape. Andreessen cofounded his second company, Loudcloud, with Horowitz—and made Horowitz the CEO. In 2009 the pair launched a high-profile venture capital firm, Andreessen Horowitz. While Andreessen has the star power, even he will tell you that teaming with Horowitz to invest in companies was critical. Around Silicon Valley, Horowitz is considered a connoisseur of start-up CEOs. Hardly anyone can read them better, pick them better, or coach them better. He writes a closely watched blog that’s mostly about business leaders and the decisions they have to make. Having been a successful CEO at Loudcloud and its successor company, Opsware, plus having invested in numerous start-ups such as Twitter, Horowitz seems to understand this breed to the core.


One thing he’s come to believe, he told us, is that there are two types of people in the top ranks of companies:




[image: image] There are ones.


[image: image] And there are twos.





And, he believes, the brains of each type function entirely differently.9


Ones are predictive. Twos have to rely on mountains of data to figure out what they think. Ones should be CEOs, and twos should not.


As Loudcloud’s CEO, Horowitz loaded up on knowledge about his company. Not data but knowledge. He didn’t have to recall every sales statistic or financial number, but he wanted information about the products, the customers, the employees, the challenges, and so on to flow through his brain, which helped him feel wired into the company. Basically, he chunked together complex patterns, built a model of his company in his head, and governed it with his personal set of rules about values and how a CEO should make decisions. When a tough problem presented itself, Horowitz almost instantly knew what to do. “I’d have a feeling about it and immediately feel I was right,” he told us. “It’s a gut feeling based on a massive amount of knowledge.” Horowitz might ask for more input or data, but it usually didn’t change his mind. And if speed was necessary, he was confident of his instinct. He could predict what was going to happen and usually be right.
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