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Introducing the Scope and Focus of Policy Process Research and Theory


CHRISTOPHER M. WEIBLE


The need for theories is ever essential to studying the complexity of the policy process. This complexity emerges from interactions among a large number of diverse people seeking political influence, periodic as well as unexpected events, a complicated mix of policies and programs that span levels of government, and contextual settings characterized by a range of conditions from geographical to socioeconomic. In studying such complexity, people are innately restrained by cognitive presuppositions that cause them to recognize some aspects of the process and ignore others. Using one or more theories is one strategy to help mitigate the effects of such presuppositions by highlighting the most important items for study and specifying relationships between them.1 By requiring conscientious rigor in choosing what to study in analyzing the policy process, theories increase the likelihood that errors will be recognized and thus facilitate lesson learning over time. Such benefits are magnified when theories are applied with transparent data-collection and analysis methods, especially when compared to research based on unspecified and implicit observations.


This edited volume aims to help advance the study of policy processes by providing a collection of the most promising theories along with thoughtful and critical comparisons. This third edition continues the tradition begun by Paul Sabatier in 1999 and 2007, when he edited the first and second editions of Theories of the Policy Process.2 As in previous editions, each of the main chapters offers a single theory authored by one or more scholars knowledgeable and experienced in applying the approach, some of whom are the original creators.


In this introductory chapter, and unless otherwise stated, the term “theories” is defined generically to mean a range of approaches that specify the scope of inquiry, lay out assumptions, provide a shared vocabulary among members of a research team, and clearly define and relate concepts in the form of principles and testable hypotheses and propositions. Although, admittedly, there is no consensus on the meaning of theory in policy process research, this generic definition is somewhat consistent with other uses of the term (McCool 1995, 11) and represents a deliberate mix, for convenience, of frameworks and theories, as described by Elinor Ostrom (2005, 27–29). Differences in definitions and interpretations of theories aside, a pragmatic benefit in the use of theories is to stipulate a limited set of relationships, from the much larger and untamable set, about which concepts relate, why and how, under what conditions, by and for whom, and when (Whetten 1989).


This volume does not intend to offer a comprehensive coverage of the field of public policy. Instead, it aims to provide specialized coverage of the theories in policy process research that reasonably meet a set of minimal conditions: (1) the criteria of the definition for a theory, (2) recent theoretical development and empirical applications indicative of an active research program, and (3) a fairly broad scope that seeks to explain a sizeable partition of the policy process.3 Each of the theories included in this volume meet these conditions in different ways and to various extents.


This chapter begins by defining policy process research, providing a historical overview of how policy processes have been studied over time, and summarizing briefly the previous editions. The main reason for providing a short overview of the history of policy process research is to help contextualize this volume in terms of the development of the field. Another reason is to cover some of the relevant material previously presented by Peter deLeon (1999) on the policy cycle and by William Blomquist (1999, 2007) on large-N comparative studies from chapters no longer included in this volume. Although the historical overview in this introduction is admittedly narrow, the various chapters yield a more diverse coverage of the development of the field. This introductory chapter closes with a summary of the third edition’s contents and suggestions for how to use this volume.


A DEFINITION OF POLICY PROCESS RESEARCH


At the center of policy process research is the elusive concept of public policy.4 Public policy involves the decisions (including both actions and nonactions) of a government or an equivalent authority. Examples of public policies include, but are not limited to, statutes, laws, regulations, executive decisions, and government programs (Birkland 2010, 9). Other examples of public policies include the commonly understood rules-in-use that structure behavioral situations involving public affairs, such as the sustained practices of street-level bureaucrats in delivering a public service (Schneider and Ingram 1997, 2; Ostrom 2005, 19).5 Public policies can include both means and goals and can range in form from procedural to substantive and from symbolic to instrumental. Alternately, a public policy can be understood by identifying the institutions that constitute its design and content (e.g., by the rule statements), with, for instance, some institutions prescribing specific authority for a given position and others requiring exchanges of information under certain conditions (Ostrom 1980).


Policy process research can be defined as the study of the interactions over time between public policy and its surrounding actors, events, and contexts, as well as the policy or policies’ outcomes. The actors in the policy process can be individuals or collectives, from groups to countries, some of whom actively seek to influence politics and public policy on a given issue. The events are anticipated and unanticipated incidents ranging from elections to scientific discoveries to chronic and acute societal dilemmas and crises that may result from a public policy or provide an opportunity for achieving political objectives related to public policy. The context of a public policy relates to its socioeconomic conditions, culture, infrastructure, biophysical conditions, and institutions, such as the rules constituting a constitution structuring a governing system. The outcomes refer to the short- or long-term consequences or impacts of public policy on a society, which of course continues to interact with the policy process.


To imagine the policy process as interactions involving public policy over time underscores the permanence of politics and continuity of policy processes where “there is no beginning or end” (Lindblom 1968, 4). Indeed, any given output of the policy process in one study can serve as an input of the policy process in another.6 The choice of any given output and input in policy process research is not absolute but rather indicates the priorities of the researcher, the practicalities of available data, and the foci of the theory. As illustrated in this volume, adoption of policy is the principal dependent variable in Innovation and Diffusion studies (Berry and Berry 2014; see Chapter 9) and a principal independent variable for Policy Feedback Theory (Mettler and SoRelle 2014; see Chapter 5) and the Social Construction Framework (Schneider, Ingram, and deLeon 2014; see Chapter 4), where the dependent variable might be how the design of public policy shapes outcomes for society. One implication of the continuous and interactive nature of policy process research is a need for multiple theories to highlight, describe, and explain different and sometimes overlapping or nested partitions of the policy process to account for a variety of interactions often expressed as inputs and outputs.


HISTORICAL STUDY OF POLICY PROCESSES


One of the early theoretical foci of policy process research was an emphasis on what was often labeled the “policymaking process” of the political system in which scholars searched for the “determinants” to explain policy adoption. In the earlier editions of Theories of the Policy Process, Blomquist (1999, 2007) summarized the literature of large-N (twenty or more) comparative studies of public policy. This research sought to understand and explain the variation in adoption of public policy over time and across government units. A seminal study beginning this research tradition was Dawson and Robinson (1963), who found that the adoption of welfare policies in states correlated weakly with political measures (party competition) and correlated strongly with contextual or “environmental” measures (socioeconomic indicators). A vibrant research program ensued and endeavored to understand the relative importance of environmental versus political factors in explaining policy adoptions (Dye 1965, 1966; Hofferbert 1966; Bauer and Gergen 1968; Sharkansky 1970). The apex of this research tradition was Richard Hofferbert’s (1974) model of policy outputs, dubbed the “funnel of causality.” Hofferbert’s model depicts a funneling of factors, each conditioning the next, from the environmental to the political, and finally leading to a policy output.7 At the time, Hofferbert’s model helped integrate environmental and political factors to explain the variation in policy outputs. It was unable, however, to overcome all of the limitations of this style of large-N comparative studies, including challenges in defining and measuring policy output, the absence of a clear model of the individual and individual-level processes, and underdevelopment of the political system, especially the incorporation of levels of government and intergovernmental effects (Sabatier 1991, 149–151; Blomquist 2007, 268–283).


Given these limitations and the availability of alternate approaches, scholars conducting large-N comparative studies no longer explicitly apply the models developed by Hofferbert and others.8 However, the puzzle of explaining variation in the large-N adoption of policy across government units has been mostly assumed by other theories of the policy process, notably Innovation and Diffusion research (Walker 1969; Berry and Berry 2014). Additionally, much of the insight from the work of Thomas Dye, Ira Sharkansky, and Hofferbert survives in various forms in the other theories of the policy process. The Advocacy Coalition Framework (ACF), for example, integrates both environmental (relatively stable parameters) and political (politically engaged actors in coalitions) factors (Jenkins-Smith, Nohrstedt, Weible, and Sabatier 2014).


The study of policy outputs in large-N comparative studies represents a common interpretation of policy process research in the early 1960s and 1970s, when the “policy process” was often associated with the “policymaking process,” emphasizing legislative outputs. Austin Ranney, for instance, described the policy process as “the actions and interactions that produce the authorities’ ultimate choice of a particular policy content over its rivals’” (1968b, 8). Ranney’s definition also reflects the traditional interpretation of the field that separated policy (like politics) from administration (Wilson 1887; Goodnow 1990; Appleby 1949). In this interpretation, policies provided the political goals, whereas the administration executed those goals. Just like the separation of politics and administration, the separation of policy and administration faded over time, with the “policy process” concept encapsulating a broader partition of the government system. In “The Policy Process: An Emerging Perspective,” a little known 1959 article of remarkable foresight, George Shipman acknowledged the artificial partitions between administration, politics, and policy and recognized the value of their integration by arguing that “the first and most urgent need is for a theory of the governmental process” (1959, 543). Shipman used policy processes to describe the approach for studying such governmental processes with the following caption: “When the policy-process approach is used, institutions and mechanisms of political organization, legislative action, executive administration, adjudication, and the rest merge into an intricately interconnected process for seeking satisfaction of societal values” (1959, 545).


At about the same time that Shipman argued for a policy process approach, Harold Lasswell (1956) presented his depiction of the seven functional categories that constitute the different activities involved in and after a public policy decision, or what he called the “decision process.”9 In developing the functional categories, Lasswell aimed partly to stimulate comparative analyses of law and government by describing the different types of decision processes performed by all governments in a way that was possibly more generalizable and descriptively more insightful than the discussion of the three branches of the American government often found in civic textbooks (Lasswell 1956, 93). Lasswell’s seven categories included intelligence, recommendation, prescription, invocation, application, appraisal, and termination. By encapsulating more than just the “policymaking process,” the seven categories of the decision process soon became one of the more commonly referenced descriptions of the policy process (Ranney 1968a, 8; Lindblom 1968, 4; Mitchell and Mitchell 1969, 412) and thereafter a dominant interpretation of its meaning. In one of the first books on the policy process, An Introduction to the Study of Public Policy, Charles Jones (1970, 10–14) accepted Lasswell’s categories as representing the “critical activities” that constitute the policy process and used them to organize his book. Jones then concluded with the following description of policy processes as “policy cycles”: “‘Policy cycles’ is not the best term for what I want to discuss now because it implies more neatness of pattern than I really mean to suggest. I can’t think of another appropriate term, however, and I do want to build on the notion of a ‘round of events or phenomena that recur regularly and in the same sequence’ (a dictionary definition of ‘cycle’)” (1970, 120).


After Jones, scholars continued to adapt Lasswell’s functional categories and descriptions of the policy process in the form of a policy cycle. Garry Brewer (1974) modified the functional categories into clearer and more intuitive conceptual terms: initiation, estimation, selection, implementation, evaluation, and termination. As time passed, additional textbooks and edited volumes contained references to Lasswell and the policy cycle, including Public Policy-Making (Anderson 1975), The Policy Cycle (May and Wildavsky 1978), and The Foundations of Policy Analysis (Brewer and deLeon 1983). Throughout this effort, the policy cycle arguably stimulated progress in policy process research. In the first edition of this volume, deLeon (1999) described some of the contributions of the policy cycle, including stage-specific research on agenda setting (Kingdon 1984), implementation (Pressman and Wildavsky 1973; Bardach 1977; Mazmanian and Sabatier 1983), evaluation (Suchman 1967), and termination (Kaufman 1976; Iklé 1971). The policy cycle also served the public policy community and beyond in teaching and outreach by providing a clear and understandable depiction of the policy process. The policy cycle continues to operate as an organizational schema used by authors of some of the leading policy process textbooks (Parson 1995; Kraft and Furlong 2013; Hill 2012; Howlett, Ramesh, and Perl 2009; Peters 2012; Knill and Tosun 2012).


Of course, the policy cycle has also been the subject of criticism (Lindblom 1968; Nakamura 1987; Sabatier and Jenkins-Smith 1993). Referring the policy cycle as the “stages heuristic,” Sabatier and Jenkins-Smith (1993, 3) perceived several shortcomings: lack of causal theory or testable hypotheses, descriptive inaccuracy, top-down bias, absence of multiple levels of government and intergovernmental processes, and absence of the role of policy analysis in the policy process. Although some scholars disagree about the appropriateness of Sabatier and Jenkins-Smith’s criticisms of the policy cycle, books that use the policy cycle typically start with a similar set of reservations—for instance, Howlett, Ramesh, and Perl (2009, 13–14).


In the 1990s, criticisms and reservations of the policy cycle eventually raised questions about whether the policy cycle had “outlived its usefulness” and should be abandoned. To defend the policy cycle in the first edition of this volume, deLeon (1999, 29) argued,


In short, before we discard a useful friend—in this instance, the policy process or policy stages framework—we need to make sure, first, that it really does warrant a place in the dustbin of abandoned paradigms; second, that we have a better, more robust framework on which to rely; and third, that even in our quest for the theoretical, we have little use for the operational. None of these criteria (or the alternative models) argues decisively or even very strongly for abandoning the policy stages framework.


For some observers, deLeon’s argument represented a valiant last stand for the policy cycle—an observation that perhaps has some validity. However, deLeon defended and Sabatier and Jenkins-Smith condemned two different uses and interpretations of the policy cycle. To understand their respective interpretations, consider two audiences for Lasswell’s seven categories of the decision process:


       1.  The first audience has been the community of policy scientists for whom the decision process is part of the diagnostic criteria of the Policy Sciences Framework, a framework described by Lasswell (1971) with a recent description by Tim Clark (2002) and applied with regular frequency (Steelman and Kunkel 2004; Richie, Oppenheimer, and Clark 2012). For policy scientists, the decision process remains a useful tool for analyzing policy issues.10


       2.  The second audience has been the broader public policy community for whom Lasswell’s decision process is associated with the policy cycle. The public policy community has used the policy cycle as a “causal” theory of the policy process (Jones 1970) and as a general framework for organizing topics, theories, and empirical inquiry (Brewer and deLeon 1983; Howlett, Ramesh, and Perl 2009).11 For this second audience, the policy cycle has failed as a causal theory but arguably still offers some qualified utility as an organizing framework.


Obviously, these two audiences overlap, and their separation is a simplification. However, the distinctions between these audiences and their respective uses of the decision process and policy cycle help make sense of what deLeon defended, primarily the decision process in the policy sciences and the policy cycle as a framework, and what Sabatier and Jenkins-Smith condemned, primarily the policy cycle as a causal theory.


THE PREVIOUS EDITIONS OF THIS VOLUME


A positive effect of the policy cycle’s ineffectiveness as a causal theory was to motivate a search for better policy process theories and the creation of the first edition of this volume (Sabatier 1991, 1999). The organization and publication of the first edition came in the wake of a burst of theoretical innovation in the 1980s and early 1990s, when several new theories of the policy process emerged. These new theories included the Institutional Analysis and Development (IAD) Framework (Kiser and Ostrom 1982), the Multiple Streams Approach (Kingdon 1984), the ACF (Sabatier 1988), Punctuated Equilibrium Theory (Baumgartner and Jones 1991, 1993), the Social Construction Framework (Schneider and Ingram 1993), and Policy Feedback Theory (Pierson 1993). Additionally, methodological breakthroughs offered by event history analysis opened a renewed research agenda for Innovation and Diffusion research (Berry and Berry 1990).


One of the first edition’s major contributions was to organize, for the first time, a collection featuring most of these new theories. As Stella Theodoulou wrote in her review of the first edition, “The greatest contribution of this volume is that it compiles in one place some of the most interesting theoretical frameworks in the policy process literature” (2001, 1008). The first edition, however, also gained an immediate reputation for its exclusiveness (Dudley et al. 2000). Of course, specialized coverage of the most promising theories of policy process research is the purpose of this volume. Whether theories have been—and are—incorrectly assessed by the minimal set of conditions for exclusion or inclusion in this volume is open to discussion and criticism. Sabatier recognized, for example, that he had misapplied the conditions in assessing the Social Construction Framework by Helen Ingram and Anne Schneider, an error he corrected in the second edition (Sabatier 2007a, 11).


The publication of the second edition showed evidence of the continued development of policy process research and theory. Many of the chapters were updated with clearer theoretical descriptions and summaries of the latest empirical findings. Additionally, deLeon’s chapter on the policy cycle was removed because it was not a causal theory and two chapters were added. The first, authored by Ingram, Schneider, and deLeon, concerned the Social Construction Framework (Schneider and Ingram 1993), which focuses on how policy and politics shape the distribution of benefits and burdens among various target populations. The second, by Silke Adam and Hanspeter Kriesi, considered the network approach; it covered the theory of network analysis and featured a needed European perspective in the authorship and content.


THE THIRD EDITION


What Remains the Same?


The third edition maintains most of the theories included in the previous editions with some notable changes in authorship and needed updates on content.


       1.  The Multiple Streams Approach, created by John Kingdon (1984), continues to be a principal approach for understanding agenda setting and alternate specification. Nikolaos Zahariadis has authored the chapters on multiple streams in the previous editions and remains the author in this third edition.


       2.  Punctuated Equilibrium Theory, created Frank Baumgartner and Bryan Jones, has shown perhaps the most development since 2007 of any of the theories featured in this volume. It remains one of the leading approaches to understanding long-term patterns of agenda setting and policy change. For this edition, there has been a change in one of the authors, with Peter Mortensen stepping in for James L. True. Baumgartner and Jones continue to colead the effort.


       3.  The Social Construction Framework, authored by Schneider, Ingram, and deLeon, remains an example of the social constructionist approach to public policy. Due to a number of empirical applications of the approach since 2007, this chapter has been noticeably updated with supporting illustrations.


       4.  The Advocacy Coalition Framework was originally created by Sabatier and Jenkins-Smith (1993). Due to the passing of Sabatier in 2013, this chapter is now authored by Hank Jenkins-Smith, Daniel Nohrstedt, and Chris Weible, although Sabatier remains credited as a coauthor.


       5.  The Institutional Analysis and Development Framework continues to represent one of the most vibrant research programs in the social sciences. The IAD framework deals with how institutions are devised and how they shape human interactions. With the passing of Elinor and Vincent Ostrom in 2012, Edella Schlager and Michael Cox have agreed to author this chapter, and Elinor Ostrom remains as coauthor, given that some of her original writing remains.


       6.  Innovation and Diffusion models continue to be among the most commonly applied approaches to the study of public policy adoption. Frances and William Berry have agreed to author the third edition of this chapter.


       7.  Like the first two editions, this third edition features a concluding chapter that thoughtfully and critically compares the theories included. In previous editions, Schlager wrote this chapter, but her expertise and experience with the IAD framework made her the natural candidate to coauthor Chapter 8 on that topic. With Schlager’s contributions needed elsewhere, Tanya Heikkila and Paul Cairney were asked to coauthor the concluding chapter on comparing and critiquing the theories.


What Is New?


Two chapters from the second edition have been removed in the third edition. The first is that by Blomquist on large-N comparative studies. Although it was historically insightful and many of the major points by Blomquist are included in this introduction, there simply have not been any recent conceptual or empirical applications of the models proposed by Dye, Sharkansky, and Hofferbert. The second is the chapter by Adam and Kriesi on the network approach, which provided an important contribution to the field of network analysis but did not concern an original theory-based research agenda. As the authors themselves wrote, “The policy network approach is more an analytical toolbox than a theory” (Adam and Kriesi 2007, 146).12


Two new theories were added to this third edition. The first is the Policy Feedback Theory. Building from Paul Pierson’s seminal 1993 piece, “When Effect Becomes Cause,” Policy Feedback Theory seeks to link policy decisions with long-term impacts on society, such as citizen engagement. Like the other theories discussed in this volume, Policy Feedback Theory does a reasonably good job of meeting the criteria for inclusion. Additionally, it adds a different emphasis by focusing on the long-term impacts of policy on society. Suzanne Mettler and Mallory SoRelle have agreed to author this chapter.


The second is a relatively new theory called the Narrative Policy Framework created by Mark McBeth, Michael Jones, and Elizabeth Shanahan. This framework draws heavily from two contrasting research traditions in public policy. The first is the study of politics, coalitions, and policy change, as found in the ACF. The second is the postpositivist approach (Fischer and Forester 1993) and the role of policy narratives and storytelling in politics (Roe 1994; Stone 1989). Given the authors’ deliberate efforts to make their theory and methods clear and transparent, the Narrative Policy Framework clearly meets the conditions for inclusion, even though the number of empirical applications remains low.


OVERVIEW OF THE VOLUME AND SUGGESTIONS FOR USING IT


The chapters are organized in a way that facilitates reading the volume from beginning to end, though some instructors and readers will prefer a different order of the theories. The volume begins with the Multiple Streams Approach and Punctuated Equilibrium Theory, given their shared theoretical emphasis on agenda setting and policy change. The Social Construction Framework and Policy Feedback Theory come next, given their shared roots in politics-policy interactions and the impacts of policy design on society. The three framework chapters follow, covering the Advocacy Coalition, Narrative Policy, and IAD frameworks. The last of the theory-based chapters treats Innovation and Diffusion, with its emphasis on the adoption and rejection of policy output across space and time. The first of the two concluding chapters by Cairney and Heikkila compares and contrasts the eight theories; the second provides comments on the status of policy process research and lays out a future research agenda.


Each of the theory chapters should be considered a thorough yet brief summary of each theory. To develop a deeper understanding of any of these theories, readers are encouraged to read the chapter in this volume along with some combination of the foundational pieces for a given theory, previous theoretical depictions of the theory, and empirical applications. For example, when teaching Multiple Streams to advanced graduate students, one could assign Cohen, March, and Olsen’s “A Garbage Can Model of Organizational Choice” (1972), Kingdon’s Agendas, Alternatives, and Public Policies (1984), Chapter 2 by Zahariadis in this volume for the latest update on Multiple Streams, and one or two empirical applications. For intermediate graduate or undergraduate students, the theoretical chapters in this volume could be combined with one or two empirical applications.


Theories of the Policy Process is not intended to provide comprehensive coverage of policy process research. Readers are encouraged to supplement this volume with articles or books that cover underrepresented topics or theories. Among those deserving attention are policy styles (Richardson 1982), power (Bachrach and Baratz 1963; Lukes 1974), policy instruments and design (Howlett 2011), policy entrepreneurs (Mintrom and Norman 2009), social capital (Putnam, Leonardi, and Nanetti 1993), social movements (McAdam, McCarthy, and Zald 1996), implementation (Winter 2003), causal stories (Stone 1989), and the postpositivist literature (Fischer and Forester 1993; Fischer 2003). Additionally, there has been another burst of innovation in the formation of new and emerging theories of the policy process. In 2013, Policy Studies Journal published a collection of these new theories, including the Ecology of Games (Lubell 2013), the Policy Regime Perspective (May and Jochim 2013), Robustness of Social-Ecological Systems Framework (Anderies and Janssen 2013), the Institutional Collective Action Framework (Feiock 2013), and the Collective Learning Framework (Heikkila and Gerlak 2013). The Narrative Policy Framework (Shanahan et al. 2013) was also part of this grouping but became the first of these new theories to join this third edition. In addition, the Social-Ecological Systems Framework is introduced by Ostrom, Cox, and Schlager in Chapter 8 on the IAD framework.


Finally, in interpreting these chapters, I recommend three strategies:


       1.  Avoid forcing any of the theories in this volume into a stage of the policy cycle—the result would be an incomplete, and quite possibly an inaccurate, portrayal of them. Although some theories may fit into one or two of the stages, most incorporate the entire policy cycle in one way or another or depict the policy process in an entirely different way.13 The best strategy is to interpret how the different theories provide insight into policy process rather than to impose an artificial categorization on them.


       2.  Imagine the “interactions” presented in each theory. The different theories in this volume present different interpretations of the interactions involving public policy. For the Narrative Policy Framework and the ACF, the interactions are often about conflict and competition that extend over long periods, typically at the policy subsystem level of analysis. Social construction and policy design emphasize continuous interactions between public policy and politics and the outcomes on society. For the Innovation and Diffusion models, the emphasis is not on the adoption of a single policy but rather on the evolution of policy adoption and rejection across government units and over time. Thus, pay attention not just to the concepts included in each theory—for the theories include similar concepts—but also to how those concepts are interrelated in various interactions that capture a part of the complexity of policy processes.


       3.  Adopt a broad definition of public policy, as previously described, that includes both formal adoptions of public policy, such as laws and regulations, and also public policies as rules-in-use that govern, for example, traditional venues of government, from city councils to legislatures, as well as various associations charged with the provision and production of public goods and services. This strategy is most useful for relating the IAD framework, and to an extent the Social Construction Framework, to the other theories covered in this volume. The point is that the interactions involving public policies encompass not just the formal structures of government as written down and adopted by officials and other authorities but also the actual rules-in-use that structure the day-to-day behaviors of actors engaged in situations in a policy process. The definition of public policy must include both because so much of the activities of government are structured both by what is written down and by the informal rules governing a given situation.


The goal of this volume is to provide in a single outlet the latest versions of the major theories of the policy process, to compare and contrast these theories, and to help propel policy process research to higher levels of excellence. Whether this book serves as the initial introduction to the field or as a sturdy reference guide, the hope is that readers will apply one or more of the included theories in conducting original research to continue the testing and development of policy process theories, to provide pragmatically for a better understanding and explanation of policy processes, and, through this better understanding, to contribute to the advancement of a better society.


NOTES


1. Ideally, scholars would become versed in the use of more than one theory, which is one of the best ways to guard against both theory tenacity and confirmation bias. Theory tenacity is the tendency to maintain commitment to a theoretical argument even in response to disconfirming evidence. Confirmation bias is the tendency to seek out evidence that confirms a theoretical argument. See Loehle (1987) for discussion of both theory tenacity and confirmation bias. Despite the need and importance, the actual application of more than one theory in a given study or across multiple studies by the same researcher is rare.


2. Reviews of the first edition were mostly positive for the quality and accessibility of the collection. The main criticisms of the first edition were the overwhelming American focus and the omitted theories and topics (Dudley et al. 2000; Skogstad 2001; Theodoulou 2001).


3. The three conditions for selecting theories in this volume remain the same as in previous editions (Sabatier 2007a, 7–8). Discarded, however, was the fourth condition requiring that the theories somehow address factors previously deemed important by political scientists in explaining the policy process. This fourth condition was excluded simply because it was no longer needed and too easily satisfied. The standard criterion of the definition for a theory refers back to the definition of what theories do, including specify the scope of inquiry, lay out assumptions, provide a shared vocabulary among a research team, and clearly define and relate concepts in the form of principles and testable hypotheses and propositions. In relating concepts, the causal argument is made usually in the form of providing the rationale or mechanisms linking two concepts, the effects or magnitude of change in the relationship, or both mechanisms and effects (George and Bennett 2005; Van de Ven 2007). Sabatier (2007a, 8) would associate such a causal argument with “causal drivers.”


4. The definition of public policy offered in the text seeks to capture common elements found across the literature, most notably in Birkland (2010, 8), McCool (1995, 8–9), Parson (1995, 2–16), Cairney (2012, 23–26), Howlett (2011, 15–17), Heclo (1972, 84–88), and Ranney (1968a, 6–7).


5. The reference to rules-in-use refers to the definitions and logic of the Institutional Analysis and Design Framework (Ostrom 2005, 2010). Ostrom defines the rules-in-use as rules that “specify common understandings of those involved related to who must, must not, or may take which actions affecting others subject to sanctions” (2010, 647). The point is that the content of public policy as formally written may or may not reflect the in-use rules structuring the regular practices and behaviors of government officials or the equivalent. The inclusion of in-use rules as part of the definition of public policies is somewhat atypical compared to most definitions, but it is consistent with a few others (Schneider and Ingram 1997, 2) and necessary in understanding and explaining policy processes, especially when considering the roles of street-level bureaucrats (Lipsky 1980).


6. The inclusion of products in policy processes differs from traditional depictions of policy products, particularly policy outputs, as external to the policy process (Dawson and Robinson 1963, 265; Ranney 1968b, 9). The integration of policy outputs as part of the policy process is a logical extension and recognition of the ongoing nature of the phenomenon.


7. Specifically, the funnel moves from the historical geographic conditions to socioeconomic composition to mass political behavior to governmental institutions to elite behavior and, finally, to a policy output (Hofferbert 1974, 228).


8. While I acknowledge my search on Google Scholar was far from comprehensive, I have been unable to find a single peer-reviewed application of Hofferbert’s funnel of causality since the second edition of this volume in 2007 and only one since the first edition in 1999 (Eger and Marlowe 2006).


9. For early descriptions of the decision process, see Lasswell (1948), Lasswell and Kaplan (1950), and McDougal (1952). Also, Lasswell’s description of the policy process emphasized a policymaking perspective with administration as “a science of policy forming and execution” (1951, 3–15).


10. This first audience may come as a surprise for some public policy scholars as many of the leading textbooks use the term “policy sciences” to refer to the entire field of public policy. However, a more precise use of policy sciences is in reference to a community of scholars and practitioners who work primarily under the Policy Sciences Framework and practice the research norms and traditions established by Lasswell (1971).


11. Application of Ostrom’s (2005, 27–29) theory-framework distinction and heeding the advice of Schlager (2007) would have helped improve the quality of the debate about the policy cycle.


12. One rationale for including the Adam and Kriesi chapter, with which I strongly agree, was to integrate a stronger European perspective. While a European perspective may have been lost with the removal of this chapter, the European influence in the third edition is even stronger with coauthors Daniel Nohrstedt from Sweden, Peter Mortensen from Denmark, and Paul Cairney from Scotland. Also notable is an observation that all of the theories in this volume are now applied in the European context at a frequency that often exceeds American applications, meaning relevance of these theories in the European context is less of a concern today than in the past.


13. For example, the ACF and IAD framework could be applied to any of the stages of the policy cycle. Consider policy change: (1) analysts could use the ACF to discover how policy change is the result of conflict between adversarial coalitions conditioned by events, learning, and negotiations; (2) analysts could use the IAD framework to understand an instance of policy change as institutional adaptation among actors continuously tinkering with the rules governing a particular situation. Consider implementation: (1) analysts could use the ACF to study implementation and find a continuation of coalition conflict and the absence of learning in rulemaking in yet another political game; (2) analysts could use the IAD framework to study implementation as the behaviors associated with the patterns of enforcement and monitoring of rules governing a particular resource.
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Ambiguity and Multiple Streams


NIKOLAOS ZAHARIADIS


When leaders in ancient Greek times confronted a critical juncture in political life, they often sought Apollo’s advice in Delphi. The god’s words, delivered obscurely through his priestess, Pythia, and construed shrewdly by priests, offered a window into a possible future. The process was ritualistic and mystical, and the results were always subject to interpretation. Not only did priests interpret Pythia’s utterings as they saw fit, but recipients also interpreted the oracle handed down by the priests in ways that suited them. The ambiguity inherent in the process enabled those involved to pursue self-interest and to infuse meaning into a partially comprehensible world. Modern democratic politics resembles Pythia’s cave quite well. The cave is an occasion to mix people, meaning, resources, self-interest, and institutions. It obfuscates and clarifies at the same time. Individuals play a key role in a process full of norms, rituals, and traditions. Ambiguity facilitates taking appropriate action and shaping preferences without a priori estimating the consequences.


The Multiple Streams Approach (MSA) is a lens or framework—I use the terms interchangeably—that explains how policies are made by government under conditions of ambiguity. It illuminates Pythia’s cave. As a framework of choice, it has proven useful in explaining national, supranational, and subnational policies in a variety of cross-national settings. Google Scholar lists over 10,000 citations since Kingdon’s seminal work in 1984. Some 1,900 peer-reviewed journal articles have mentioned or applied the framework since 2000. Deriving inspiration from organizational theory, it yields insight into the dynamics of the entire policy process—agenda setting, decision-making, and implementation. Three streams are identified as flowing through the policy system: problems, policies, and politics. Each is conceptualized as largely separate from the others, with its own dynamics and rules. At critical points in time, termed “policy windows,” the streams are coupled by policy entrepreneurs using a variety of strategies. The combination of all three streams into a single package dramatically enhances the chances that policymakers will adopt a specific policy.


The first section provides a panoramic view of the approach by presenting its assumptions and guiding logic. The second outlines the main structural elements of the framework. The third discusses the various processes by which elements come together to provide answers to the puzzle of choice. The fourth addresses limitations of the lens, and the conclusion proposes an agenda for future research.


ASSUMPTIONS AND LOGIC


The basic outline of MSA was put forth by Kingdon (1995) in the tradition of Cohen, March, and Olsen’s 1972 garbage can model of organizational choice. Collective choice is not merely the derivative of individual efforts aggregated in some fashion but rather the combined result of structural forces and cognitive and affective processes that are highly context dependent.


Level and Unit of Analysis


Pitched at the systemic level, MSA incorporates the entire system or a separate decision as the unit of analysis. Much like systems theory, it views choice as collective output formulated by the push and pull of several factors. It shares common ground with complexity theories in being attentive to dynamic interactions, in assuming a considerable amount of residual randomness, and in viewing systems as constantly evolving and not necessarily settling into equilibrium (Kingdon 1994, 219).


Ambiguity


MSA deals with policymaking under conditions of ambiguity. Ambiguity refers to “a state of having many ways of thinking about the same circumstances or phenomena” (Feldman 1989, 5). These ways may not be reconcilable, creating vagueness, confusion, and stress. It is different from uncertainty, a related concept, in that the latter refers to the inability to accurately predict an event. Ambiguity may be thought of as ambivalence, whereas uncertainty may be referred to as ignorance or imprecision (March 1994, 178–179). Although more information may reduce uncertainty (Wilson 1989, 228), more information does not reduce ambiguity. For example, more information can tell us how AIDS is spread, but it still won’t tell us whether AIDS is a health, educational, political, or moral issue.


At the heart of the lens lies the garbage can model of choice (Cohen, March, and Olsen 1972). Choice is conceptualized as a garbage can into which participants, who drift in and out of decisions, dump largely unrelated problems and solutions. No one person controls the process, while fluctuating attendance, opportunities, and attention give choice highly interactive qualities. The point is to stress the dynamic, complex, and chaotic nature of political life. MSA was developed to explain policy in situations that more closely approximate empirical reality and under conditions that other frameworks simply assume away.


Kingdon (1995) adapts this model to policy output by the U.S. federal government while adding a few structural features of his own. Ambiguity is operationalized contextually. It exists in organizations or governments, which are called organized anarchies, and is measured by three indicators: fluid participation, problematic preferences, and unclear technology. First, participation in such organizations is fluid. Turnover is high, and participants drift from one decision to the next. Legislators come and go, and bureaucrats, especially high-level civil servants, often move from public service to private practice. Moreover, nongovernmental actors, such as employer associations, trade unions, and consumer groups, exercise a significant influence over the form certain decisions will take. The time and effort that participants devote to any one decision varies considerably.


Second, people often don’t know what they want. To say that policymakers almost never make their objectives crystal clear is hardly novel, but it is true that quite often time constraints force politicians to make decisions without having formulated precise preferences. Decisions are made as the process unfolds, and they may even be facilitated by opaqueness (Sharkansky 2002). This situation stands in stark contrast to decision-making in most business firms, where the ultimate goal is clear—to make a profit. As Cohen, March, and Olsen aptly put it, organized anarchies “can be described better as a collection of ideas than as a coherent structure” (1972, 1).


Third, technology—that is, an organization’s processes that turn inputs into products—is unclear. Members of an organized anarchy, such as a university or national government, may be aware of their individual responsibilities, but they exhibit only rudimentary knowledge of how their job fits into the overall mission of the organization. Jurisdictional boundaries are unclear, and turf battles between different departments or agencies are common. Members of the legislature often complain of unaccountable officials, who, in turn, frequently express their frustration with overburdening reporting rules and independent-minded public managers. Past experience often guides their actions, making trial-and-error procedures indispensable learning tools.


Temporal Order


Under such extreme conditions, theories based on rational behavior are of limited utility. Because problems and preferences are not well known, selecting the alternative that yields the most net benefits is difficult. The problem under conditions of ambiguity is that we often don’t know what the problem is; its definition is vague and shifting. Distinguishing between relevant and irrelevant information is problematic, which can lead to false and misleading interpretations of facts. Choice becomes less an exercise in solving problems and more an attempt to make sense of a partially comprehensible world (Weick 1995). Contradictions and paradoxes appear: state agencies are told to strengthen their oversight functions; at the same time their budgets are slashed. Information is requested and produced but not used in any decisions (Feldman 1989).


Decisions are made by allocating attention through activating or overcoming temporal constraints and biases. Most decisions in garbage cans are made not by problem resolution but by flight (when problems leave the choice arena) or oversight (by action before the activation of problems) (Cohen, March, and Olsen 1972). The process is generally sensitive to energy load (the resources needed to make a decision) and problem load (the number of problems under consideration). In this way, the content of problems or solutions is as significant as—or even less so than (March 1994, 218)—the process and timing of decisions.


Who pays attention to what and when is critical. Time is a unique, irreplaceable resource whose supply is totally inelastic. As Drucker categorically asserts, “No matter how high the demand, the supply will not go up. There is no price for it and no marginal utility curve for it” (1985, 26). Because the primary concern of decision-makers—be they policymakers, business executives, or top civil servants—is to manage time effectively rather than to manage tasks (Drucker 1985; Mackenzie 1997), it is reasonable to pursue a lens that accords significance to time rather than rationality.


Assumptions


Three assumptions guide the framework. It is very important to make them explicit because, as Ruggie perceptively observes, “it’s not enough to be right; in the policy sciences, we also want to be right for the right reasons” (1998, 13).


Assumption 1: Individual attention or processing is serial; systemic attention or processing is parallel. On the one hand, because of biological and cognitive limitations, individuals can only attend to one issue at a time. This means that the number of issues under the active consideration of policymakers is relatively small. In addition, the number of pet projects that any one entrepreneur will push to adopt will be quite limited. On the other hand, division of labor in organizations or governments enables them to attend to many issues simultaneously (March and Simon 1958; Jones 2001). This capacity is, of course, not infinite, but government can simultaneously put out fires in California, conduct trade negotiations with the European Union, investigate mail fraud, and mourn the loss of soldiers killed in action.


Concern with processing capacity in decision-making was first introduced by Herbert Simon (1957). Multiple Streams shares with Simon’s concept of bounded rationality a focus on attention and search activities particularly as they relate to the order by which alternatives are considered. Both argue that the sequence by which solutions are considered strongly affects the decision outcome. They differ in the level of theorizing and the problem-solution sequence. Simon theorizes at the individual level and argues that individuals possess only serial-processing capacities. Computational and cognitive limitations substantially bias the search and selection processes, while environmental cues and organizational slack (excess supply of resources relative to demand) favor some solutions over others. Political systems, however, contain many subsystems that facilitate attention to many issues simultaneously, a phenomenon known as parallel processing. Consequently, attention and search can be quite abrupt and disorderly from the system’s point of view (Jones 1994). Whereas Simon in general imposes a boundedly rational order on the process of policymaking, theorizing from the micro to the macro level, MSA attempts to uncover rationality, theorizing from the macro to the micro.


Assumption 2: Policymakers operate under significant time constraints. These people often do not have the luxury of taking their time to make a decision. While this does not imply that all decisions are crises, it suggests that there is a sense of urgency in addressing them. Because many issues vie for attention, policymakers need to “strike while the iron is hot.” In effect, time constraints limit the range and number of alternatives to which attention is given.


Assumption 3: The streams flowing through the system are independent. This assumption is related to the first one in that if systems can do things in parallel, then each element or stream may be conceived as having a life of its own. The stream of problems includes concerns that individuals inside and outside the policy system have. Policies (solutions) are people’s products usually generated in narrow policy communities; they are answers to questions that may not be produced only when needed. Politics is a stream that refers to the broader political discourse within which policy is made. It includes legislators and parties, the national mood or climate of opinion, and so forth.


The Logic of Political Manipulation


If ambiguity is pervasive and central to politics, manipulation is the effort to manage ambiguity. It is a political struggle to create winners and losers, to provide meaning and identity, and to pursue self-interest. A central concept is information, which is not value neutral (Jones and Baumgartner 2005). Because ambiguity affords discretion in interpretation, it is strategically manipulated to serve diverse aims for different elements of the policy process. Although manipulation from the point of view of the entrepreneur might involve pursuing self-interest, it serves a different purpose from the point of view of the system. Political manipulation aims primarily to provide meaning, clarification, and identity. In a world replete with ambiguity, the most important aspect of entrepreneurial activity is not to pursue self-interest but to clarify or create meaning for those policymakers, and others, who have problematic preferences. As March puts it, “Decision making may, in many ways, be better conceived as a meaning factory than as an action factory” (1997, 23). It is precisely the inability to formulate preferences on the part of policymakers that makes entrepreneurs rationalists in their narrow pursuit of their pet proposal but meaning suppliers and identity providers in their coupling efforts.


The logic of political manipulation sets MSA apart from other lenses that employ rationality (rational choice) or persuasion (constructivism). Rationalists assume that individuals are utility maximizers. They behave opportunistically in the sense that they engage in deceitful behavior to exploit discrepancies in transaction costs during voluntary exchange (Williamson 1985). Although information feedback may be inadequate to allow every individual to devise optimal strategies, proponents of rationality assume that individuals have clear and consistent ways of arriving at the final decision. Constructivists conceive of policymaking as driven by persuasion and the social construction of identity and meaning. It is a process of deliberation between competing groups, each crafting a reasonable argument in ways that aim to persuade the other side(s). As Majone boldly states, “Argumentation is the key process through which citizens and policy makers arrive at moral judgments and policy choices” (1989, 2).


Despite some similarities, MSA differs from both rational choice and constructivism in central ways. MSA does not reject but complements rationality. Individuals sometimes behave rationally, but the process of making systemic decisions often does not exhibit rational properties. The lens differentiates between two groups of individuals: those who manipulate and those who get manipulated. Policy entrepreneurs are goal-intending manipulators. Policymakers are assumed to have problematic preferences and are subject to manipulation. Whereas rationalists assume that satisficing individuals choose the best option under certain conditions, MSA points out that whether a solution is “good enough” is determined politically by policymakers, not entrepreneurs. The problem-solution sequence and the politics of choice are affected by the degree of fragmentation in the politics and policy streams and the type of policy window. Moreover, policymakers and entrepreneurs utilize labels and symbols that affect meaning. Using these elements strategically alters the dynamics of choice by highlighting one dimension of the problem over others. The process of interpretation inherent in ambiguous situations and the power of discretion enable policymakers to legitimately deviate from established norms. They may overlook negative experiential learning that contradicts preferred policy (Moynihan 2006) or create fantasy documents that purport to cope with high-risk situations (Birkland 2009; Clarke 1999). It’s the strategic use of information in combination with institutions and policy windows that changes context, meaning, and policy over time.


STRUCTURAL ELEMENTS


The framework contains five structural elements: problems, policies, politics, policy windows, and policy entrepreneurs (see Figure 2.1).


FIGURE 2.1 Diagram of the Multiple Streams Framework
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Problems


The problem stream consists of various conditions that policymakers and citizens want addressed. Examples are government budget deficits, environmental disasters, inflation, rising medical costs, and so on. Policymakers find out about these conditions by way of indicators, focusing events, and feedback. Indicators may be used to assess the existence and magnitude of a condition and the scope of change—for example, program costs, infant mortality rates, or highway deaths. Indicators can be monitored either routinely or through special studies. For example, special studies occasionally seek to estimate the number of Americans without health insurance. The drafted indicators can then be used politically to measure the magnitude of change in the hope of catching official attention (Stone 2011). British Conservatives used the Public Sector Borrowing Requirement to point attention to large fiscal imbalances and create the requisite conditions for action. Of course, not all conditions become problems. As Kingdon categorically asserts, problems contain a “perceptual, interpretive element” (1995, 110). Some conditions come to be defined as problems and consequently receive more attention than others (Rochefort and Cobb 1994). How is this done? A range of values is normally associated with a particular issue. Changes in specific conditions may violate those values and therefore activate interest and attention. People define conditions as problems by letting their values and beliefs guide their decisions, by placing subjects under one category rather than another, by comparing current to past performance, and by comparing conditions in different countries.


Focusing events also draw attention to problematic conditions (Birkland 1997). Conditions and focusing events direct attention to specific evaluative dimensions of particular problems; attention is fixed by the media or policy entrepreneurs (Jones 1994). There are several types of focusing events. Zahariadis (2003) offers the examples of prolonged rail strikes and two train accidents; Birkland (2004) offers the example of the 9/11 attacks; Farley et al. (2006) suggest Hurricane Katrina.


Feedback from previous programs is important in that it helps highlight what works and what may not. In this context, successfully implementing a solution in one area may facilitate the adoption of the same solution in a seemingly unrelated area. The cases of spillover of privatization from the area of oil to telecommunications in Britain in the early 1980s and across different countries in later years are good examples.


Attention is, to an extent, a function of what else preoccupies the minds of policymakers. Problems tend to appear to be more intractable when more of them crowd the agenda. Problem load—that is, the number of difficult problems occupying the attention of policymakers—has a significant negative effect on the efficient utilization of information and a strong positive effect on the ability to predict the issue’s place on the agenda (Zahariadis 2003, ch. 6). This point is particularly relevant in times of crisis. When many difficult problems crowd the agenda, policymakers tend to centralize decision-making to conserve resources and control the message (Peters 2011). However, information overload often paralyzes the process or compartmentalizes attention, forcing policymakers at the top to address problems that are often different from those experienced at the street level. Mindful of the fact they are more likely to be vilified when things go wrong than praised when things go right (Hood 2011), policymakers facing difficult problems will likely focus on those they may actually be able to solve rather than those that must be solved (Zahariadis 2013b).


Policies


The policy stream includes a “primeval soup” of ideas that compete to win acceptance in policy networks. Ideas are generated by specialists in policy communities—networks that include bureaucrats, congressional staff members, academics, and researchers in think tanks who share a common concern in a single policy area, such as health or environmental policy—and are assessed in various forums and forms, such as hearings, papers, and conversations. Some ideas survive this initial period basically unchanged, others are combined into new proposals, and still others just disappear. Although the number of ideas floating around is quite large, only a few ever receive serious consideration. Selection criteria include technical feasibility, value acceptability, and resource adequacy. Proposals that are or appear to be difficult to implement have fewer chances of surviving this process. Moreover, alternatives that do not conform to prevailing norms or the values of policymakers are less likely to be considered for adoption. Costlier proposals have a higher rate of failure.


Not all policy networks are created equal. In the original conception of MSA, ideas are recombined and rise to the top only incrementally (Kingdon 1995). Zahariadis (2003) has shown that this need not be the case. Institutional configurations—or, put differently, the level of integration—differ across countries, affecting the mode and tempo of ideas, that is, how ideas germinate in the policy stream and how fast they rise to prominence. Integration refers to linkages among participants and is distinguished by variations in four dimensions: size, mode, capacity, and access. Based on these dimensions, networks can be classified as more or less integrated. Less integrated networks are larger in size and have a competitive mode, lower administrative capacity, and less restricted access. Conversely, more integrated networks are smaller in size and have a consensual mode, higher capacity, and more restricted access. Further research will employ more refined network methods and concepts, such as centrality, reciprocity, or density, to add nuance to network interactions.


Politics


The politics stream consists of three elements: the national mood, pressure-group campaigns, and administrative or legislative turnover. The national mood refers to the notion that a fairly large number of individuals in a given country tend to think along common lines and that the mood swings from time to time. Government officials sensing changes in this mood, through, say, monitoring public opinion polls, act to promote certain items on the agenda or, conversely, to dim the hopes of others. In addition, politicians often view the support or opposition of interest groups as indicators of consensus or dissent in the broader political arena. For example, if many interest groups voice their support for deregulation, it is likely that government officials will hasten to include the item on the agenda. In the frequent case of conflicting views, politicians formulate an image of the balance of support and opposition. The perception that the balance is tilting one way or another directly affects the chances of the issue’s rising to prominence or falling to obscurity.


In addition to the aforementioned factors, legislative or administrative turnover frequently affects choice in quite dramatic ways. A sudden influx of new members of Congress ideologically predisposed against “big government” is likely to propel the issue of deregulation into high prominence. Moreover, turnover of key personnel in the administration has a significant influence on politics. The advent of a new president or new secretary of defense signifies potential changes. Certain issues, such as proposals to cut the budget, may receive more attention, whereas others, such as comprehensive national health insurance, may simply be pushed into obscurity. For example, the election of Bill Clinton in 1992 elevated national health care on the agenda to an extent not seen since the Richard Nixon administration; the Clinton administration’s failure to enact a health care bill then closed the window of opportunity for change. When President Barack Obama was elected, health care was again catapulted into prominence. Of the three elements in the political stream, the combination of the national mood and turnover in government exerts the most powerful effect on agendas.


Policy Windows


Choices are made when the three streams are coupled or joined together at critical moments. Kingdon labels these moments “policy windows” and defines them as fleeting “opportunit[ies] for advocates of proposals to push their pet solutions, or to push attention to their special problems” (1995, 165). Windows define the context within which policy is made. Moreover, they act as catalysts for the adoption of policies, which may often be quite irrelevant to the issue at hand (e.g., Birkland 2004). Troubles arise when policy entrepreneurs use the wrong window to pursue their goals. For example, “by defining bioterrorism as a security rather than a public health issue, policy entrepreneurs [have] squander[ed] the opportunity to institute broad-based reforms that would improve not only the ability to manage a terrorist incident, but also meet other public health needs” (Avery 2004, 275).


Windows are opened by compelling problems or by events in the political stream. The crash of an airplane, for example, brings attention to air-safety issues (Cobb and Primo 2003). In the political stream, a new administration may be ideologically committed to deregulation. Policy windows are of short duration—although Sharp (1994) finds the opposite in relation to drug policy—and may be as predictable as annual budget allocations or as unpredictable as earthquakes. Predictable windows tend to be institutionalized, facilitating spillovers and issue-linkage attempts (Howlett 1998). Once open, some windows cast long shadows in that they leave a legacy that influences later events through the construction of path-dependent narratives (Dudley 2013). Sometimes open windows overlap (Copeland and James 2014), although MSA assumes windows open one at a time. For example, there may simultaneously and independently be a jet crash and the announcement of mechanical problems in certain aircraft (the aircraft need not be the same). Is there a hierarchy of problem (or politics) windows? If one assumes that windows in the politics stream lead to different outcomes than windows in the problem stream (more on that later), are politics windows more “important” than problem windows? Can windows be linked in the policy process, activating different participants and issues along a sequential trajectory (Ridde 2009)?


Policy Entrepreneurs


Policy entrepreneurs are individuals or corporate actors who attempt to couple the three streams. While individuals are mostly conceptualized as entrepreneurs, it is quite often the case that particular organizations, not just their individual representatives, are behind the push for certain policies. They are more than mere advocates of particular solutions; they are power brokers, coalition enablers, and manipulators of problematic preferences and unclear technology (Mintrom and Norman 2009). When windows open, policy entrepreneurs must immediately seize the opportunity to initiate action. Otherwise, the opportunity is lost, and the policy entrepreneurs must wait for the next one to come along. Entrepreneurs must be not only persistent but also skilled at coupling. They must be able to attach problems to their solutions and find politicians receptive to their ideas. A policy’s chances of being adopted dramatically increase when all three streams—problems, policies, and politics—are coupled in a single package.


Not all entrepreneurs are successful at all times. The more successful entrepreneurs are those who have greater access to policymakers. For example, the Adam Smith Institute had greater access to the government during Margaret Thatcher’s tenure in power in Britain because its ideologies matched hers more closely than those of other groups. Hence options put forth by individuals associated with the institute achieved greater receptivity among policymakers. Entrepreneurs with more resources (i.e., the ability to spend more time, money, and energy) to push their proposals have greater rates of success. Finally, entrepreneurs must also employ manipulating strategies to accomplish their goal of coupling the three streams.


PROCESSES


How do the elements combine to produce choice? MSA offers answers to three questions of choice (Simon 1983): how is attention rationed, how is search conducted, and how is selection biased?


Attention


Attention is scarce. Not everything can be attended to at once. Policymakers need to ration their attention, dividing it among a limited number of issues. Limitations of this sort pose dilemmas for policymakers. MSA argues they are resolved by institutional structure, the type of policy window that opens, and the symbols used to attract attention. Attention to a particular issue is a function of opportunity, bias, formal position in an organization or government, and the number of issues competing for policymaker attention (March and Romelaer 1976). Policy entrepreneurs play a crucial role in capturing the attention of policymakers and manipulating it to their advantage.


Institutional structure strongly affects attention. Because policymakers at the top are frequently overwhelmed by the number and complexity of problems they encounter, they have designed institutions to ease overload. The entire system has been organized into policy communities or subsystems that act as filters in that problems and solutions usually incubate in those communities first before they are taken up by national-level politicians. Hierarchical structure reduces the number of issues to a manageable few and acts as a first step in sorting out available solutions. Moreover, institutional overlap facilitates attention and spillover. As Ackrill and Kay assert, “If a policy issue occupies multiple institutionally connected policy arenas, a policy decision taken in one arena may impact directly on policy decisions in others, even forcing a decision when none otherwise would be made” (2011, 73).


What people pay attention to depends partially on the structure of opportunities that evoke such focus. Choice often involves a problem-solution sequence. Rational choice theory, for instance, assumes that policymakers attend to problems first and then develop policies to solve them. MSA amends this argument by suggesting that opportunities ration attention. In cases when the window opens in the problem stream, the process is consequential—that is, solutions are developed in response to specific problems. For example, a flood or a hurricane (problem) points attention to and seeks to redress possible emergency management deficiencies (solution). If windows open in the politics stream, however, attention is focused on solutions first before problems can be clearly defined. In such cases the process is ideological—that is, policies are made in search of a rationale. What matters more is the solution to be adopted rather than the problem to be solved. Privatization in the United Kingdom is a good example of a policy in search of a rationale (Zahariadis 2003).


Attention is also influenced by the symbols used to attract it. Symbols have both emotive and cognitive functions. They transmit a simple message and arouse emotion. As Simon says, political symbols are particularly influential “in large part because [of their] evocative power, the ability to arouse and fix attention” (1983, 29). Higher-order symbols—that is, symbols that apply to the entire community—have more potency of affect, more uniformity of meaning across individuals, and greater durability of attention. Conditions of ambiguity facilitate political manipulation by way of symbolic politics. The chances of successfully coupling the problem, policy, and politics streams are greater when entrepreneurs attach higher-order symbols to their pet proposals. In this way policy entrepreneurs reach more people, evoke a stronger emotional reaction, convey gains and losses, and spend the least effort explaining exactly what their proposal is about. For example, symbols that derive from the core of a nation’s identity are more likely to facilitate adoption of the policy associated with them. They are also far more likely to make political discourse emotive rather than rational. Emotive arousal leads to the adoption of more confrontational policy (Zahariadis 2005).


Search


The search for solutions and their availability (i.e., their evolution and diffusion) is closely linked to the concept of slack (Cyert and March 1963). Organizations consciously or unconsciously set aside time and resources for use in searching for innovative ideas. High-tech companies, for example, routinely give engineers free time and capacity to think and experiment with ideas not tightly linked to their projects at hand. The aim is to anticipate rather than predetermine the next big idea in rapidly changing environments. The policy process, especially in democratic systems, similarly contains slack. Governments maintain a range of instruments that they constantly decompose and reconstruct to address changing problems. Public and private actors routinely generate and advocate novel ideas. But search in the presence of ambiguity is a costly and politically contentious process. Resources may be spent looking for solutions to nonexistent problems. Government programs may remain idle for ideological or clientelist reasons. Under certain conditions ambiguity reduces political conflict by fostering the generation of solutions that appeal to different target audiences. In the absence of common goals, however, ambiguity dramatically increases the cost of searching for appropriate solutions precisely because each is molded to appeal to different audiences. Public money may be used in pursuit of private objectives but often in costly and unintelligible ways. While policy participants frequently promote solutions in the name of efficiency, they ironically use a very inefficient search process. Talk in policy communities is an innovative and expensive paradox.


Search is heavily influenced by the structure of policy networks. Where policymakers search for solutions and how ideas germinate in the “primeval soup,” to use Kingdon’s metaphor, depends on the degree of integration of the policy communities (or networks). The gestation period of ideas in the policy stream varies from rapid to gradual. The content ranges from totally new to a minor extension of the old. The typology that emerges from these criteria yields four types: quantum (rapid propulsion of new ideas), emergent (gradual gestation of new ideas), convergent (rapid gestation of old ideas), and gradualist (slow gestation of marginal extensions of existing policies) (Durant and Diehl 1989). Integration encourages one type of evolution rather than another. Less integrated networks are more likely to facilitate a quantum to gradualist evolution of ideas, and more integrated networks are likely to follow an emergent to convergent pattern. This is not to say that other combinations are not possible; rather, integration renders such evolutionary trajectories more likely. This hypothesis helps explain the ease with which ideas such as privatization have been gaining prominence among specialists in the United Kingdom but have relative difficulty doing the same in Germany (Zahariadis 2003).


Selection


Selection is biased by the manipulating strategies and skills of policy entrepreneurs, who couple problems, policies, and politics into a single package. Strategies include framing, affect priming, “salami tactics,” and the use of symbols. Prospect theory and affect priming theory impart the underlying logic of political manipulation by explaining how information is processed.


Problem representation (framing) makes a difference in what people perceive as losses or gains (Tversky and Kahneman 1981; Quattrone and Tversky 1988). The presentation of an option as a loss relative to the status quo tends to bias choice. People are generally loss averse in the sense that losses loom larger than gains. Jervis (1992) adds to this prediction that sensitivity is tied to the fact rather than the magnitude of gains or losses. Individuals are also likely to engage in risk-seeking behavior when trying to recoup losses (Tversky and Kahneman 1981). For example, politicians are more likely to take drastic, risky measures, such as mobilizing troops or going to war, if they think such action will reverse perceived losses in prestige or credibility.


Manipulation involves not only language but also emotion. Emotional states drive social processes. As Barbalet boldly claims, “Emotion is central to social processes not only in being central to identity and affiliation, in which its role is frequently acknowledged, but also in being the necessary basis of social action and in being responsible for the form action takes” (1998, 65). Using affect priming theory (Bower and Forgas 2000), Zahariadis (2005) hypothesizes that the national mood vitally affects a government’s behavior. The reasoning is that negative mood biases appraisals of the current situation by highlighting negative expectations of one’s reaction to others. A negative mood is likely to lead to more confrontational policy.


Symbols have affective and cognitive dimensions in that they evoke emotions and also convey relatively clear but highly simplified messages (Elder and Cobb 1983). They focus the debate on specific aspects of an issue and bias selection by raising emotive attachment to certain options and by highlighting the cognitive distance from the status quo. The burning of the flag is a good example. Not only does it raise an emotional response in most people, but it also conveys the message that the flag’s desecration constitutes a loss. The implication of this point for MSA is that coupling is more likely to be successful if the proposed solution is presented as a large deviation from the status quo and the problem is represented as a loss. If options represent smaller deviations or a preservation of the status quo, coupling success is more likely when problems are framed as gains. Because policymakers are loss averse, policy entrepreneurs will have greater success if they present them with options that recoup perceived losses. Given that prospect theory argues that individuals are also risk seekers when confronted with losses, efforts to couple the three streams will intensify, and hence be more successful, when problems are defined as losses. This helps to explain Greece’s persistent—and, some might argue, blind—policy of supporting the status quo in Yugoslavia during the Bosnian carnage at a significant diplomatic and economic cost (Zahariadis 2005). The greater the perceived losses, the more stubborn Greece’s defense of the “old ways” became, even when that meant a serious rift with its more powerful European and American allies.


Entrepreneurs who are placed at a high level in government, operate under crisis conditions, and pursue “salami tactics” are more likely to succeed at coupling. A “salami tactic” involves the strategic manipulation of sequential decision-making. Entrepreneurs are assumed to have a grand design for their desired outcome. However, because they are reasonably certain their desired solution will not be adopted because it’s too risky, they cut the process into distinct stages that are presented sequentially to policymakers. This promotes agreement in steps.


But selection is not merely a function of perception. It is also a question of skill. Policy entrepreneurs must be skilled at coupling. Two variables are important: resources and access. Entrepreneurs who are more willing to spend time and energy lobbying politicians and generally pushing their pet projects forward are more likely to experience success. In addition, those with access to the centers of power have an even greater chance of succeeding. Privatization of British Rail, for example, was a better candidate for adoption because think tanks with very strong connections to the governing party pushed for it.


Why do policymakers adopt some policies but not others? The MSA answer can be summarized as follows. During open policy windows, persistent policy entrepreneurs, who constantly search for solutions to important problems, attempt to couple the three streams. Success is more likely when all three streams are coupled, conditional on the type of window that opens and the skills, resources, and strategies entrepreneurs use to focus attention and bias choice.


LIMITATIONS


Despite its wide appeal among policy analysts, MSA has also generated a number of detractors. Analysts have criticized MSA for making a number of unrealistic assumptions and for underspecifying certain processes. As a result, Sabatier (2007, 327) reminds us, MSA has not generated enough clear, falsifiable hypotheses. I have addressed this issue in the two preceding sections. The plethora of applications detailed in Table 2.1 in the appendix further dispels this criticism. I confine my comments here to addressing other criticisms.


General Concerns


MSA has definitely generated a lot of movement in the policy field, but has there been much movement forward? In a strongly worded article, Bendor, Moe, and Shott (2001) criticize the logic and conclusions of the original garbage can simulation (Cohen, March, and Olsen 1972). Because that conceptualization served as an inspiration for MSA, undermining the former adversely affects the latter. I will not summarize Olsen’s (2001) response here, but the question still lingers: Are the conclusions of MSA empirically based rather than assumption driven?


The major criticism of the garbage can model is that the verbal model differs from the computer simulation that accompanied it in the original article. Moreover, the results seem to flow directly out of the assumptions of the model. For example, decisions made by flight or oversight in the garbage can model are attributed directly to the structure of the model; they are not findings but assumptions (Bendor, Moe, and Shott 2001). MSA begins from a different point. It draws inspiration from the work of Cohen and his colleagues, but it also contains structural features of its own. For example, the garbage can model conceives of decisions as being the result of energy fluctuations in each of the streams, more or less fortuitously combined. In contrast, coupling in MSA is purposefully done by policy entrepreneurs (Zahariadis 2003). In addition, MSA is empirically oriented. Kingdon supplies considerable evidence from the fields of transportation and health in the United States to make his case. Additional analyses and extensions across different countries and policy domains have been similarly empirically based (Zahariadis 1995, 2003, 2005; Birkland 1997). Perhaps the critics provide a clue to the answer. Whereas Bendor, Moe, and Shott sharply criticize Cohen, March, and Olsen for having no empirical verification, they praise Kingdon (1995), “whose work is distinguished by careful empiricism tied to theoretical concerns” (2001, 186n28). In other words, whatever the flaws of the garbage can model, MSA is theoretically driven and empirically validated.


Specific Concerns


Critics also point to more specific problems. I reflect on three of them in the sections below.


Are the streams really independent? MSA argues that although the streams are not completely independent of one another, each can be viewed as having a life of its own. Participants drift in and out of decisions, making some choices more likely than others. Problems rise and fall on the government’s agenda regardless of whether they are solvable or have been solved. Similarly, people generate solutions not necessarily because they have identified a particular problem but because the solution happens to answer a problem that fits their values, beliefs, or material well-being. Changes in the political stream take place whether or not problems facing the nation have changed. Thus, each stream seems to obey its own rules and flows largely independently of the others (Sager and Rielle 2013).


Critics disagree. Mucciaroni (1992) and Robinson and Eller (2010) question the appropriateness of conceptualizing independent streams. The streams can be more fruitfully viewed as interdependent, Mucciaroni maintains, and changes in one stream can trigger or reinforce changes in another, making coupling much less fortuitous and the process more purposive and strategic. For example, the problem of U.S. tax reform was tied to the supply-side tax cuts proposed by conservatives in symbolic and substantive ways long before Ronald Reagan’s rise to power opened a policy window. Sabatier (2007, 332n5) goes further. He views stream independence solely as a contingent relationship subject to empirical verification. Politics does not necessarily operate at the systemic level, policies are not always developed in policy communities, and solutions are not developed independently of problems. Kingdon (1995, 228) himself opens the possibility that coupling (i.e., interaction) may take place in the absence of an open window.


Stream independence is a conceptual device. It has the advantage of enabling researchers to uncover rather than assume rationality (i.e., that solutions are always developed in response to clearly defined problems). Sometimes policies are in search of a rationale or solve no problem (Stone 2011; Zahariadis 2003). Edelman (1988) goes as far as to argue that solutions create problems. Consider, for example, the decision by the George W. Bush administration in 2003 to go to war in Iraq. Whereas the initial rationale had to do with what was claimed to be the clear and imminent danger posed by Saddam Hussein’s possession of weapons of mass destruction, subsequent rationalizations emphasized connections with terrorists, the liberation of Iraq, or democratization and nation building. The solution remained the same—depose Saddam—while the problem constantly drifted in search of an anchor. As insiders, such as former counterterrorism “czar” Richard Clarke (2004), pointed out later, the administration was fixated on Saddam long before the attack. The question was not whether but when and how to launch it.


It is impossible to make the above argument in the absence of stream independence. The key is to specify when policy may be in search of a rationale, but one cannot logically make this statement unless one differentiates between the development of problems and solutions. Besides, assumptions are simplifications of reality. If many policy analysts readily accept the assumption that people don’t have to be rational, that they only need act as if they are rational, then they can also accept the assumption that streams don’t have to be independent and only need flow as if they are independent.


Can hypotheses generated by MSA be quantitatively examined? Methodological pluralism may be a virtue, but statistical analysis adds weight to a lens’s predictions in ways that case studies do not. This is not the place to rehash the old debate over the benefits and drawbacks of quantitative versus qualitative analysis, but it is no secret that most applications of the garbage can stream of research as well as MSA have been qualitative case studies. This has led to significant discontent among critics who charge that “many applications of the approach do little more than describe some parts of an organization as garbage cans, offering descriptions—usually ethnographic accounts that emphasize G[arbage] C[an] T[heory]’s central themes” (Bendor, Moe, and Shott 2001, 186). Apart from utilizing computer simulations that tighten and formalize the verbal lens in order to draw further implications (Zahariadis 2003), it would be useful to test MSA statistically. Can this be done, and if so, how?


Travis and Zahariadis (2002) provide a test. The authors adopt a cybernetic version of the model and make two assumptions. First, they drop the notion of entrepreneurs who manipulate the process using cognitive or affective strategies. Second, they explicitly conceptualize inertia built into the model in the form of baseline funding. Examining U.S. foreign aid allocations, they argue foreign aid is the result of interactions between problems, policies, and politics. The model follows an anchor-and-adjust process whereby policy outputs or funding levels are anchored around a specific level that is subject to periodic adjustments caused by prespecified factors. Policymakers anchor allocations to the previous year’s allocation level, which represents the point of agreement in the foreign aid policy community. Adjustments to the anchor can be made in response to external problems or domestic politics, and they will be made during open policy windows, which are changes in either the problem or the politics stream. Using the idea of negative and positive feedback, the authors view external problems as measured by security concerns, economic activities, and the recipient’s needs. Similarly, domestic politics is conceptualized as being measured by control of the executive branch and control of either or both chambers of Congress. Domestic preferences interact with external stimuli to produce dramatic policy shifts under certain conditions. Reconceptualizing foreign policymaking, the findings show that “foreign aid decisions are not simply made with an eye toward the domestic scene but because of the domestic scene” (Travis 2010, 818).


Following a different path, Sager and Rielle (2013) use Qualitative Comparative Analysis (QCA) to explain the adoption of new alcohol policy programs in the Swiss cantons. QCA employs a set of comparative methods that focuses on constellations of factors rather than examination of a single factor independently. Dichotomizing the dependent variable as program adoption (or rejection), the authors develop new theoretical insights into the way MSA operates. They find, among other things, that centralization of authority coupled with a strong bureaucratic apparatus, which they call cooperative bureaucracy, increases the likelihood of program adoption. In contrast, decentralized structures coupled with low coordination mechanisms or high outsourcing capabilities do not encourage program adoption. While stressing the need to include a more explicit specification of institutional settings, the authors show that MSA can be explored quantitatively to explain programmatic and policy choices.


Entrepreneurs or entrepreneurship? One of MSA’s greatest strengths, its ability to link agency and structure in a single framework, is also a major liability. Critics argue MSA pays limited attention to institutional arrangements (Mucciaroni 1992). Schlager (2007, 307) perceptively adds that specification of institutional structures will more clearly identify different coupling processes within and across government systems. Richardson (2006) sings the praises of MSA’s actor-centered theorizing, but Ackrill and Kay (2011) question the utility of stressing entrepreneurs as individuals. Instead, they argue for developing a theory of entrepreneurship.
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