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INTRODUCTION


IMAGINE FOR A MOMENT that we changed one fact about the 2001 anthrax attacks, which killed five people and sickened seventeen others in the wake of September 11, 2001. The FBI’s suspect in the case, Dr. Bruce Ivins—or whoever else may have been responsible for the attacks—was clearly not attempting to kill as many people as he possibly could. The anthrax-laced letters all either specifically identified their packages as carrying the bacteria or warned recipients to “TAKE PENACILIN [sic] NOW”—which is kind of like putting a big sign on a bomb and cartoonishly labeling it “BOMB.” Moreover, using the US Postal Service to distribute the packages kept the anthrax spores in relatively contained spaces: postal-system buildings, the buildings of targeted entities, and the channels of postal distribution. Nevertheless, spore leakage caused illness and even death among some people outside the postal system.1


Now imagine that the objective of the attack had been to maximize casualties and that the attacker acted accordingly. Instead of mailing labeled packages to specific targets, suppose he had created a delivery system aimed at reaching the public at large. Using a real website called DIY Drones, which describes itself as the “largest community for amateur unmanned aerial vehicles [UAVs],” let us say that the attacker built a robotic distribution system to spread the spores over densely packed groups of people. DIY Drones is not a site for the high-tech weekend warrior. The do-it-yourselfers it serves are hobbyists, as the site’s policies make clear. “This site is just about amateur and civilian use,” DIY Drones declares, warning that it tolerates “no discussion of military applications of UAVs” and will report to authorities “any discussion of UAV use that we feel is potentially illegal or intended to do harm.” Still, it is not hard to imagine that our bloodthirsty anthrax attacker would find irresistible a site devoted to helping individuals build devices “capable of both remotely controlled flight . . . and fully-autonomous flight, controlled by sensors, GPS, and onboard computers performing the functions of an autopilot.” Without too much trouble or expense, much less a pilot’s license, he could build himself a drone capable of flying over a crowded stadium and spraying spores invisibly into the air.2


If this sounds far-fetched, it should not. The technology in reality is not that complicated. In fact, our hypothetical attacker may well have overinvested in automation. He could probably obtain the same effect by releasing spores from the back of a truck in a crowded downtown area or by hand at the stadium. Nor is the idea of using small drones for domestic terrorism limited to the realm of speculation. In September 2011, the FBI arrested a US citizen named Rezwan Ferdaus, as the Justice Department put it, “in connection with his plot to damage or destroy the Pentagon and U.S. Capitol, using large, remote controlled aircraft filled with C-4 plastic explosives.”3


Had the anthrax attacks played out in one of these counterfactual fashions, no one reading this book today would doubt the proposition that it is possible for an individual to have his own personal weapons-of-mass-destruction program. Nor would anyone doubt that destructive power once reserved to states is now the potential province of individuals. Nobody today would doubt that the range of actors that states—and individuals—must consider as potential strategic threats has broadened dramatically.


To demonstrate this, let us change one fact in the already terrifying case of Luis Mijangos, an illegal immigrant in Orange County, California, who in 2011 pleaded guilty to computer hacking and wiretapping and was sentenced to six years in prison. Mijangos tricked scores of women and teenage girls into downloading malware onto their computers. In addition to using the private financial information that he stole from their computers for garden-variety credit card fraud, Mijangos, according to court documents, “read victims’ emails and [instant messages], watched them through their webcams, and listened to them through the microphones on their computers.” He also used the webcams to take surreptitious images of his victims. Moreover, “he used [those] intimate images or videos of female victims he stole or captured to ‘sextort’ those victims, threatening to post those images/videos on the Internet unless the victims provided more to defendant; in at least one instance he followed through on his threat and publicly posted nude photos of a victim. He also tricked victims into creating pornographic images/videos by assuming the online identity of victims’ boyfriends.”4 Mijangos also used the computers he controlled to spread his malware further, sending to people in his victims’ address books instant messages that appeared to come from friends and inducing new victims to download his malware. FBI computer forensics specialists identified more than one hundred computers infected by Mijangos, used by roughly 230 individuals, at least 44 of them underage. Prosecutors conceded that a great many other victims probably remain unidentified.5


Mijangos represents the democratization of 1984 and the power to track, probe, and invade the privacy of others. These days, Little Brother can do it too. And Little Brother may well operate outside Oceania. Bad as the Mijangos case was, if we simply change Mijangos’s location, it gets dramatically worse. Imagine for a moment that he had operated out of not California but Nigeria, home to a great deal of spamming and online fraud activity. In the real story, Mijangos could ultimately be stopped because FBI agents were able to visit his house, interview him, seize his computers, and mine their contents—and ultimately because they had jurisdiction to arrest him.6 A great many countries in the world, however, have neither the will nor the means to monitor cybercrime, prosecute offenders, or extradite suspects to the United States. Had Mijangos been in one of these countries, his case would today illustrate not merely the extreme vulnerability of individuals in a modern networked world, but also the impunity with which we can be attacked from just about anywhere on the planet and by just about anyone. Ironically, while we tend to think of government investigative powers in the networked world as Big Brother–like threats to our privacy, the Mijangos tale also suggests how important the role of government authority can be in protecting values such as privacy in a world where lots of Little Brothers menace us from both within and outside the states in which we live.


Now, more futuristically, let us change one fact about the famous assassination of Alexander Litvinenko, a former officer of the Russian Federal Security Service, successor to the KGB. Litvinenko wrote two books in which he accused the Russian secret services of bombing Russian apartment buildings and engaging in other acts of terrorism in order to facilitate Vladimir Putin’s ascent to power. Facing prosecution in Russia, he fled and received political asylum in the United Kingdom. On November 1, 2006, Litvinenko suddenly fell ill and was hospitalized. He died three weeks later. When the cause of death was confirmed to be polonium-210 poisoning, one doctor wrote in a medical journal that “for the medical community, Litvinenko’s murder represents an ominous landmark: the beginning of an era of nuclear terrorism.” Following the trail of polonium in and out of London, British officials identified as their main suspect a former officer of the Russian Federal Protective Service, Andrey Lugovoy, but failed to get him extradited from Russia. Lugovoy, who denied involvement, was later elected to the Duma, Russia’s parliament, whose members enjoy immunity from prosecution.7


But let us imagine that instead of arriving in London with the polonium—and thus risking both handling the poison and leaving traces behind—Lugovoy, or whoever else may have wished Litvinenko dead, simply sent a spider-shaped miniature drone with lethal capabilities to target him. Insect-size drones are already in development in many robotics labs around the world, and like a great many other technological developments, they are likely to become more widely available, cheaper, smaller, easier to handle, and more capable. A few years from now, future assassins might sit comfortably in armchairs in Moscow, directing mini-drones to monitor the movements of future Litvinenkos and target them at opportune moments in London or Shanghai or Addis Ababa.


Governments, including the US government, already target their enemies abroad with lethal force using robots—mostly drones—that enable them not to risk their own forces. But what happens when individuals and small groups can do this too? How do you govern a world in which no one legal system—based, as legal systems are, on things like national borders, jurisdictional boundaries, and citizenship—can regulate interstate deployments of force by unaccountable actors?


Finally, imagine we changed one fact about the 2010 British Petroleum (BP) Gulf oil spill. Instead of the spill’s having taken place as a consequence of an accidental explosion, let us pretend that it was the result of a premeditated attack. Perhaps a terrorist group hit the Deepwater Horizon drilling rig. In this scenario, the damage would be the same, with the oil flowing in the same volume. The only difference between this dark fantasy and the reality that unfolded in the summer of 2010 is volition: in the fantasy, someone meant to do it, transforming the oil spill from a mere disaster into the worst assault on the United States since September 11, 2001.


One thing that stands out in this counterfactual scenario is the US government’s incapacity, despite its ability to project police force anywhere in the country and military force anywhere in the world, to defend effectively and swiftly against this particular attack, which took place against private infrastructure. During the BP spill, the federal government acted largely to coordinate a private-sector response. It had no capabilities of its own to stanch the flow of oil or to plug the well. Such capabilities, instead, lay in the hands of a private corporation, one of a select group of corporations that have proven enormously innovative in offshore oil drilling. These corporations have proven so inventive, in fact, that only they, and not the US federal government, have the technological and logistical capability to deal with the national security threats—accidental or malicious—that their very innovations can now bring about.


Place the lessons of all these changed scenarios alongside one another:


       •  Modern technology enables individuals to wield the destructive power of states.


       •  Individuals, including you personally, can potentially be attacked with impunity from anywhere in the world.


       •  Technology makes less relevant many of the traditional concepts around which our laws and political organization for security have evolved. National borders, jurisdictional boundaries, citizenship, and the distinctions between national and international, between act of war and crime, and between state and private action all offer divides less sharp than they used to.


       •  Our nation—and every nation—can face attack through channels controlled and operated not by governments but by the private sector and by means against which governments lack the ability to defend, making private actors pivotal to defense.


Strung together, these lessons succinctly describe the security future with which citizens and governments must now grapple.


Much of what we think we know about privacy, liberty, security, and threat is no longer true. Much of what we have been taught about what threatens us, about what protects us, and about the risks and benefits of state power versus individual empowerment is obsolete. In the conventional understanding, international security is a state-to-state affair; the relationships between privacy, liberty, and domestic order are matters between individuals and their governments; and civilian technologies in the hands of individuals have relatively little to do with the way we order either governance at home or international security. We built the state to mediate disputes among citizens and to protect them from outside attack. We gave it power to contend with other states and to ensure it could govern effectively. Because we feared that power, we imposed constraints on it. And we imagined its power and the security it was meant to provide as being in tension with the liberty we expected it to respect. We built walls around our countries with legal concepts such as jurisdiction. And for the most part, these intellectual, conceptual, and legal constructions have held up pretty well. Yes, we had to adjust in response to Al-Qaeda and other transnational nonstate actors. And yes, globalization has complicated the discussion. But the way we think about security—what it means, where it comes from, what threatens it, what protects it, and the relationship between individual and collective societal security—has remained remarkably stable.


In what follows, we mean to persuade you that this way of thinking is now out of date. Indeed, we argue that our debate about the fabric of security and its governance is based on dated assumptions about a technological world that no longer exists. In our new world, you can pose a threat to the security of every state and person on the planet—and each can also threaten you. In our new world, individuals, companies, and small groups have remarkable capabilities either to protect others or to make them more vulnerable. In our new world, not only do privacy and security not generally conflict, but they are often largely the same thing. And in our new world, state power represents a critical line of defense for individual freedom and privacy, even as the state itself may be losing its ability to serve its purpose as the ultimate guarantor of security to its citizens.


Driving this new environment is a mix of technological developments. There is the radical proliferation of both data about individuals and technologies of mass empowerment available to individuals. Notwithstanding Edward Snowden’s spectacular revelations about the National Security Agency (NSA), the state’s comparative advantage in collecting data, manipulating it, and exposing individuals to risks or protecting them from threats is actually eroding, as ever bigger companies occupying ever more powerful market positions take on data collection and analytics as their business cores. The miniaturization and automation of weapons further weakens national boundaries—as well as the front door to your house—as effective lines of defense. Biological research and biotechnology are progressing at an unprecedented pace, bringing great promise—and great danger—to human security all around the globe.


Our new environment of highly distributed threats and defenses has already changed our lives, and it will change them more in the years to come. It will change our sense of privacy, of safety, and of danger. It will change our relationships with corporations, governments, and individuals whom we have never met. It will change the way we govern our collective security and how we manage our personal safety. And it may lead us to ask questions about how we organize ourselves politically at the local, national, and international levels.


Today, each person needs to fear an exponentially higher number of people and entities than only a decade ago. The threats to your personal security now include not merely governments and corporations but also other individuals around the world: stalkers, identity thieves, scammers, spammers, frauds, competitors, and rivals—everyone and everything from the government of China to the NSA to Luis Mijangos. You can be attacked from anywhere—and by nearly anyone.


And so can countries. All countries now face a similar array of threats—a much vaster array than in only the very recent past. The inevitable greater reliance by the modern state on computerized systems for all important societal functions—ranging from national defense to electricity delivery and water distribution to transportation, banking, and just about everything else—makes the state and its inhabitants increasingly vulnerable to exploitation and attack. Edward Snowden and WikiLeaks can more broadly disseminate closely held government information, which is also far easier to steal; a much wider range of actors can hack into networked systems and exploit or damage the information they contain or the functions they control.


This point is not simply about cybersecurity. Technologies that put destructive power traditionally confined to states in the hands of small groups and individuals have proliferated remarkably far, as a general matter. That proliferation is accelerating at an awe-inspiring clip across a number of technological platforms—in particular, networked computers and biotechnology and, in the not-too-distant future, robotics and nanotechnology as well. The technologies in question, unlike the technologies associated with nuclear warfare, were developed not in a classified setting but in the public domain. And they are not simple technologies either. They are platform technologies—that is, technologies that facilitate generative creativity in their users to build and invent new things, new weapons, and new modes of attack. As these technologies become cheaper, more and more people have the ability to give expression to what resides in their hearts in the digital world, in the physical world, and in the microscopic coding of life itself. And as these technologies get cheaper, we become, as a global community, ever more dependent on them for our health, agriculture, communications, jobs, economic growth and development, and even our culture.


These dependencies make states enormously vulnerable. Just as you are more vulnerable today to attacks from an ever widening array of actors, so are the United States and every other country in the world. Whereas once only rival states could contemplate killing huge numbers of civilians with a drug-resistant illness or taking down another country’s power grids, now governments must contemplate the possibility of ever smaller groupings of people undertaking what are traditionally understood as acts of war. The past few decades have seen an augmenting ability among relatively small, nonstate groups to wage asymmetric conflicts against even powerful states. The groups in question have been growing smaller, more diffuse, and more loosely knit, and technology is both facilitating that development and increasing these groups’ ultimate lethality. The trend seems likely to continue and probably even to accelerate. It ultimately threatens to give every individual with a modest education and a certain level of technical proficiency the power to wreak potentially catastrophic damage. As a thought experiment, imagine a world composed of billions of people walking around with nuclear weapons in their pockets.


This problem is not entirely new—at least not conceptually. The mad scientist mwuh-huh-huhing to himself as he swirls a flask and promises, “Then I shall destroy the world!” is the stuff of old movies and cartoons. In literature, versions of the scientist creating disaster date back at least to Mary Shelley in the early nineteenth century. In some sense, it just reflects the old literary fear of people playing gods—Daedalus and Icarus and the Tower of Babel—recast for a more modern, scientific world. Along with literary works set in technologically sophisticated dystopias, the character of the technologically empowered madman represents one of the ways in which our society expresses its fears of rapidly evolving technology.


The fantasy’s sudden plausibility, however, is new. Across a variety of technological platforms, individuals and small groups are now playing enhanced roles in the affairs of countries and regions—and those roles will only grow more strategically significant as technologies of mass empowerment develop further and penetrate more deeply.


At the same time, the very forces that are causing threats to multiply are also distributing defensive capacity and responsibility. Only recently, governments alone bore responsibility for protecting nations. Today it is possible to attack a country without ever confronting a government-owned or government-controlled facility. The data pipes into the United States, for example, are largely in private hands—so that the government no longer controls the very channels through which this country might face attack. This means that private actors—and not just BP—are uniquely positioned to defend against attacks and that private actors must now bear responsibility for some aspects of security. The more technology proliferates, the less exclusive the government’s security capabilities—and therefore its security responsibilities—become.


Our new world, in short, is one of many-to-many threats and many-to-many defenses. While it is not yet literally the case, every individual, every group, every company, and every state will soon have the potential to threaten the security of—and have his, her, or its security threatened by—every other individual, group, company, and state. We are thus in a moment unlike any other in the history of the world, one in which distance does not protect you and in which you are at once a figure of great power and great vulnerability. It is a moment that challenges cherished ideas at the core of our political identities, that requires us to face new realities at once exciting and terrifying. The world of many-to-many threats and defenses is radically populist, a place in which the relative power of the state to that of the citizenry is reduced and in which we are unleashing the enormous creative potential associated with giving people the power to do great things. It threatens, however, to be Hobbesian as well—an environment of unaccountable freedom to do great harm, in which the very lack of accountability for the harms we do may spur some of us to do them. And it raises a giant question of governance: How does a state provide for its security in such a world? How does it organize its relationship with both the individual subject to its jurisdiction and the individual beyond its jurisdiction who nonetheless threatens its citizens or, indeed, the state itself? And how does a state negotiate its relationship with other states, all with equal claim to independence and sovereignty, as well as with those other states’ citizens? We mean to address these questions in this book.


A CENTURY AGO, IN 1914, in the wake of the assassination of Austro-Hungarian archduke Franz Ferdinand, foreign affairs writer F. Cunliffe-Owen looked for the bright side. While “it is only natural that one should be stricken with horror at the brutal and shocking assassination,” he wrote in the New York Sun, “it is impossible to deny that [the archduke’s] disappearance from the scene is calculated to diminish the tenseness of the [general European] situation and to make peace both within and without the dual Empire.” The archduke was so universally regarded as a “disturbing factor and as committed to forceful and aggressive policies, that the news of his death is almost calculated to create a feeling of universal relief.”8


For anyone presuming to speculate about the future of global security, this article by poor Cunliffe-Owen—and the many hundreds of others like it that, across time and subject matter, have gotten big questions spectacularly wrong—is a cautionary tale with a loud moral: predicting the future offers many more opportunities to look stupid than to look prescient. Even with a horizon of just a few weeks, Cunliffe-Owen managed to misinterpret the triggering event for World War I as one of those moments of sudden relaxation that lets us all breathe a little easier. He was not an idiot; he appears to have been a well-respected foreign policy analyst. And he was not the only one. In 1913, David Starr Jordan, then president of Stanford University, scoffed, “What shall we say of the Great War of Europe, ever threatening, ever impending, and which never comes? We shall say that it never will come.” If people like these could fail to anticipate the coming few months within 180 degrees of accuracy, one should probably approach anticipating the broad security trends of the coming decades with a certain humility.9


So let us start by making clear that our aim in these pages is not to sound the alarm about inevitable catastrophic attacks using advanced technologies. Such events, to be sure, may well happen; indeed, they may prove a recurrent feature of the world we describe. But many people have long predicted the proliferation of catastrophic terrorist attacks employing widely available variations of weapons of mass destruction and harming thousands or millions of people—and thankfully, these attacks have not yet happened. We are not synthetic biologists, computer scientists, or robotics engineers, and we are not aiming to assess the inevitability or likely frequency of malicious exploitations of modern technology. Our concern, rather, is the general problem of how to govern so as to effectively ensure security in an environment of simultaneous individual empowerment and individual vulnerability.


As such, we advance a single very general prediction: that modern society has not yet exhausted the implications for security and liberty of the dissemination around the world of technologies that empower individuals and of information about individuals. We believe both that this proliferation trend will continue to accelerate across a growing number of technological platforms and that it will do so in a fashion that will further complicate the task of governance in the interests of security. As it does so, it will profoundly challenge the manner in which we currently think about issues of surveillance, civil liberties, security, threat, and governmental responsibility, power, and accountability.


It follows necessarily that a great deal of the United States’ current discussion of the laws and policies that govern privacy, liberty, security, and safety both within our shores and across borders is out of date—or fast becoming so. And perhaps more importantly—and more tectonically—it follows as well that the liberal political theory that gave rise to our vision of the role of the state in providing security requires reconsideration, if only to ensure that the state can meet the challenges of our new technological environment.


An enormous literature has developed in the post-9/11 world on the effects of the rising power of nonstate actors on traditional dichotomies in our law and governance: between the public and the private, between war and crime, and between the domestic and the international. Much of this literature has emphasized the role of technology in the breakdown of these dichotomies. As the President’s Review Group on Intelligence and Communications Technologies wrote in 2013 in response to the Snowden controversies, “The traditional distinction between foreign and domestic has become less clear. The distinction between military and civilian has also become less clear, now that the same communications devices, software, and networks are used both in war zones such as Iraq and Afghanistan and in the rest of the world. Similarly, the distinction between war and non-war is less clear, as the United States stays vigilant against daily cyber security attacks as well as other threats from abroad.”10 Some of this literature, particularly the work of Philip Bobbitt, author of two major works on the history of warfare, and John Robb, a theoretician of asymmetric conflict, has taken on directly the challenge to the modern state that our new security environment poses. We draw on all of these prior insights but add what we think are a few important twists.11


For starters, we are not narrowly concerned with the admittedly serious problem of terrorism. Rather, we focus on what we believe to be the somewhat broader essence of the security challenge that modern states and individuals alike now face: that the new world of many-to-many threats and defenses puts enormous power—for good and evil alike—in the hands of an unprecedented array of actors, making us all at once more powerful and more vulnerable. That power increasingly includes the power to attack—for whatever reason and by whatever type of actor—at great distance and with diminished accountability.


An honest focus on the world of many-to-many threats demands a look back at some basic premises of liberal society. In a world in which everyone plays a role in everyone else’s equation of threats and defenses and national and individual security are hopelessly intertwined, old governance questions demand new answers. We have not yet, as a society, figured out how to redesign the relationships between citizens and their governments, among governments internationally, or among people themselves for the provision of basic security and freedom in a technologically changing environment. We have not yet given adequate thought to how afraid we are of the countless Little Brothers and Medium-Sized Brothers our technology is creating—and whether fear of all these lesser brethren ought to imply some role for their biggest sibling in keeping them all in check. It is time to start doing so, and in these pages we take a preliminary stab at suggesting how one might go about it.


In doing so, we also attempt to integrate several debates that seem to take place largely in stovepiped abstraction from one another, despite their being, in our judgment, flip sides of the same coin—or, more precisely, multiple sides of the same die. America today has a cybersecurity debate. It has a smaller biosecurity debate. A heated debate surrounds the use of drones in the war on terrorism and, to a lesser extent, in the civilian sector domestically. We have a rich debate over privacy and civil liberties. Yet there is far less overlap among these debates than there ought to be. Cybersecurity experts will talk about the novelty of their security arena and mention the facts that attacks can be hard to attribute, capacity to launch attacks has proliferated very far, and the costs of computing power keep falling. Go to a conference on biosecurity and you will hear all of the same themes—discussed with an equal sense of menace and novelty—but with reference to an entirely different set of technologies.12 Debates about drones and targeted killings tend also to be constrained, often ignoring the impending proliferation of drones and other types of lethal robots far beyond the US government—or any government—and for uses far beyond counterterrorism. The contemporary American debate contrives to define privacy values as existing in tension with cybersecurity goals rather than seeing good security and strong government enforcement as essential protections for privacy. We aim here to discuss these issues at a high altitude and to explore how these many issues flow from the same underlying fact: that technologies of radical empowerment are spreading in fashions that render us all both radically strong and radically threatened.


This is a book about the distribution of power when everything is recorded, everyone is watchable, and nearly everyone both poses a threat and requires protection. It is a book about the reshuffling of past eras’ allocation of powers and responsibilities, domestic and international. It is a book that takes a disruptive look at surveillance and privacy, security and liberty. It is a book about technology and the shift it is bringing about in our collective sense of who protects us and who threatens us. It is a book about options for governance and political organization.


We begin by laying the factual groundwork for the discussion, describing how the proliferation of technologies of mass empowerment renders all of us, at once, naked, vulnerable, menacing, and essential to security. We detail the array of threats that states, corporations, and individuals alike now pose to each other, as well as the simultaneous vulnerabilities they incur as technology distributes capacity for attack. We show how defensive capabilities are devolving from the state to individuals and groups, making each of us key to our own defense, as well as to the defense of others. All of this, we explain, makes up a profoundly different security environment than any the world has seen before.


We then turn to the conceptual challenges that this new security environment poses—how it disrupts the traditional social contract described by the Enlightenment political theorists, how it forces us to rethink notions of privacy and the relationship between liberty and security within the liberal state, and how it defies the traditional allocation of powers among states over their territories and citizens. If anyone can attack anyone else from anywhere and our world is consequently becoming more Hobbesian, can the modern state keep us from the state of nature? And how should we think about its powers and its limits? How should we think about the relationship between liberty and security when we both rely on governments to protect us from radically empowered fellow citizens around the globe and also fear the power those same technologies give to governments? In a world in which borders represent less meaningful divisions than they once did, is the existing international order that delimits states’ jurisdiction along territorial boundaries sustainable? Or is effective governance of security in a world of many-to-many threats and defenses necessarily international in character?


Finally, we attempt to glean some lessons for domestic and international governance. The purpose here is not to develop a laundry list of policy proposals but rather to develop an intellectual framework for policy making and, indeed, for citizens at large across a wide range of areas. Our aim is to help readers think through—using the very old technology of the printed word—the implications of new technologies for their personal and collective security and for the old and venerable political theories on which modern societies are organized.




PART I
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1


THE DISTRIBUTION OF OFFENSIVE CAPABILITY


USING GENE-SPLICING EQUIPMENT available online and other common laboratory equipment and materials, a disgruntled molecular biology graduate student undertakes a secret project to recreate the smallpox virus. Not content merely to bring back an extinct virus to which the general population has no immunity, he uses public-source material to enhance the virus’s lethality. His activities raise no eyebrows at his university lab, where synthesizing and modifying complex genomes is commonplace. Although time-consuming, the task is not especially difficult. He buys short pieces of the genome and strings them together—taking care not to order sequences long enough to alert the gene-synthesis companies from which he purchases, all of which screen orders for dangerous gene combinations. He synthesizes most of the virus himself to avoid detection. When he finishes, he infects himself and, just as symptoms begin to emerge, goes to an airport and has close contact with as many people as he can in a short time. He then kills himself before becoming ill and is buried by his grieving family; neither they nor the authorities have any idea of his infection.


The outbreak begins just shy of two weeks later and seems to come from everywhere at once. Because of the virus’s long incubation period, it has spread far by the time the disease first manifests itself. Initial efforts to immunize swaths of the population prove of limited effectiveness because of the perpetrator’s manipulations of the viral genome. Efforts to identify the perpetrator, once it becomes clear that the outbreak is not an accident, require many months of forensic work. In the meantime, authorities have no idea whether the country—and quickly the world—has just suffered an attack by a rogue state, a terrorist group, or a lone individual. Dozens of groups around the world claim responsibility for the attack, several of them plausibly.


Fantastic as this scenario sounds, there is nothing especially improbable or futuristic about it. The materials required to pull it off are already inexpensive, and the price of DNA synthesis continues to fall rapidly. People have already constructed viruses with long genetic sequences and have also modified existing organisms to enhance their propensity to kill. Although making these sequences behave like viruses still poses technical challenges, those challenges are fading quickly. As the National Science Advisory Board for Biosecurity bluntly put it in 2006, it is “possible to construct infectious agents from synthetic or naturally derived DNA. The technology for synthesizing DNA is readily accessible, straightforward and a fundamental tool used in current biological research. In contrast, the science of constructing and expressing viruses in the laboratory is more complex and somewhat of an art.”1 The number of people who could pull off this nightmare scenario today is not huge, but it is growing fast. Today’s art will quickly become, like DNA synthesis itself, routine science, then just routine. Meanwhile, the number of people capable of less sophisticated biosecurity mischiefs, including some that could have devastating effects on significant quantities of people, is already large and far-flung geographically.


What is more, biotechnology is only one arena in which ever smaller groupings of people can leverage technology to attack ever larger entities—up to and including corporations, states, and societies at large. Cyberspace is another arena. The number of people capable of mounting a meaningful cyberattack has grown alongside the proliferation of globally networked computer systems. The opportunities for such attacks are themselves proliferating, becoming cheaper, and involving an increasingly diverse array of technologies.


The empowerment activities that these technologies enable run the gamut of morality—from welcome social and political innovations to attempted crimes against humanity. Indeed, how we feel about them—whether we view them as attacks or as an attractive form of people power—depends on who is employing them and for what ends. When Arab dissidents used social-networking platforms to organize, inform, and empower protesters at the expense of autocratic governments during the Arab Spring, we celebrated. When, beginning in 2008, the hacker collective known as Anonymous launched cyberattacks against corporations and entities offensive to its members, we responded with mixed feelings—with approbation for the honorable place of civil disobedience, on the one hand, and concerns about unaccountable mob rule, on the other. When Julian Assange, founder of WikiLeaks, created a computer system to distribute leaked material and individuals then used that system to expose US government secrets, we saw a lively debate between those who regard this as an attractive form of distributed journalism and those who regard it more dimly. When someone in 2001 milled and engineered anthrax spores for public dissemination, we responded with horror, as we did when, in 1993, the Aum Shinrikyo terrorist cult attempted biological attacks and then in 1995 successfully dispersed sarin gas on the Tokyo subway system.


The fact that technology can serve both useful and destructive purposes is as much a feature of fire, rocks, and spears as of any newfangled invention. In our modern age, however, new technologies are able to generate and channel mass empowerment, allowing small groups and individuals to challenge states and other institutions of traditional authority in ways that used to be the province only of other states. They are growing increasingly cheap and available. They defy distance and other physical obstacles. And, ultimately, they create the world of many-to-many threats, a world in which every individual, group, or state has to regard every other individual, group, or state as at least a potential security threat.


Modern technologies of mass empowerment have certain common features that warrant a close look: their rapid pace of growth and proliferation, their diffusion of power into individual hands, and their general trajectories of development. We focus here on three distinct technological spheres that exist today in different phases of development: networked computers, biotechnology, and robotics. An additional sphere, nanotechnology, is still in a more incipient phase, yet will likely affect all three other technological spheres in the foreseeable future. Other technologies of mass empowerment will surely develop in the years to come, but we focus on these three particular examples as illustrative of the class in an attempt to flesh out the sorts of threats this type of technological empowerment engenders. Rapid technological progress brings with it vast and definite advantages for huge numbers of people. But these technologies also have certain common features that, alongside the great good people can do with them, create a unique threat environment.


MODERN TECHNOLOGIES OF MASS EMPOWERMENT


Violence does not require fancy weapons. Seung-Hui Cho used widely available firearms to kill thirty-two people and wound twenty-five others at Virginia Tech in April 2007. It took only machetes to massacre most of the eight hundred thousand Tutsis and moderate Hutus during the hundred days’ genocide in Rwanda in 1994. From Columbine to the Congo, individuals have conducted all manner of attacks, as lone wolves or in organized groups. According to some estimates, there are about 90 guns for every hundred people in the United States, and more than 650 million civilian firearms worldwide. Between eight and ten thousand people were killed annually in gun-related homicides in the United States between 2008 and 2012, and those account for only two-thirds of all murder cases. When people want to kill other people, they can.2


But while technology is no kind of prerequisite for violence, it does facilitate a range of violent behaviors. The technologies that cause the greatest concern for security these days are, perhaps unsurprisingly, the same ones that offer the greatest promise to humanity. The concern and the promise emanate from the same source: the double-edged nature of technological advancement. As defense policy analyst Andrew Krepinevich observes, “All the military revolutions of the last two centuries are in a real sense spinoffs from the Industrial and Scientific Revolutions that have been central, defining processes of modern Western history.” There are, in effect, no walls separating the violent and the mundane. The iron forge used to cast church bells was instrumental in the development of the cannon in the fourteenth century. The telegraph and railroads were both driving forces in subsequent military revolutions. In the other direction, duct tape, the microwave, the Global Positioning System (GPS), and indeed computers were all originally developed, at least in part, for military use, only to find their way into everyday civilian life.3


By delivering dramatic new capabilities to humanity in general—and to individual humans in particular—technological development creates the certainty that some of those individuals will use those capabilities to do evil. When our ancestors lived in caves, most Australopithecines found the rock useful to crush berries, but a few used it to crush skulls; some honed the rock into a tool for hunting woolly mammoths, but a few turned that tool on each other. Most people now will use new biotechnologies to prevent disease; a few will use them to cause it. As businessman and former Microsoft technology chief Nathan Myhrvold put it, “Technology contains no inherent moral directive—it empowers people, whatever their intent, good or evil.”4


Because most people do not seek to harm others, the net impact of technological development is, in all probability, hugely positive for humanity. Socialization has always been essential to survival. Consequently, the Internet, media, telecommunications, travel, and commerce have greatly enhanced human well-being by making the world smaller and strengthening global interconnectedness and interdependence. They have toppled the barriers that, heretofore, had impeded global social development. In his majestic book on the history of violence, The Better Angels of Our Nature, Harvard psychologist Steven Pinker argues that our present international society is the least violent in recorded history, in part because technology, trade, and globalization have made us more reasoned and, in turn, more averse to violence. Fewer people in the modern world want to do bad things to others. Pinker’s thesis, powerful and persuasive as it is, only captures one side of the coin, however. The very same technologies that help account for our society’s relative peace now threaten to enable people to cause each other infinitely greater harm than ever before.5


In one sense, this is merely a feature of globalization. Although Pinker credits globalization with taming violence, legal scholar Philip Bobbitt and defense writer John Robb, in their respective books on globalization and terrorism, both link global communications, networking, and travel to a new era of terrorism and confrontation between the state and nonstate actors. And both make clear that technology and its proliferation are key features of this development.6 Similarly, in his paean to globalization, The World Is Flat, New York Times columnist Thomas Friedman pauses only a few times in his glee over what he terms the “flattening” of the world—that is, the geographical and social leveling associated with the proliferation of trade and technology around the globe and the accompanying distribution of capability. During one such pause, he briefly considers the security implications of the trend he otherwise celebrates: “Contemplating the flat world also left me filled with dread, professional and personal. My personal dread derived from the obvious fact that it’s not only the software writers and computer geeks who get empowered to collaborate on work in a flat world. It’s also al-Qaeda and other terrorist networks. The playing field is not being leveled only in ways that draw in and superempower a whole new group of innovators. It’s being leveled in a way that draws in and superempowers a whole new group of angry, frustrated, and humiliated men and women.”7 But there’s more going on here than simple globalization, and Friedman—in his description of the superempowerment of the world’s real or perceived underdogs—is actually conflating distinct phenomena. Globalization is fundamentally about connectivity and travel worldwide, the ability to move people, goods, and particularly information at a speed and cost sufficiently low to make the world a smaller place. The true superempowerment of individuals, however, involves an additional element: cheap, widely available, and destructive technologies of attack.


Modern technologies of mass empowerment are not fundamentally weapons systems, but they do take to their logical conclusions certain trends in weaponry: those toward increased lethality at greater distance and toward giving more individuals the power do ever greater harm. Specifically, technologies of mass empowerment put more power, potentially a lot more power, in the hands of more people, potentially a lot more people. They thus push toward an extreme in which we have to fear ever more remote and ever more lethal attacks from an ever wider array of ever less accountable people wielding what legal scholar and theorist of technology and law Lawrence Lessig has called “insanely destructive devices.”8


NETWORKED COMPUTERS


The most developed technology of mass empowerment is the planet’s networked computer infrastructure. Access to the Internet is ubiquitous in much of the world: according to some statistics, 40 percent of households globally are connected, reflecting explosive growth over a decade ago. An immense and ever growing number of people are capable of manipulating computers connected to the network. As a result, the expertise to launch cyberattacks and cyberexploitations is widely, though certainly not evenly, distributed, and the subject of cybersecurity has spawned an enormous literature. For our purposes, the most relevant points are that cyberintrusions—whether aimed at military systems, intended to disrupt social and economic activity, or used simply to steal information, data, or money—take place constantly. They come from governments of rival nations, from members of criminal gangs, from politically motivated hacker groups, or simply from disaffected individuals. Identifying perpetrators involves time, money, and significant doubt. The anonymity and accessibility of the Internet, together with the sheer volume of cyberattacks, makes deterrence and attribution of intrusions particularly difficult.9


The objectives behind cyberintrusions can vary as widely as the societal functions that now depend on computerized networks. Most involve garden-variety attempts at fraud and theft. Some, like Luis Mijangos’s crimes, involve more intrusive assaults on people’s personal dignity—something closer to online rape. In others, as in the case of Mona Jaud Awana, a Palestinian woman, who lured an Israeli teenager via Internet chat to meet with her and then killed him, cyberspace only serves to facilitate traditional criminal or terrorist activity. Cyberintrusions also involve espionage, as attackers regularly steal huge volumes of information from companies and governments alike.10


Some intrusions seek not merely to exploit information technology systems but to damage them or alter their functioning. So-called denial-of-service attacks against a variety of governmental and corporate targets have become common in recent years. More sophisticated attacks that exploit software vulnerabilities and human weakness have become prevalent as well, threatening military systems, vital infrastructure, and other crucial, network-dependent installations.


Although hard to assess, the probability of a truly catastrophic cyberattack, like a meltdown of the world’s financial system or a broad-based attack on the electric grid, is certainly not negligible. An attack of this magnitude will likely remain the province of professional intelligence services for some time to come. But a number of high-profile incidents in recent years have underscored the fact that such an attack cannot be ruled out. In 2007, the Department of Homeland Security conducted a test in which it hacked into a model power plant control system and destroyed a generator by changing its operating cycle. The nations of Georgia and Estonia found their government computers and Internet connectivity subject to systematic attack when they had political and military confrontations with Russia. And, of course, the possibility of cyberwarfare involving nuclear power plants was vividly on display in the case of the so-called Stuxnet worm, revealed in 2010 to have attacked the Iranian uranium-enrichment program by speeding up specific centrifuge models, and in other attacks of a similar nature dubbed “Olympic Games,” both reportedly launched by the United States and Israel.11


While the highest-profile cybersecurity incidents of recent years have generally been state-to-state affairs, the power to conduct low- to medium-grade attacks and exploitations on a wide scale has clearly migrated to actors far below the level of sovereign states. The most famous example is the hacker group known as Anonymous, whose diffuse and largely uncoordinated membership has launched attacks on a range of targets—from Sony, to companies that refused to host WikiLeaks, to government websites, to the Church of Scientology. But it is not the only example. Consider the following, all of which took place in August 2013 alone: A hacker collective calling itself the Syrian Electronic Army launched successful attacks against Twitter, the New York Times, and the Washington Post, taking one newspaper off the Internet for the better part of a day and redirecting traffic from the other to its own site. Someone launched a denial-of-service attack on the entire Chinese Internet, slowing or stopping traffic for more than six hours (it was unclear whether the attack was the work of a nation-state). The press revealed “deep cyberattacks” against three banks over the previous three months, costing those institutions millions of dollars as hackers gained control of their wire-payments applications. A Pakistani hacker claimed credit for a series of hacks that affected 650 Israeli websites associated with the government, corporations, and individuals. A group of Afghan hackers, meanwhile, attacked Pakistani websites. One can compile a similar list for any month of any recent year.12


Of course, nonstate intrusions lie along a continuum, from entirely legitimate cyberactivism—which can often serve to erode government power in salutary ways—to cyberharassment and “hacktivism,” all the way to full-on attacks. What all have in common is the use of widely distributed networked computers and telecommunications to allow individuals—for good or ill, on their own or in formal or informal arrangements with one another—to engage in conflict against governments or other large entities that have traditionally wielded great power.


GENETIC ENGINEERING, SYNTHETIC BIOLOGY, AND BIOTECHNOLOGY


The life sciences present a somewhat less developed case of this sort of technological leveling. The technology tools and expertise associated with genetic engineering have penetrated society less deeply than have networked computers and computer-programming skills. Still, the number of people trained in genetics and synthetic biology is large and growing quickly. Education itself is becoming more globalized, with both domestic and foreign students benefitting from the most advanced institutions and laboratories. Even more than the ubiquity of networked computing, the growing availability of genetic-engineering technologies threatens to put the power to launch a weapon-of-mass-destruction (WMD) attack in the hands of a great many people around the world with relatively inexpensive equipment and basic training.


Biological weapons are unique among WMDs. Like nuclear weapons, they have the capacity to do truly catastrophic damage. And like chemical weapons they are comparatively inexpensive and easy to produce. But only biological weapons can produce destruction far beyond the point of first impact by dispersing contagious pathogens that spread through the human network. As Myhrvold has bracingly put it,


Modern biotechnology will soon be capable, if it is not already, of bringing about the demise of the human race—or at least of killing a sufficient number of people to end high-tech civilization and set humanity back 1,000 years or more. That terrorist groups could achieve this level of technological sophistication may seem far-fetched, but keep in mind that it takes only a handful of individuals to accomplish these tasks. Never has lethal power of this potency been accessible to so few, so easily. Even more dramatically than nuclear proliferation, modern biological science has frighteningly undermined the correlation between the lethality of a weapon and its cost, a fundamentally stabilizing mechanism throughout history.13


The long incubation periods for many pathogens mean that an infected individual, like the one we imagined at the beginning of this chapter, can travel and infect others before contamination becomes apparent, making it difficult to limit the impact of an attack. Moreover, illnesses caused by biological weapons are often hard to distinguish from naturally occurring outbreaks. It took investigators a year to realize that an outbreak of salmonella in Oregon in 1984 was the result of an attack by followers of Bagwan Shree Rajneesh. The converse risk also applies: authorities may wrongly attribute a natural outbreak to an act of terrorism. Although investigators eventually concluded that the outbreak of West Nile encephalitis in New York in 1999 stemmed from natural causes, the response by public health authorities had a lot in common with the response to a bioterrorism event because the natural outbreak presented similarly to one. The disease had never before occurred in the Western Hemisphere, and an Iraqi defector had claimed just months before the outbreak that Saddam Hussein was weaponizing the West Nile virus. The potential for mistakes can generate unwarranted conflict and undermine a government’s credibility.14


The technology required to produce biological weapons is generally the same as that used in legitimate life sciences research; indeed, it is the bread and butter of the biotechnology revolution. Precisely because modern biotechnology holds so much promise and offers so many benefits for so many walks of life, the materials and skills required to develop these weapons are not rare. So, while it is extremely difficult for even a highly trained individual to build his own nuclear weapon, someone with relatively modest expertise and resources could potentially obtain or develop a biological weapon—with global consequences. As costs for resources and research continue to fall, the number of people whom governments around the world have to regard as capable, at least in theory, of developing their own personal WMD program grows commensurately.15


This is happening fast. Bioterrorism expert Christopher Chyba has likened the proliferation of gene-synthesis capability to the exponential growth in computer technology as predicted by Moore’s law, named for Intel founder Gordon Moore, who observed in 1965 that the number of transistors on an integrated circuit, which is to say, the “power” of computers themselves, doubled every two years—a trend that has remained true ever since. Chyba states, “Just as Moore’s law led to a transition in computing from extremely expensive industrial-scale machines to laptops, iPods, and microprocessors in toys, cars, and home appliances, so is biotechnological innovation moving us to a world where manipulations or synthesis of DNA will be increasingly available to small groups of the technically competent or even individual users, should they choose to make use of it.”16 Chyba notes that the cost of synthesizing a human genome has plummeted and will continue to fall and that as cost decreases, the efficiency of biotechnology continues to increase. According to one calculation, the speed of DNA synthesis increased five hundred times from 1990 to 2000. Another expert calculated that by 2010, an individual working alone would be able to synthesize genetic materials one hundred times faster than he could in 2003, and the increase has indeed been dramatic. To give a sense of what this means for the ability to build a personal WMD arsenal, it took researchers at the State University of New York three years to synthesize the complete poliovirus in 2002, but the following year, a different group of researchers synthesized a viral genome of comparative length in only two weeks.17


What is more, deadly pathogens are not that hard to come by. Many of the most notable and terrifying pathogens even occur naturally: anthrax, bubonic plague, the Ebola and Marburg viruses, tularemia, and Venezuelan equine encephalitis can all be collected in the natural environment. That fact was not lost on the notorious Japanese cult Aum Shinrikyo, which attempted to obtain Ebola strains in Africa, though it did not successfully sicken anyone with them. In addition, many pathogens are stockpiled by commercial companies for legitimate purposes, even as governmental controls on these stockpiles have tightened in recent years. Moreover, even pathogens like smallpox and the 1918 flu virus, which have been wiped out in the wild, can now be re-created, as in the nightmare scenario described at the outset of this chapter. The literature available in the public domain describing—even routinizing—genetic-engineering projects involving the creation, modification, and enhancement of deadly pathogens should be at least as terrifying to policy makers around the world as box cutters or guns on airplanes. Viral genomes are relatively short. Many have already been mapped, and the materials required to synthesize or adapt them using related pathogens are commercially available.


Scientists have repeatedly demonstrated that where states, terrorists, or individual bad guys have the will, science has a way. The following are only a few examples. In 2001, Australian researchers published the results of a study in which they used gene-splicing technology to create a mousepox virus resistant to vaccination. (Mousepox, although not dangerous to humans, is a sufficiently close variant of human smallpox that the experiment demonstrates the likelihood that similar manipulation of the smallpox virus is possible.) The same year, a team of virologists in Germany and France constructed Ebola virus from three strands of complementary DNA. A year later, researchers from the State University of New York, Stony Brook, published studies of de novo DNA synthesis of the poliovirus, constructed using nucleotide fragments purchased from a mail-order biotechnology company. In similar experiments, scientists have successfully synthesized the encephalomyocarditis virus and the 1918 Spanish influenza virus—which infected an estimated one-third of the global population and killed between 50 and 100 million people worldwide.18


To be sure, technological obstacles still confront terrorist groups or individuals interested in launching a global pandemic, but they are growing increasingly surmountable. As technology continues to advance, the synthetic creation or adaptation of larger, more complex pathogens—including, potentially, the smallpox virus—will become cheaper and easier for a wider array of potential bad actors.19


If recent history is any guide, that is an ominous possibility. For while no terrorist group has successfully launched a mass-casualty biological attack, a range of cases demonstrate that there is no dearth of people who would like to do so. Aum Shinrikyo, which succeeded with chemical weapons where it failed with biological weapons, is not the only example. In another chilling indication of an individual’s potential bioterrorism capabilities from 1995, Larry Wayne Harris, a former member of the Aryan Nations, faked stationery from a fictitious laboratory and easily obtained the bacterial agent of the bubonic plague from a private company. After the company shipped the bacterial cultures to Harris, an employee became concerned and contacted the Centers for Disease Control and Prevention. Thus alerted, authorities obtained a search warrant and discovered biological pathogens, as well as explosives, in Harris’s car and home. Harris explained that he was stockpiling weapons in preparation for an imminent Armageddon. He pled guilty to one count of wire fraud. As noted earlier, the threat of bioterrorism became a reality with the anthrax attacks in October 2001. Illustrating the difficulty of ascribing responsibility for this sort of event, it took investigators seven years to develop an indictable case against a single individual, whose death made ultimate, adjudicated attribution impossible.20


If a terrorist were to overcome the challenges inherent in turning a naturally occurring pathogen into a deployable weapon, the consequences could be devastating. The US Office of Technology Assessment estimated, for example, that an airplane flying over a densely populated area such as Washington, DC, could kill as many as 3 million people by dispensing one hundred kilograms of properly aerosolized anthrax. A contagious virus specifically engineered for lethality against a relatively unimmunized population could, at least theoretically, kill many more. In the world of low-probability, high-impact events, this type of attack stands out for its relative plausibility. Indeed, the more one studies biothreats, the more one worries that the world’s escape to date from major biosecurity disaster owes as much to good luck and to a failure of imagination and competence on the part of the bad guys as it does to the difficulty of the undertaking.21


THE EMERGING WORLD OF ROBOTICS


Robotics presents a more nascent field that is starting to exhibit key characteristics of mass-empowerment technologies. Robots have only begun to penetrate the mass consumer market. Most people still do not use them, let alone know how to design or deploy them for specialized missions or applications. At the same time, commercial industry is growing so reliant on robots that some predict they will forever transform the labor market; robots are already employed in assembly lines, hospitals, and distribution centers in much of the Western world. On the everyday consumer side, there are robotic vacuum cleaners, swimming pool cleaners, toys, and gadgets available from the Hammacher Schlemmer catalog. But for most individuals, robotics remains a field in its infancy, still more a matter for hobbyists than a vehicle for mass empowerment.22


On its face, the field does not present a technology quite so obviously mass empowering as do programmable networked computers or biotechnology. After all, most robots available to the consumer are off-the-shelf technologies programmed to perform a set of fixed tasks. But that will almost surely change. As Bill Gates has said with respect to robotics, society is today roughly in the same condition as it was with respect to personal computers back in the early 1980s. “As I look at the trends that are now starting to converge, I can envision a future in which robotic devices will become a nearly ubiquitous part of our day-to-day lives,” Gates wrote. “We may be on the verge of a new era, when the PC will get up off the desktop and allow us to see, hear, touch, and manipulate objects in places where we are not physically present.”23


This era is probably not that far off. Prices are falling fast. Power and capability are growing as computing power continues to develop. Knowledge of the core technologies in the unclassified sector is increasing quickly too, and the potential for individual tailoring of robotic machines is keeping pace. For a few hundred dollars, parents and schools can buy children Lego Mindstorms robotics kits, a kind of high-tech Erector Set that allows them to design and program complex robots with multiple different functionalities and sensors. Many schools now have robotics clubs that compete in national and international meets. Robotic gladiators have long fought to the death on television shows. Teams from around the country compete to design robots capable of the longest travel in the most difficult urban and off-road conditions. One of the present authors organized a “Drone Smackdown” in which teams modified a commercially available quadrotor (a flying robot with four helicopter propellers) and conducted dogfights with them. A generation is growing up with robotics as a part of its engineering DNA. It is only a matter of time before that generation shocks us with what it can do—and how cheaply.24


Robots are already remarkably good at watching people—and killing them. Indeed, military applications of robotic technologies have, to a significant extent, driven the ongoing revolution in robotics that society is now experiencing. The rise of drone warfare has changed the face of American counterterrorism efforts; what began as a surveillance tool that could occasionally deliver lethal force has evolved in a short time into a principal means of following enemy forces into territories in which the United States is reluctant to put its own forces on the ground.


But military robotics are not just the Predator drone and its newer, more powerful cousin, the Reaper. Robotics are playing an ever growing role in military operations more generally, doing everything from scouting terrain to checking for and disarming improvised explosive devices. Numerous new unmanned systems for operations on the ground, in the air, and at sea are in development or have already been deployed. These robots include ground vehicles, infantry substitutes, surveillance devices, supply and guidance systems, evacuation technologies, and, of course, dedicated weapons systems.25 Consider two examples. In October 2011, it became public that the military had acquired a tiny kamikaze drone called the Switchblade, which Wired magazine’s Danger Room blog described as follows:


Instead of carrying a missile, the drone is the missile. Unfolded from a size small enough to fit in a soldier’s rucksack—like a Switchblade; get it?—and launched from a tube, the spy cameras on board the drone scout an enemy position before the soldier controlling it sends it barreling into the target. It’s a strictly one-way mission.


. . .


Soon, the Switchblade won’t be the only Kamikaze drone out there. The spinning circles of death known as the Quadrocopter Microdrone is a homebrew combining tiny guns, laser targeting systems and an Xbox Kinect-style camera to hunt prey, with an optional iPad hookup for remote control.26


Ground-level systems are developing quickly as well. Military analyst Peter Singer, in Wired for War, describes a number of new weapons technologies that companies have already attached to robots. This is only one: “Metal Storm, originally invented by an Australian grocery store worker, is a gun that uses electricity rather than gunpowder to shoot out stacks of bullets. The switch from chemical to electric power allows it to fire far faster, as many as a million rounds per minute. Thus, instead of shooting at one target with one bullet, Metal Storm can do such things as deconstruct a target, by shredding it apart bullet by bullet, or put up an actual wall of bullets in the air to protect against incoming missiles.”27 The company that makes Metal Storm described the viability of this gun on robotic platforms as follows: “Small robotic platforms can carry single or multi-barrel Metal Storm weapons that can be attached to existing structures (such as a robotic arm or wing), or can be integrated with specialised mounts that can target independently of the movement and direction of travel of the robotic platform.” Metal Storm has already conducted live firings from several robotic platforms, including the Dragonfly rotary wing unmanned aerial vehicle (UAV) and the iRobot Warrior and Talon unmanned ground vehicles.28


These technologies will obviously not remain exclusive to the United States. At least forty-five countries have robots in their military arsenals (almost all for nonlethal purposes for now), and nonstate actors are acquiring them as well. The Lebanese armed group Hezbollah reportedly obtained Iranian-designed drones and flew several Mirsad (Arabic for “ambush”) drones into Israel, each capable of carrying explosives. Singer notes that the use of drones is not limited to large, nonstate armed groups such as Hezbollah and that more obscure groups are increasingly able to use or develop such technology. During the 2014 Israeli-Palestinian war in Gaza, Israeli authorities reported that they had shot down a Palestinian drone.29


These technologies will not stay forever in the military or paramilitary sector or in the domestic law enforcement sector, where they have similarly been growing in prevalence and use. Drones, as we noted earlier, have already found their way into the world of hobbyists. Just as civilian firearms moved beyond muskets as military weaponry advanced to include modern rifles and assault weapons, the civilian sector will not remain limited to Roomba vacuum cleaners while the military develops ever more powerful weapons. The organizers of the DIY Drones website earnestly describe themselves as only interested in civilian uses of UAV technologies, but they cannot prevent other actors—good and bad alike—from piggybacking weapons on top of the technologies the enthusiasts lovingly pioneer and refine.


Indeed, some of the most sophisticated technologies not only migrate to the civilian sector but also emerge from it. There exists a kind of continuum from remotely piloted model aircraft, to semiautonomously operated drones, to drones armed for combat. If weapons are common in a society and robots are common and gaining in power per unit cost, robotic weapons will follow as an almost inevitable economic consequence in the civilian sector. Why should a bank hire a security guard, who may fall asleep or get scared during a robbery, when a sentry robot like the ones designed for the Demilitarized Zone in Korea will cost less, stay cool in a crisis, shoot more accurately, and will not demand health insurance or vacation time? For that matter, why should a bank robber take the risk of getting arrested or shot when he can send in a robot capable of relaying his demands, carrying out the loot, and menacing the tellers with a Metal Storm grenade launcher? The right to keep and bear arms may pretty soon mean, in practice, the right to keep and bear robots.


Two other major trends in robotics make the field particularly worth watching as an area of mass empowerment. The first is toward increased autonomy in robots. Robots that provide, in essence, elaborate armed platforms for humans to control remotely are one thing; robots capable of making autonomous decisions, including firing decisions, are something else. Autonomy is not a binary feature—that is, one that either exists or does not. Robots can act autonomously or not along many axes, and the same robot can perform some functions on its own and reserve others for human control. For example, a robot might navigate, avoid enemy fire, and feed surveillance video back to humans all on its own but rely on humans for targeting and firing instructions. At least for now, people seem committed to keeping humans “in the loop” when it comes to the use of lethal force. That said, increased robot autonomy seems inevitable. Having one person control one robot is just too inefficient; as technology improves, robots will be able to accomplish some functions better without human involvement; and communications between people and devices will sometimes break down, necessitating that robots make their own decisions. As Singer writes, “Despite what one article called ‘all the lip service paid to keeping a human in the loop,’ autonomous armed robots are coming to war. They simply make too much sense to the people that matter.” Indeed, some observers see increased robot autonomy—and the ever growing artificial intelligence research that underlies it—as inherently threatening in and of itself. Not all of these observers are technophobes. The cofounder of the artificial intelligence company DeepMind, which Google acquired in 2014 for roughly $400 million, said in an interview back in 2011 that the “number one risk for this century” was his own field. “Eventually,” said Shane Legg, “I think human extinction will probably occur, and technology will likely play a part in this.” He added, “If a superintelligent machine (or any kind of superintelligent agent) decided to get rid of us . . . I think it would do so pretty efficiently.”30


The second trend worth watching involves size and cost, both of which are rapidly shrinking. Drones are becoming more insect-, bird-, fish-, and worm-like—more able to blend in with surroundings. Ever shrinking battery sizes—the most novel ones are thinner than a human hair—are allowing drones to become smaller and nimbler. Over the past few years, Harvard scientists have been building robotic bugs that can move with the same agility and speed as real-life insects, with the goal of creating “high-performance aerial and ambulatory microrobots” that can help in search-and-rescue operations, agriculture, environmental monitoring, and exploration of dangerous places. One of these bugs is the size of a penny. A short animated concept video by the Air Force Research Laboratory and General Dynamics on “micro aerial vehicles” shows a futuristic bee-size drone flying though an open window and taking out an enemy sniper with a miniature explosive payload. Since it was posted in 2009, it has been viewed more than two hundred thousand times and reposted all over the Internet.31


The individual is most unlikely to develop his own Reaper. But it is not too hard to imagine someone weaponizing something the size of the Nano Hummingbird, a tiny bird-size drone developed by AeroVironment with Pentagon support; the even smaller Black Hornet, developed by the Norwegian company Prox Dynamics; or the six-inch, twenty-five-gram Dragonfly developed by TechJect and available on Indiegogo, a crowd-funding website for raising money for various artistic or business ventures. If the individual cannot get his hands on these, he need only copy the effort made by scientists at Cornell University, who developed a hand-size drone that uses flapping wings to hover. The Cornell drone is special in that its wing components were made with a 3D printer.32


Three-dimensional printing—also called additive manufacturing—is a form of robotics that is also an empowerment technology of its own. In a manner similar to the way an inkjet printer uses layers of ink to create words or images on a page, a 3D printer receives input from a digital file and uses preloaded materials (like plastic or polyurethane or metal) to make a shape in a similar layer-by-layer process. Although 3D printing has been around for decades, its uses have largely been limited to commercial manufacturers. As the cost of 3D printing has declined, however, this technology has found more widespread and mainstream uses in homes, among hobbyists, in education centers, in medical care, and even in the fashion industry. In his 2013 State of the Union address, President Barack Obama acknowledged the promise of 3D printing “to revolutionize the way we make almost everything.” But like other technologies discussed here, these benefits do not come without a downside. Gun aficionados have become increasingly adept at fashioning on home printers weapons that actually fire bullets. In late 2012, one group of gun enthusiasts designed an AR-15 that was capable of firing live rounds but would snap apart after firing only six bullets. Within a few months, the group had tweaked its design and has since printed an AR-15 capable of firing over six hundred rounds.33


The December 2012 tragedy at Sandy Hook Elementary School in Newtown, Connecticut, where a lone gunman fatally shot twenty children and six adult staff members, brought about calls for greater gun control in the United States. Some gun enthusiasts responded by turning to 3D printing as a means of accessing weapons they feared that new laws might ban. Cody Wilson, a law student at the University of Texas at the time and a self-described defender of the Second Amendment, uploaded to his website (defcad.org) files and designs for 3D-printing guns and magazines so that others could download them and print their own weapons at home. Within three months of the launch of Wilson’s website, more than 250,000 weapons files for 3D printing had been downloaded, including files for printing a “Liberator” handgun, which had its first successful test firing in May 2013.34


Given today’s possibilities, one has to imagine that in the not-too-distant future, a person at home might simply download the design for a robot, print key component parts, assemble them, and build a fully functioning insect-size surveillance drone. Arming it would be just one more step.


All of this means that ever smaller, less conspicuous, and more autonomous armed robots are coming to the civilian sector, as is the ability to make these robots on one’s own. As robots grow more powerful and more capable of acting both independently and at greater removes, someone will use one to spy on and murder her cheating husband from a deniable distance. Someone else will use one to attack a mosque or synagogue or federal building in another city. The Luis Mijangoses of the world will send out insect drones to take surreptitious videos of women. And others will dream up ways to disrupt collective and individual security that we cannot even imagine today.


NANOTECHNOLOGY: AN INCIPIENT TECHNOLOGY OF MASS EMPOWERMENT?


Nanotechnology cannot yet be called a technology of mass empowerment. It is still in an incipient stage of development. It is currently the province of a great deal of basic research and an enormous amount of speculation. Yet it shows glimmers of the same features that the cyber-, bio-, and robotics realms are, to different degrees, manifesting now. It remains an open question how far down the road to the promise and peril of the true technology of mass empowerment nanotechnology will travel. The question is open because the true power of the technology remains at this stage disputed and because its availability to the masses remains altogether undemonstrated.


Nanotechnology is a materials science involving the manipulation of particles small enough to be measured in nanometers—that is to say, one-billionth of a meter. At that size—the scale of individual molecules and small groups of molecules—matter behaves differently than it does at the bulk scale, chiefly for two reasons: the ratio of an object’s surface area to volume is radically greater, and the object’s behavior is influenced by quantum mechanics as well as by Newtonian physics. As a consequence, the ability to manipulate material and create machines at the nanoscale allows the cultivation of properties that bulk-scale matter generally will not exhibit. This could mean simply better materials, or it could mean something much more dramatic. As one recent nanotechnology text puts it, “Nanobots could venture to places previously unthinkable for machines, such as into the bloodstream or into cells. They could be used on rescue missions, searching in places that are too dangerous or too small for larger robotics or humans to venture.”35
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