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Foreword



John Speed, Director, The European Court of Auditors


An alternative subtitle to this book might be “The application of rigorous common sense to strategic and policy-focused thinking for organizations.” Because what Dennis Sherwood shows in a convincing and entertaining way is that by supporting common sense with the rigorous and structured techniques of causal loop diagrams and systems thinking, it is possible to address complex strategic issues in a manageable and understandable way.


Right at the beginning of the book Dennis points out the fundamental importance of taking a holistic view when addressing business and organizational problems. This rings true for managers in both business and public-sector organizations. As a manager in an institution of the European Union, I recognized immediately the validity of the approach to my own organization, which has a relatively decentralized structure and somewhat diffuse overall goals, and where the various sectors of the organization have their own vision of what is important and what are their priorities. In these circumstances there is a structural tendency to ignore the whole view. As we now, faced with enlargement, try to focus on the key goals for the whole institution, it is obvious—it’s common sense again!—that we must take a holistic approach. Systems thinking and causal loop diagrams can be powerful tools for focusing on what is really important: seeing the forest for the trees.


I think that one of the most important messages in the book is indeed that systems thinking is about what, with hindsight, seems obvious. The paradox is that as one works through the causal loop diagrams, it takes time to determine what afterwards seems obvious! As Dennis points out, thinking through the links, the dangles, how to express the elements to include in the diagram, whether the causality effect is the “same” or “opposite” can make the brain hurt and the wastepaper basket fill up with diagrams that don’t quite describe the situation. This is where the rigor has to be combined with the common sense; and, indeed, with a profound knowledge of the system being described. So a further valuable by-product of the approach is that one has to spend time making sure that one really does understand the business correctly.


Dennis has set out to show that the ideas in the book do not just apply to business organizations and business decisions. In Chapter 10 he does this by applying the techniques to a major issue of public policy, that of global warming. Global warming is a high-level public policy issue and it makes a most interesting and readable example. But for the purpose of showing the applicability Dennis could equally have chosen a more mundane strategic question facing a non-commercial organization, whether in the public sector or non-governmental. Wherever an organization has targets, and constraints, and complex interrelationships between the various elements that affect its performance, it is possible to apply systems thinking and draw causal loop diagrams. They may be more difficult—there are perhaps more “fuzzy variables” and fewer easily quantified ones such as profits or returns to investors—but they can still be used to great benefit.


Chapter 9, “Decisions, teamwork, and leadership,” stressing the importance of understanding the different mental models that exist in an organization in order for effective teamworking to occur, is particularly relevant in public-sector organizations. In the admittedly specific environment of the European Union institutions this is especially important in light of the different backgrounds and cultures of the organizations’ staff members. Even in a specialist institution such as ours (the Court of Auditors) where we are all supposed to be auditors, the traditions of audit across the Member States are very different, and combining them into one organization with a single culture so that the “telephone directory test” can work is a long task.


This is a useful and thought-provoking book, in that it makes managers want to get out their pens and paper and start trying to draw causal loop diagrams to analyze strategic issues for their own organizations. The way to do this is, of course, to get round a table and put brains together with a flipchart. Even better, invite Dennis to come round to help stimulate the process!





Prologue:
What is systems thinking?




Systems thinking is a big idea



This book is about systems thinking. Systems thinking is a big idea—the idea that you really can understand and tame the complexity of the real world. This complexity cannot be wished away, but if you look at the world in the right way, and have the confidence to embrace complexity rather than being cowed by it, it can indeed be tamed.


The essence of systems thinking is that the complexity of the real world can best be tamed by seeing things in the round, as a whole. Only by taking a broad view can we avoid the twin dangers of a silo mentality—in which a fix “here” simply shifts the problem to “there”—and organizational myopia—in which a fix “now” gives rise to a much bigger problem to fix “later.” Taking a broad view, however, is not at the expense of missing the detail; much of business is of course about paying attention to those all-important details. Nor is it a question of broad brush versus detail; rather, it is one of taking a broad view in the context of the right detail, of truly—as the title of this book suggests—seeing the forest for the trees.


The prize you get from doing this is better, more robust, and wiser decisions. Decisions that are better because they have been taken by considering the problem in the round, in all its complexity; decisions that are more robust because they have been taken in the full understanding of their consequences, so that you will not be surprised by unforeseen circumstances; decisions that are wiser, because they stand the toughest test there is, the test of time. And whether you are in a commercial organization or a not-for-profit one, better decisions must mean better business, in the widest sense of the term.


To win the prize, you have to do two things:


[image: Image] Be willing to tackle complexity head on.


[image: Image] Be confident in using the systems thinking toolkit, enabling you to understand, describe, examine, and explore the complexity of the real world.


Here is how this book can help:


[image: Image] It will convince you that complexity can be tamed, and will build your confidence in taming it.


[image: Image] It will take you on an in-depth journey into systems thinking, so that you will be equipped to apply the tools and techniques yourself.



So what is systems thinking all about?



Systems thinking may well be familiar to you, especially if you have read Peter Senge’s bestseller The Fifth Discipline or Arie de Geus’s The Living Company, or indeed if you have had the benefit of attending one of their conferences or of participating in a systems thinking course at business school. In this case, I trust that this book will enhance your knowledge and that you will enjoy the many practical examples based on my experience in using systems thinking over the last 15 years in contexts as diverse as managing a busy back office, negotiating an outsourcing deal, and formulating business strategy.


For those of you to whom systems thinking is new, I hope that you will also enjoy the examples. In addition, you will find in this book everything you need to equip you with a good understanding of the tools and techniques.


Let me first explain the term “systems thinking,” which at first sight can be rather offputting: The word “systems” appears to imply things to do with IT, and the use of “thinking” suggests something very cerebral and intellectual.


In this book I’m using the word “system” to mean “a community of connected entities,” a definition that emphasizes the connectedness between the entities that comprise the system of interest. In this context, the opposite of a system might be called a “heap,” for a heap is also composed of a number of entities, but in a heap the entities are just dumped together and are not interconnected. So a collection of people who happen to be in the same place at the same time—such as, for example, those who find themselves traveling on a bus together—constitute, in these terms, a heap (or, somewhat more politely, a random group), because they have no mutual interconnections; in contrast, the community of people working closely together on, say, a competitive bid have every opportunity to become a very special sort of system called a high-performing team, but only if they get their interconnectedness right.


The study of systems is therefore the study of the connectedness between those systems’ component parts and, when a system is composed of component parts that are human beings, departments, or indeed businesses or organizations as a whole, the study of systems has immense relevance to our role as managers. Furthermore, as we will shortly see in more detail:


[image: Image] If you wish to understand a system, and so be in a position to predict its behavior, it is necessary to study the system as a whole. Cutting it up into bits for study is likely to destroy the system’s connectedness, and hence the system itself.


[image: Image] If you wish to influence or control the behavior of a system, you must act on the system as a whole. Tweaking it in one place in the hope that nothing will happen in another is doomed to failure—that’s what connectedness is all about.


Far from being an academic, ivory-tower activity, systems thinking is profoundly practical and pragmatic, and can apply to all aspects of business and organizational life. This book is full of real examples showing how systems thinking can beneficially be applied to problems such as:


[image: Image] How to determine the right number of staff in a busy back office.


[image: Image] How best to manage “stars.”


[image: Image] How to grow a business smoothly and continuously, avoiding boom and bust.


[image: Image] How best to manage competition for scarce resources.


[image: Image] How to build high-performing teams.


[image: Image] How to negotiate partnering agreements across organizational boundaries.


[image: Image] How to develop robust business strategies.


[image: Image] How to design policies to tackle really big problems such as global warming.



Connectedness



As I have just pointed out, the connectedness between the entities constituting a system is a very important and fundamental concept in systems thinking, so let me take a moment to explain it in more detail.


I want you to imagine you are holding a small coin. What will happen if you drop it? Easy: It will fall to the ground.


In contrast, imagine what will happen if you drop not a small coin, but the price of one of your products by, say, 5 percent. Not so easy: If you decrease your price this single action could spark any number of different outcomes, from causing an increase in sales volume (as implied by basic economics), to triggering a competitive price war; from delighting those customers who rejoice in paying less, to alienating those customers who feel that a price reduction has destroyed their perception of exclusivity; from achieving your promotion as a reward for having met this quarter’s targets, to the bankruptcy, three years later, of the company (your success gave you a lot of visibility, so that, soon after your promotion, you were headhunted by your major competitor, and you brought your immediate team with you, so stripping your former company of its major marketing talent).


All of these are possible consequences of that single event, the reduction in the price of your product; and there are a host of other possible consequences too. A Martian observing our world might on one occasion observe that a price reduction is followed by an increase in sales volume; on another by a decrease in sales volume; on a third by no change; with all sorts of other things happening too as time evolves. What would the Martian conclude? Perhaps that changes in sales volume are not in any way associated with changes in price; perhaps that, statistically, there is a one in four chance that people responsible for deciding to reduce prices subsequently get promoted; perhaps that the strange blue and green place is entirely capricious, behaving in a totally arbitrary, unpredictable—and therefore uncontrollable—way, and that he would be better off passing it by and seeing what Venus is like.


Is our world capricious, arbitrary, unpredictable, uncontrollable, mad?


No. It isn’t so much a mad world as a complex one. The difference between dropping a small coin and dropping your price is the fact that the context in which a coin is dropped is very simple, whereas the context in which your prices are dropped is highly complex—a complexity driven by connectedness.


When you drop a coin, the only entities involved are yourself, the coin, and the ground. No one else, nothing else, is directly involved, and the events take place in a very bounded context. But when you drop your price, the situation is very different. Many entities are involved, and they are all connected together in one form or another. Your customers are connected with the price by virtue of their buying habits; your competitors are connected with the price by virtue of the behavior of markets; your colleagues are connected with the price by virtue of the impact that price changes have on the business itself, and on your political prestige within it; the government is connected with the price by virtue of its role in regulating commerce… and so it goes on. The event of dropping the price is not bounded, but has ripple effects extending over space and time almost indefinitely.


This ripple effect is a direct consequence of the connectedness between the various entities involved. If the connectedness were not present, the chain of cause-and-effect events would be bounded and stop quickly. However, because of the connectedness, the chain of cause-and-effect events is essentially unbounded, with one thing leading to the next again and again and again. Since there are so many entities involved, each of which can behave in so many different ways, giving rise to any number of possible consequences, it very quickly becomes quite impossible to predict with any confidence whatsoever what “the” outcome of the single action of dropping your price might be. We also begin to realize that the chain of causality goes backwards too. Why was it that we considered dropping the price in the first place? Was it driven by the launch of a competing product by a new entrant? Where does the chain of causality start, and where does it end?


No wonder that it is far, far harder to predict the outcome of dropping our price than that of dropping a small coin. It is all a question of connectedness. Events that are easily predicted are those that concern only a very few entities and are bounded in space and time; those that are much less easily predicted involve many highly connected entities, in which the cause-and-effect relationships extend widely over both space and time.



Why systems must be studied as a whole



I trust you are now convinced that it is the connectedness between the entities in a system that makes—or indeed allows—a system to behave as a system, to make, as the familiar idiom states, the whole greater than the sum of its parts. So if we want to understand systems, to discover what is going on to make the whole greater than the sum of its parts, then we must preserve that connectedness and study the system as a whole, in its entirety.


To many of us, however, such an approach is quite counter-intuitive. When confronted by complexity, our natural instinct is to seek to simplify matters by cutting the system of interest up into bits, then to study the bits, and finally to use our knowledge of the bits as a basis for understanding the system as a whole. This approach of cutting things up to examine the bits might give some insight into the behavior of the bits, but very often fails utterly to give insight into the behavior of a system as a whole, for two reasons:


[image: Image] Cutting a system up into bits often destroys the system you are trying to understand. This, of course, is a matter of connectedness: As we have already seen, if you break the connectedness of a system, you break the system itself.


[image: Image] Rather more subtly, many systems show characteristics that are not properties of any of their constituent parts. It therefore follows that no study, however exhaustive, of any individual constituent part will ever identify the existence of these system-level characteristics, let alone how they behave. Teamwork, for example, is a characteristic of the system we call a team, acting as a team, and—as every team manager, sports fan, and indeed business manager knows—knowledge of the individual players does not enable you to predict the behavior of the team.


Systems thinking avoids both of these traps, for the starting point of systems thinking is the recognition, and the acceptance, that complex systems must be studied intact, in the round, as a whole. This preserves that all-important connectedness and allows system-level characteristics to be observed.



The systems thinking toolkit


How, then, can you study complex systems as a whole, methodically and insightfully, without being overwhelmed by the system’s inherent complexity?


That is where the systems thinking toolkit comes in. As well as being about an approach to tackling problems in the round, systems thinking also provides you with a set of tools and techniques to help you actually do it. The host of practical examples in this book will show you how, primarily using two main tools:


[image: Image] Causal loop diagrams, which enable complex systems to be described in terms of cause-and-effect relationships.


[image: Image] System dynamics computer models, which enable the time-dependent behavior of complex systems to be explored under a range of different assumptions.


Much of this book is about how you can use causal loop diagrams to describe a complex system, truly capturing its essence clearly and succinctly, so providing a platform for discussion, communication, and policy formulation. The book is therefore full of causal loop diagrams, each describing the causality underlying the complex situations in my list of “how tos” on page 3 and many more besides. I trust that you will find them clear and informative, and that they will truly help you “see the forest for the trees.”


However, these diagrams have one shortcoming. As representations of the structure of a system on paper, causal loop diagrams are necessarily static and cannot describe how the properties of a system evolve over time. But computer simulation models can, and when you harness the logic of a causal loop diagram to the simulation capability of a computer—which is what system dynamics modeling is all about—then you can really “turbo-charge” your thinking.



The benefits of systems thinking


Together, causal loop diagrams and system dynamics computer modeling can be used to tame the complexity of the most complex systems, so delivering a package of very valuable benefits:




	
[image: Image] Systems thinking can help you tame the complexity of real-world problems by providing a structured way of balancing a broad, complete view with the selection of the right level of detail.


[image: Image] Causal loop diagrams—a visual method of capturing this now-tamed complexity—are a powerful means of communication, and their use can ensure that as wide a community as you wish has a genuinely, and deeply, shared view. This is enormously valuable in building high-performing teams.


[image: Image] Causal loop diagrams can also help you identify the wisest way of influencing the system of interest. As a result, you can avoid taking poor decisions, for example decisions that look like quick fixes but are likely to backfire.


[image: Image] System dynamics modeling is a computer modeling technique that allows you to simulate how a complex system, as expressed as a causal loop diagram, is likely to evolve over time. This provides you with a “laboratory of the future,” so that you can test the likely consequences of actions, decisions, or policies before you are obliged to commit.


[image: Image] Overall, systems thinking can help you take decisions that pass the most stringent test there is—the test of time.








How the book works


Structurally this book comprises thirteen chapters, in four parts, with this Prologue and a very brief Epilogue.


Part I, Taming Complexity, examines why complex systems must be studied as a whole, using two case studies as concrete examples. Chapter 1, The systems perspective, develops some of the concepts introduced in the Prologue. This leads to the first case study, Chapter 2, Carrying the back office rock, which concerns the problems of managing a busy back office as it strives to deliver a high-quality service under the relentless bombardment of an increasing number of transactions. In many macho back office cultures, the key performance measure of the back office manager is the size of the rock that can be carried without getting crushed. This may, from a Darwinian standpoint, ensure the survival of the fittest, but from an organizational standpoint is it wise?


Chapter 3, Quality, creativity, and cutting costs, is also set in what many people consider to be a glamorous context, this time the TV industry. The problem of interest, however, is by no means restricted to the media: how best to manage the dilemma posed when there is pressure on to cut costs, but quality and creativity are paramount. Together, these two case studies show how systems thinking in general, and the use of causal loop diagrams in particular, can tame the complexity of the real world, throwing a perceptive spotlight on to the key issues, so helping the management team take the best possible decisions.


Part II, Tools and techniques, presents the key fundamentals of systems thinking. Chapter 4, Feedback loops, introduces the feedback loop, the central concept of systems thinking, and shows that it comes in two varieties, the reinforcing loop and the balancing loop.


The first of these, the reinforcing loop, forms the subject of Chapter 5, The engines of growth—and decline. Reinforcing loops are the drivers of business growth, but they can, if things go awry, also exhibit catastrophic decline. This explains the boom and bust cycles we see so often. The other main building block, the balancing loop, is explored in Chapter 6, Setting targets, seeking goals, which will show how balancing loops are central to all systems that seek goals or targets. The business world is full of these systems, for every time you agree a budget or commit to a plan, you are in fact creating a balancing loop. The behavior of balancing loops therefore underpins the behavior of many businesses, and this chapter will explain just how this happens.


Part II concludes with Chapter 7, How to draw causal loop diagrams, which presents 12 golden rules to help you draw your own diagrams, so that you can use them to tame the complexity of whatever problems are directly relevant to you.


Part III, Applications, applies the tools and techniques to four very different real-world situations. The first, discussed in Chapter 8, Stimulating growth, is an examination of the fundamental goal of every business: how to grow a business smoothly and continuously even in the presence of constraints. It also explains why drinking tea gave a major boost to the industrial revolution!


Chapter 9, Decisions, teamwork, and leadership, throws the spotlight on decision making, and shows how systems thinking can assist in the formulation of wise policies. This chapter features two case studies. The first is a development of the television case we met in Chapter 3, and the second deals with an important issue that arises in all outsourcing and subcontracting situations: how to strike a balance between the dependency of the buyer on the contractor and the risk of cost escalation. A particular feature of this chapter is the role of systems thinking and the power of causal loop diagrams in helping build consensus, in the formation of high-performing teams, and in the exercise of leadership.


The most important decisions, of course, relate to strategy, and so Chapter 10, Levers, outcomes, and strategy, shows how systems thinking and causal loop diagrams can be used to help you formulate wise and innovative business strategies. This chapter features a generic systems thinking model for strategy, and a description of how this can be used as an integral aspect of the powerful process known as scenario planning.


The great majority of the practical examples in this book relate to business, but one of the strengths of systems thinking is that it can throw a very perceptive spotlight onto complex problems in domains well beyond business, such as health care and education. For those of you in the public or not-for-profit sectors—as well as for those of you in business who have an interest in the world beyond your company profit-and-loss account—Chapter 11, Public policy, presents a systems thinking case study of perhaps the most important long-term threat facing humanity today, global warming. From the causal loop diagram, you will be able to determine the wisest policies that we trust our politicians are taking, and you may also come to some conclusions for your own business. A further intriguing aspect of this chapter is that the structure of the causal loop diagram that we shall draw to represent global warming is strikingly similar to the one we drew in Chapter 10 to represent business strategy.


The tools and techniques discussed so far are “hand and mind tools,” in that causal loop diagrams can easily be sketched by hand and their purpose is to stimulate the mind. Part IV, How to build a “laboratory of the future,” takes matters a step further by showing how these tools can be “turbo-charged” by harnessing the power of computer simulation. Chapter 12, Turbo-charging your systems thinking, introduces system dynamics, a computer-based simulation modeling technique that can take a causal loop diagram and use the power of the computer to explore how the appropriate system evolves over time.


Computer-based modeling is of course familiar to anyone who uses a spreadsheet. The power, range, and scope of system dynamics modeling, however, are vastly beyond those of the spreadsheet. System dynamics is truly turbo-charged and the range of “what-if” analyses that can be carried out can equip you with the most comprehensive laboratory of the future you can imagine—even to the extent of providing you with a control panel containing all the knobs, levers, and buttons you twist, pull, or press to run your business.


Having introduced the language of system dynamics modeling in Chapter 12, Chapter 13, Modeling business growth, builds on this foundation by drawing on the material in Chapter 8 to show how to build a generic system dynamics model of business growth.


That completes the book, and by then you will be in a strong position not only to use causal loop diagrams in your day job to help your decision making and enhance the performance of teams, but also to add real value by using causal loop diagrams as the basis for insightful computer models.


I trust you will enjoy the book—I have certainly enjoyed writing it! But I am well aware that it is not a light read. This is not one of those books that are piled high in every airport bookshop promising “five quick fixes for your business that you can learn in less than a minute without even thinking about it.” Managing a business is complex and if there were some real quick fixes, everyone would know them and everyone would do them. Taming complexity is not a trivial task and so this book is not trivial. It requires your attention and concentration, but I trust that I have made it manageable by keeping the chapters short and building up the case studies step by step.


So let’s start on our journey…





Part I
Taming complexity



In which we examine the fundamental principles of systems thinking and explore how one of the key techniques, causal loop diagrams, can be used to tame the complexity of two real-world situations: the determination of staff levels in a busy investment banking back office, and how best to cut costs in the quality-sensitive, highly creative context of a television company.





1 The systems perspective




Systems


A community of connected entities constitutes a system, and it is the study of systems as systems—with particular reference to the systems encountered in business—that is the theme of this book.




	
How can you predict the behaviour of a system?


A system is composed of a number of connected entities. If you wish to understand—and therefore be in a position to predict, influence, and ultimately control—the behavior of the system as a whole, can you achieve this solely on the basis of knowledge of the individual entities?







As we saw in the Prologue, there is an enormous temptation to answer this question with a “yes,” for three reasons.


The first is very human: Sometimes we do not wish to see the complexity, because living in a simple world is much easier than living in a complex one. We want to deny the very existence of complexity, we want to believe that our actions will result in the effect we wish and only in that effect, however strong the evidence might be to the contrary.


The second is pragmatic: Surely it is an easier task to understand something smaller and simpler than to try to grasp the complexity of the whole.


And the third reason is attributable to the enormous success of the “understand the bits” approach in the development of science over the last four centuries. The essence of the scientific method is to observe the results of carefully crafted experiments, in which the experimental conditions have been deliberately designed to focus on the key items of interest, to the exclusion of everything else. In science, this process of dissecting out the specific aspects of a subject of interest for detailed study has worked well, and we are tempted to use the same approach whenever we have a problem to solve, even when the problem concerns the behavior of the apparently capricious, arbitrary, mad world around us.


However, there are some—indeed many—situations where this approach just does not work. Peter Senge makes this point very graphically in The Fifth Discipline by observing that “dividing an elephant in half does not produce two small elephants.” If your objective is to understand how the system of an elephant works, and you decide to achieve this objective by cutting the elephant up in order to examine the properties of the bits, you are likely to be disappointed, for the act of cutting the elephant in half results in the transformation of a system that used to work very well indeed into two subsystems that don’t work at all.


The reason for this, of course, is that the back half of an elephant is intimately connected to the front half. When you cut the elephant in half, this connectedness is destroyed. Since the essence of the system is its connectedness, it is no wonder that destroying the connectedness destroys the system.


As a consequence, if you want to understand a system, and so put yourself in a position to be able to influence its behavior or even control it, you must seek to understand the system as a whole. This may or may not require a detailed knowledge of the behavior of the component parts; what is certain is that knowledge of the parts alone is of only limited use in understanding the behavior of the whole—and in some cases, such knowledge can be counterproductive.


This, of course, is a central problem in management. The department you manage is part of a highly complex connected system, some aspects of which are within your own organization, many of which extend beyond your organization’s boundaries. You understand your department well, and you feel confident taking decisions locally. Nevertheless, a decision that is totally rational within your own department might be suboptimal for the organization as a whole, and so your local action on your own part of the system might be counterproductive overall.


Suppose, for example, that in order to keep some key members of staff you give them an interim pay rise. This might be OK, but it might trigger jealousy elsewhere, so that a team working on a major bid no longer functions as well as it used to and the major bid is lost. That is just one very simple example of that familiar organizational problem in which a quick fix “here” or “now” results in a bigger problem “there” or “later.”



Emergence and self-organization


Another reason why the “understand the bits” approach does not work when applied to systems is that systems display characteristics that are properties of the system as a whole, and are not characteristics of any of the individual component parts. Since these special properties exist only at the level of the system, no amount of study of the component parts will even identify their existence. So let’s take a look at two of these special, system-level properties: emergence and self-organization.


Every organization I know has “teamwork” as one of its values and not being a “team player” is a cardinal sin. As I noted in the Prologue, true teamwork is a characteristic of a well-functioning, highly connected system—the system we call a team, a system composed of individual component parts, the team members. As we all know, the performance of a team, as a team, cannot be predicted from knowledge of the performance of the individual team members. High-performing teamwork is a characteristic that emerges when the conditions are just right, when the team really is behaving as a team. This is merely one example of emergence, whereby the whole does indeed become greater than the sum of its parts.


Sometimes, complex systems show a particular emergent property that is associated with the structure of the system itself. Consider, for example, a flock of birds. Small flocks often fly in the familiar V-shaped formation, with a “leader” bird at the apex of the V and the others in a neat echelon behind. Larger flocks form more globular shapes, but somehow the overall shape tends to stay coherent as the birds soar and wheel in the sky.


How are the shapes of these complex bird systems maintained? Are the “follower” birds told what to do by the “leader” bird? Is there a continuing flow of instructions, keeping the birds in order? Or do these patterns form naturally? Birds can communicate with one another and so some form of telling might be a possibility. Such an explanation, however, is quite impossible for other systems, such as hurricanes, that show large-scale structural coherence, even though they are composed of separate entities. Hurricanes are formed from water molecules, evaporated from the ocean, mixed in the air. Water molecules have no means of deliberate communication, yet hurricanes form huge vortices, in which the individual sub-microscopic molecules somehow act together to form coherent—and extremely powerful—macroscopic structures.


An important feature of all these systems is that they are not static; rather, they are vigorously dynamic. And dynamic systems can show some very surprising properties. Take, for example, the system of a bicycle and a rider. A bicycle cannot balance by itself, nor can the system of a bicycle and its rider when stationary. But when the system becomes dynamic, when the rider pumps energy into the system to make the bicycle move forwards, then suddenly the bicycle and the rider can stay upright, without wobbling. Dynamic systems can therefore exhibit stable structures without explicit external intervention. It happens quite naturally, as the system itself finds a stable dynamic state: the motion of a bicycle, the vortex of a hurricane, the wheeling of a flock of birds.


The emergence of a stable dynamic structure is known as self-organization, another important property of many complex systems.


To an external observer, one of the most obvious properties of a self-organizing system is a very high degree of order. A flock of birds is a well-ordered whole rather than a random crowd; the vortex formed by a hurricane has a specific, rather than arbitrary, structure; a moving bicycle, with its rider, remains upright rather than sprawled randomly on the ground. Often these highly ordered structures are maintained for long periods of time. Your heartbeat, for example, is another highly ordered, self-organizing system, which continues beating its regular pattern-in-time for the duration of your life.


Self-organizing systems maintain these highly ordered states because they all have another, rather subtle, characteristic in common. They all have a flow of energy passing through them, a flow of energy that connects any given system with its appropriate environment. When you ride a bicycle you pump energy into the system with your legs, energy ultimately derived from breathing oxygen from the air; a hurricane maintains its structure by means of flows of heat between itself and its surroundings; birds in a flock respond to the air currents created by the motions of their neighbors. Once again, it is the connectedness of the component parts of the system with each other, and of the system as a whole with its environment, that is the central reason for order being maintained, and indeed created. Self-organizing systems all exchange energy with their environments and so fall into a class referred to as “open” systems.


A corollary of this is the recognition that, if you want to create a system that maintains some degree of order and so does not disintegrate, the system must be an open one. This in turn requires that energy is continuously pumped into, and through, the system to maintain that order, with the consequence that when that energy flow ceases, the system will degrade. That is why a bicycle tips over when you stop pumping the pedals. When you go home tired after a hard day at the office, the energy you have been expending was exactly what was required to create the energy flow through your department and keep it well organized. The continuous pumping of energy into an organization is the very heart of leadership.



Feedback


Emergence and self-organization are properties of systems, as systems, that are visible to an observer. How do they arise? This is a question of much active current research, one particularly significant result of which is the recognition of the fundamental importance of feedback.


Let’s return to our example of a high-performing sports team, say a soccer team. Such a team, at top level, is comprised of 11 superbly fit, independently willful, ego-rich, individual stars, each of whom is more than capable of “doing his own thing.” But if each star does indeed do his own thing, hogging the ball, never passing, trying to keep the limelight to himself and denying the limelight to everyone else, the team will fail disastrously. For the team to show the emergent behavior of high performance, the behavior of the individual must be constrained, so that of all the possible choices an individual player can make at any instant (“Should I try to run through the defense or should I pass the ball?”), the choice actually made is the one that works best from the team’s overall point of view (“I’ll pass”).


For this to happen, each player must continuously be receiving, and processing, a flow of information: information concerning the disposition of the opposing team’s players and those of his own team. If a player were blindfolded so that he could not see which players were where, he would be unable to function. It is the continuous processing of this kind of information, coupled with the personal willingness of every player to constrain individual action, that allows the team, as a team, to display those wonderful moments when the emergent behavior of high performance shines through.


The flow of information within a system is known as feedback, which is a much broader use of the term as compared to feedback in connection with personal counseling, for example. The action of feedback, however, is not exclusively to control, to limit, or to constrain; sometimes, feedback operates to exaggerate or to amplify, an example being the way in which crowds—and indeed stock markets—can, under certain circumstances, become increasingly frenzied or panicked.


Feedback is also integral to another emergent property of many self-organizing systems, self-correction. As we have seen, the open, self-organized system of the bicycle-plus-rider shows the emergent property of maintaining dynamic stability, with the bicycle-plus-rider upright. One aspect of this emergent property is that the system is vertical, not at 27° or any arbitrary angle, and not violently wobbling: The system naturally stabilizes vertically. Only when cornering does the bicycle (or, more visibly, a motorcycle) lean over, and even then the angle of lean is very specific.


If the bicycle-plus-rider system goes over a small bump, the system will wobble. But it quickly stabilizes again, for the system is self-correcting, seeking to maintain its well-ordered, self-organized state despite the external disturbance. This is achieved through feedback: The rider senses the wobble, and very subtly adjusts his or her weight to compensate. This self-correcting mechanism works for small bumps, but if the bump is very large, the rider, and the bicycle, will tumble. In the language of systems, the original, self-organized system, in its state of well-ordered dynamic equilibrium, suffers an external shock with which its internal mechanisms of self-correction cannot cope. The system then becomes chaotic (the bicycle and the rider fall), until it reaches another stable equilibrium state, but a static rather than dynamic one (spread-eagled on the ground).


Many biological systems are self-correcting; biologists and physiologists call this “homoeostasis.” You and I, for example, have a number of mechanisms that maintain our body temperatures stable at about 36.9°C. If it gets too cold we start to shiver, so causing the body to generate heat; if it gets too hot we sweat, so causing the body to lose heat. But these natural mechanisms have their natural limits: If we are too cold for too long, hypothermia sets in; if we are too hot, we might suffer heat stroke. These mechanisms are all driven by feedback, in which information concerning the external environment is fed back to our internal physiological processes; they all serve to maintain the self-organization of ourselves as systems.


As we shall see throughout this book, the concept of feedback is also fundamental to the understanding of management systems. In Chapters 9, 10, and 11 in particular we shall see how feedback, emergence, and self-organization combine to give guidance on how to build high-performing teams, how to deal with the complex issues that arise when trying to build relationships across organizational boundaries, how to create powerful business strategies, and how to gain a deeper insight into the major public policy problems of pollution and global warming.



Systems thinking


Systems must be studied as systems, intact and as a whole. Unfortunately, most of us are ill equipped to take such a “helicopter” view. Most of the problem-solving tools we learn in the educational system and in our professional careers endorse and encourage us to cut problems up; furthermore, our departmental, silo-like organizational structures make it almost impossible to take other than local, parochial actions.


If we are to understand systems as systems, we must use a new set of tools; if we are to take wise decisions, in the light of a deep understanding of the systemic implications of any action, we must act in harmony with our colleagues. Systems thinking is the combination of an approach to problem solving and a set of tools, techniques, and methods that equip us with just what we are looking for: an appropriate toolkit for understanding complex systems and their associated properties, as well as a framework for a more meaningful interaction with our colleagues.


The problem-solving approach of systems thinking is the recognition that complex systems are complex because of the connectedness between their individual component parts, and that to understand the system it must be examined as a whole. The tools, techniques, and methods are all designed to help this examination, to understand and document how the component parts are connected together, and to interpret and explore their collective dynamic behavior.


The foundations of systems thinking can be traced back to the ancient Greeks. Aristotle’s Metaphysica, for example, comments: “Now anything that has a plurality of parts but is not just the sum of these, like a heap, but exists as a whole beyond its parts, invariably has a cause”—a 2,300-year-old version of our more modern idiom “the whole is greater than the sum of its parts.” Many eastern philosophies also strongly advocate the holistic view, especially as regards the role of humankind as merely one component part of the universe; a theme that also forms an important feature of many religious and cultural traditions.


Some of the principles of systems thinking have been known for a very long time, particularly the use of feedback to control machines. Suppose that you want to control the speed of an engine so that it stays constant regardless of the load, for example to maintain the speed of a car as it is going uphill. One way of doing this is to monitor the speed of the engine and use this information to control the rate at which fuel is let into the engine. The slower the engine speed, the more the fuel is allowed in; the faster the engine speed, the more the supply of fuel is restricted. As long as the flow of information and the adjustments to the fuel supply are not too slow, the engine will run at a constant speed. This is exactly the way in which the cruise control on modern cars works; it is also exactly the way in which James Watt controlled the speed of the steam engines that he and Matthew Boulton built in the 1780s and 1790s by means of a device originally called a “whirling regulator” and now known as a “centrifugal governor” or “fly-ball governor”—a technology that continued to be used to control engine speeds until the relatively recent development of electronic methods.




	
James Watt’s “double acting” steam engine


[image: image]


The diagram on page 19 is a line drawing of one of James Watt’s steam engines, the purpose of which is to make the large flywheel rotate. Steam from a boiler (not shown, but to the left of this diagram) passes through the steam inlet pipe via a “throttle valve” and enters the cylinder, so driving the piston. The way in which the steam is introduced into the cylinder powers the piston in both directions, hence the term “double-acting.” The up-and-down motion of the piston rocks the horizontal beam (at the top of the diagram), so causing the flywheel to rotate. As it does so, a light cord causes the centrifugal governor—the dumb-bell-like structure in the center—to rotate, and the faster the rotation of the flywheel, the faster the rotation of the governor. As the governor rotates progressively faster the dumb-bells naturally move outward and upward, so activating a mechanical linkage that constricts the throttle valve on the steam inlet pipe. This reduces the flow of steam into the cylinder, so slowing the engine down, causing the flywheel to rotate more slowly. This in turn slows the rotation of the governor, causing the dumb-bells to drop, so releasing the throttle valve. This increases the flow of steam… with the overall result that the engine operates at a constant speed.





	

James Watt first used the centrifugal governor in 1788, but he did not invent it. That honor goes to one Thomas Mead, who in 1787 patented a similar device for use in windmills to control the distance between the millstones, so as to ensure the smooth milling of grain in different wind speeds.







What is happening here is that information on the output result of the engine (its speed) is being fed back to control the inputs to the engine (the flow of fuel or the flow of steam) and, as a result of this feedback, the engine constrains its behavior and self-organizes to run at a constant speed. James Watt understood the engineering perfectly, of course, but would not have recognized words such as “feedback” and “self-organizes”; nor indeed would the ancient Greek Ctesibius, who devised the earliest known example of mechanical feedback, a floating valve controlling the smooth operation of a water clock that he designed around 250 BC. The float valve, by the way, is another example of a remarkably durable technology: It was used by the Romans to control the level of water in their aqueducts, and it is a feature of our domestic plumbing systems to this day!


Throughout the industrial revolution and beyond, engineers continued to use feedback to control machines of increasing complexity and sophistication, but it wasn’t until the 1930s and 1940s that systems were the subject of study in their own right. A major milestone in the development of systems thinking came in 1948, when Norbert Wiener, a professor at the Massachusetts Institute of Technology (MIT), published Cybernetics, which examines the bases of control with special reference to the pivotal role of the flow of information—this flow being what we now call communication—in getting control systems to work efficiently and effectively. This seminal work set many of the theoretical foundations for control theory, as used in many current aspects of computing, telecommunications, engineering, and robotics.


Also working at MIT in the late 1940s was Jay Forrester, an electrical engineer who was very much involved with the early development of computers. In the 1950s, Forrester became progressively interested in applying the concepts of control theory and feedback to wider issues of commerce and society, resulting in the publication of three major works. Industrial Dynamics (1961) examines many commercial and managerial systems such as inventory control, logistics, and decision making; Urban Dynamics (1969) studies the problems of urban society such as overcrowding and inner-city decay; and World Dynamics (second edition 1973) looks at problems such as population growth and pollution on a global scale. All of these books make extensive use of computer-based simulations to explore how the key properties of complex systems evolve over time, a technique pioneered by Forrester that he termed system dynamics.


Another major figure in the development of systems thinking, working not in the field of engineering but in biology, was the Austrian Ludwig von Bertalanffy. While at the University of Vienna between the two world wars, von Bertalanffy was particularly interested in how living organisms behave and develop. He recognized the importance of living organisms as open systems—systems, as we have seen, that do not operate by themselves, in isolation, but are intimately connected to their environments and maintain a high degree of order as a result of a flow of energy. Following his emigration to Canada in 1949, von Bertalanffy continued his work on biological systems, leading to his development of General System Theory, which articulates many of the principles describing the behavior of complex systems in general.


From these origins, the systems approach has, over the last 40 years, given rise to a host of disciplines, sub-disciplines, approaches, tools, techniques, methodologies, and indeed academic rivalries. Here is a checklist of the major themes:


[image: Image] Systems engineering was pioneered in the US at the thinktank the RAND Corporation, and is primarily concerned with the design of complex systems so that they perform optimally: systems such as those required for the control of industrial plant and equipment, and military systems of command and control. Systems engineering draws on many of the methods of operational research and is also the basis of systems analysis, as applied to the design of computer systems.


[image: Image] Soft systems methodology (SSM), developed by Peter Checkland, recently retired from the UK’s University of Lancaster, explicitly recognizes that in almost every real situation, people are intrinsically part of the system of interest. Since people often have multiple, different, competing, or simply unclear objectives, SSM asserts that the most beneficial approach is one of enriching all the participants’ knowledge and understanding of the situation, rather than a “scientific” search for the “best” answer.


[image: Image] Complexity theory and chaos theory are two closely related areas of active current academic study, for example at the interdisciplinary Santa Fe Institute in New Mexico. These are especially concerned with the study of complex adaptive systems (open systems that naturally change their structures and behaviors in harmony with changes in their environments) and the search for the rules, and ideally the mathematical explanations, underlying self-organization and emergence.
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