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      Prologue




      A Glass Forever Half Full?


    


  




  I would have liked to tell you that my work on optimism grew out of a keen interest in the positive side of human nature. That would be a pleasant story: “A Cognitive

  Neuroscientist in Search of the Biological Basis of Our Hopeful Souls.” Pleasant but, unfortunately, untrue. I stumbled upon the optimism bias quite by accident while investigating

  people’s memories of the largest terrorist attack of our time. Back then, my scientific interests inclined more to the dark side: My principal research had been aimed at understanding how

  traumatic events shape our memories. I was interested in how the brain tricks us into believing that our recollections of exceptionally emotional events, such as the occurrences of September 11,

  2001, are as accurate as a videotape, even when we are utterly mistaken.




  I had been conducting research at New York University for over a year when American Airlines Flight 11 and United Flight 175 were flown into the World Trade Center at 430 miles per hour. Shock,

  confusion, and fear were the common responses on the street. Such forceful emotions are exactly the sort of reactions that will generate unusually vivid memories, ones that are reluctant to fade

  away. These are commonly referred to as “flashbulb memories” because of their sharp-edged, picturelike qualities. In chapter 9, I tell the story of flashbulb memories—how we remember unexpected arousing events and how the structures deep in our brain “Photoshop” these images, adding contrast, enhancing resolution, inserting and deleting

  details.




  I was puzzled: Why had our brains developed a mechanism that would create highly vivid memories that were not necessarily accurate? Around the time my colleagues and I published our scientific

  investigation of memories of 9/11,1 a group of researchers at Harvard University proposed an intriguing answer. The neural system responsible for

  recollecting episodes from our past might not have been developed for that purpose at all. Rather, the core function of this system, which many had believed evolved for memory, may, in fact, be

  to imagine the future.2




  Brain-imaging studies show that the same brain structures that are engaged when we recollect our past are called upon when we think of the future.3

  These two fundamental human thought activities rely on the same brain mechanisms; they draw on similar information and underlying processes. To imagine your upcoming trip to Barbados, for example,

  you need a system that can flexibly reconstruct novel scenarios, one that can take bits and pieces of memories from your past (your last vacation to a warm country, images of sandy beaches, your

  partner in his swimsuit) and bind them together to create something new (you and your loved one wearing straw hats on a beach in Barbados next month)—an event that has yet to happen. Because

  we use the same neural system to recall the past as we do to imagine the future, recollection also ends up being a reconstructive process rather than a videolike replay of past events, and thus is

  susceptible to inaccuracies.




  Was this theory correct? To discover the answer, I would record people’s brain activity while they imagined future events, then compare that activity to the pattern I observed when

  they were recollecting past events.




  The plan was simple. However, when I asked my volunteers to imagine future life events, something unexpected occurred. Even when given specific situations of the most

  humdrum kind (getting an ID card, playing a board game), people tended to fashion magnificent scenarios around them. They kept painting the most perfectly gray events in shades of pink.




  You would think that imagining a haircut in the future would be somewhat dull. Not at all. Getting a haircut today may be boring, but getting one in the future is a cause for celebration. Here

  is what one of my participants wrote:




  

    

      I projected that I was getting my hair cut to donate to Locks of Love [the nonprofit organization that provides hairpieces to children suffering from hair loss]. It had

      taken me years to grow it out and my friends were all there to help celebrate. We went to my favorite hair place in Brooklyn and then went to lunch at our favorite restaurant.


    


  




  I asked another participant to imagine a ferry ride. She responded:




  

    

      One to two years from now I see myself taking the ferry to the Statue of Liberty. The weather would be really nice and windy, so my hair would be blowing everywhere.


    


  




  The world, only a year or two into the future, was a wonderful place to live in. I spent hours with a student of mine, Alison Riccardi, trying to come up with exceptionally unexciting events

  that surely couldn’t provide any cause for celebration. All to no avail. Once people started imagining, the most banal life events seemed to take a dramatic turn for the better, resulting in

  a life that was just a bit less ordinary.




  These responses switched on a red (or at least pinkish) light in my mind. I was surprised by this tremendously powerful, seemingly automatic inclination to imagine a bright future. If all

  our participants insisted on thinking positively when it came to what lay in store for them personally, then there had to be a neurobiological basis for this phenomenon. We

  set aside our original project and went on to try to identify the neural mechanisms that mediate our optimistic tendencies.4




  How does the brain generate hope? How does it trick us into moving forward? What happens when it fails? How do the brains of optimists differ from those of pessimists? Although optimism is vital

  for our well-being and has an enormous impact on the economy, these questions have been left unanswered for decades. In this book, I argue that humans do not hold a positivity bias on account of

  having read too many self-help books. Rather, optimism may be so essential to our survival that it is hardwired into our most complex organ, the brain.




  From modern-day financial analysts to world leaders, newlyweds (all described in chapter 11), the Los Angeles Lakers (chapter 3), and even birds (chapter 2), optimism biases human and nonhuman

  thought. It takes rational reasoning hostage, directing our expectations toward a better outcome without sufficient evidence to support such a conclusion.




  Close your eyes for a moment and imagine your life five years from now. What sorts of scenarios and images pop into your mind? How do you see yourself professionally? What is the quality of your

  personal life and relationships? Though each of us may define happiness in a different way, it remains the case that we are inclined to see ourselves moving happily toward professional

  success, fulfilling relationships, financial security, and stable health. Unemployment, divorce, debt, Alzheimer’s, and any number of other regrettably common misfortunes are rarely factored

  into our projections.




  Are such unrealistic predictions of future bliss limited to thoughts of fundamental, life-altering events such as marriage and promotion? Or do optimistic illusions extend to more mundane, everyday events? Do we expect to get more work done this week than last? Do we expect tomorrow to be better than yesterday? Do we assume that next month will be filled, on

  the whole, with more enjoyable encounters than irritating ones?




  In the summer of 2006, I set out to research this more prosaic part of the equation. I was spending a few months working at the Weizmann Institute for Science in Israel before starting a new job

  at University College London. Whatever the depth of my own optimistic nature, I wasn’t banking on getting too many sunny days once I got to the United Kingdom, so I was fairly determined to

  get some sun on my face for a few weeks before relocating to the English capital.




  The Weizmann Institute is about a twenty-minute drive from the bustling city of Tel Aviv. It’s a scientific oasis in the middle of the country, its well-tended greens reminiscent of those

  on a California campus. But if the institute feels peaceful in itself, it is no secret that the volatile politics of Israel are always close at hand. Most Weizmann students enter college after

  fulfilling their mandatory military service, a life experience that doesn’t necessarily incline one to be optimistic. With this in mind, I wondered about the extent to which they would be

  prone to the optimism bias. I recruited my sample group, then asked them about their expectations for the month ahead. On the most humdrum level, how likely did they think it was that they would be

  stuck in traffic sometime, or be more than half an hour late for an appointment? On a slightly more heightened level of anticipation, what did they think were their odds of having a sexual

  encounter they would regret, or one they would enjoy? Did they see themselves cooking an elaborate meal, receiving a surprise gift? I presented them with one hundred such questions.




  I have to say, the results astonished me, in that an overwhelming majority of the students expected more positive experiences than negative or even neutral ones, at a comparative rate of

  around 50 percent to 33 percent. That was not all: The positive incidents were also expected to occur sooner than the unpleasant or just plain boring ones. While the students

  generally expected to enjoy a nice evening out with a partner in the next few days, an argument with a boyfriend or girlfriend was anticipated—if at all—only toward the end of the

  month.




  On the off chance that my participants were leading charmed lives, I asked them to come back a month later and tell me which of those one hundred notional events they had actually experienced

  during that time. As it happened, positive, negative, and neutral everyday events had befallen them more or less equally, in roughly even 33 percent shares. The Weizmann students had not hit on the

  secret of human happiness; they had merely expressed a very ordinary optimism bias.




  In considering this example, you may be wondering whether optimism is truly a dominant trend in the population at large or, more specifically, a special delusion of youth. This is a fair

  question. You would think that as we grow older, we grow wiser. With more years of life experience behind us, we should be able to perceive the world more accurately—to distinguish delusions

  of hope from hard-core reality. We should, but we don’t.




  We wear rose-tinted glasses whether we are eight or eighty. Schoolchildren as young as nine have been reported to express optimistic expectations about their adult lives,5 and a survey published in 2005 revealed that older adults (ages sixty to eighty) are just as likely to see the glass half full as middle-aged adults (ages thirty-six to

  fifty-nine) and young adults (ages eighteen to twenty-five).6 Optimism is prevalent in every age group, race, and socioeconomic status.7




  Many of us are not aware of our optimistic tendencies. In fact, the optimism bias is so powerful precisely because, like many other illusions, it is not fully accessible to conscious

  deliberation. Yet data clearly shows that most people overestimate their prospects for professional achievement; expect their children to be extraordinarily gifted;

  miscalculate their likely life span (sometimes by twenty years or more); expect to be healthier than the average person and more successful than their peers; hugely underestimate their likelihood

  of divorce, cancer, and unemployment; and are confident overall that their future lives will be better than those their parents put up with.8 This is known

  as the optimism bias—the inclination to overestimate the likelihood of encountering positive events in the future and to underestimate the likelihood of experiencing negative

  events.9




  Many people are convinced that optimism was invented by Americans—a by-product of Barack Obama’s imagination, some believe. I encounter this notion often,

  especially when giving lectures in Europe and the Middle East. Yes, they say, celebrating future haircuts, imagining a sun-filled ferry ride, underestimating the likelihood of crippling debt,

  cancer, and other misfortunes are indicative of an optimism bias—but these are New Yorkers you are describing.




  True, my first investigation of optimism was conducted on residents of Manhattan. (I made a special effort to conduct all future investigations on cynical Brits and Israelis.) You could be

  forgiven for assuming that the Big Apple is the perfect setting for concerted research into optimism. Though I have no hard statistics at hand to substantiate this, pop culture would certainly have

  us believe that New York City is a lightning rod for individuals with big dreams and the self-belief to think these can be realized. From newly processed immigrants contemplating the Statue of

  Liberty to Holly Golightly admiring the window displays at Tiffany’s on Fifth Avenue, NYC is quite the poster child for all things hopeful: a city of teeming streets where people are

  continually hustling to be the Next Big Thing.




  To the surprise of some, however, the concept of optimism can easily be traced back to seventeenth-century European thought. The formulation of an optimistic philosophy

  took root not in American culture but in France. Descartes was one of the first philosophers to express optimistic idealization, in his trust that humans could master their own universe and thereby

  enjoy the fruits of the earth and the maintenance of good health. But the introduction of optimism as a technical term is usually credited to the German philosopher Gottfried Wilhelm

  Leibniz, who notably held that we live in “the best of all possible worlds.”10




  The results of having a positively biased view of the future can be quite dire—bloody battles, economic meltdowns, divorce, and faulty planning (see chapter 11). Yes, the optimism bias can

  sometimes be destructive. However, as we will soon discover, optimism is also adaptive. As with all other illusions of the human mind (such as the vertigo illusion and the visual illusions

  described in chapter 1), the optimism illusion had developed for a reason: It has a function.




  The optimism bias protects us from accurately perceiving the pain and difficulties the future undoubtedly holds, and it may defend us from viewing our options in life as somewhat limited. As a

  result, stress and anxiety are reduced, physical and mental health are improved, and the motivation to act and be productive is enhanced. In order to progress, we need to be able to imagine

  alternative realities—not just any old realities, but better ones, and we need to believe them to be possible.




  The mind, I argue, has a tendency to try to transform predictions into reality. The brain is organized in a way that enables optimistic beliefs to change the way we view and interact with the

  world around us, making optimism a self-fulfilling prophecy. Without optimism, the first space shuttle might never have been launched, peace in the Middle East would never have been attempted,

  rates of remarriage would likely be nonexistent, and our ancestors might never have ventured far from their tribes and we might all be cave dwellers still, huddled together

  and dreaming of light and heat.




  Fortunately, we are not. This book explores one of the greatest deceptions of which the human mind is capable: the optimism bias. It investigates when this bias is adaptive and when it is

  destructive, and it provides evidence that moderately optimistic illusions can promote well-being. It focuses on the specific architecture of the brain, which allows unrealistic optimism to be

  generated and alter our perceptions and actions. In order to understand the optimism bias, we first need to look at how, and why, the brain creates illusions of reality. We need to burst a giant

  bubble—the notion that we perceive the world as it really is.
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  CHAPTER 1




  

    

      Which Way Is Up?




      Illusions of the Human Brain


    


  




  January 3, 2004, Sharm el-Sheikh. One hundred and forty-eight passengers and crew board Flash Airlines Flight 604 bound for Paris via Cairo. The Boeing 737-300 takes off at

  exactly 4:44 a.m. Two minutes later, it disappears from the radar.




  Sharm el-Sheikh is located on the southern tip of the Sinai Peninsula. It is a tourist destination because of its year-round warm weather, beautiful beaches, and marvelous snorkeling and diving.

  The majority of passengers on Flight 604 are French tourists escaping the European winter to spend their Christmas vacation near the Red Sea. Entire families are on board Flight 604, on their way

  back home.1




  The crew is largely Egyptian. The pilot, Khadr Abdullah, is a decorated war hero, because of his performance flying the MiG-21 in the Egyptian air force during the Yom Kippur War. He has 7,444

  flying hours under his belt, although only 474 of those are on the Boeing 737 he is piloting on this day.2




  According to its designated route, the aircraft should have ascended for a short while after takeoff and then turned left, heading toward Cairo. Instead, less than a minute into the flight, the

  plane turns right and quickly assumes a dangerous angle. Flying completely on its side, the jet begins spiraling downward toward the Red Sea. Just before impact, the pilot

  appears to gain control over the now upside-down plane, but it is too late.3 Flight 604 crashes into the water moments after takeoff. There are no

  survivors.




  At first, the authorities suspect a bomb had been planted on the plane by terrorists. This hypothesis arises because no distress signal was sent from the aircraft. However, when the sun comes up

  and pieces of the jet are discovered, it becomes apparent this theory is wrong. The pieces of the plane are detected close together, and there are not many of them.4 This suggests that when the plane hit the water, it was intact, rather than having exploded in midair, which would have resulted in many fragments scattering across the sea.

  What, then, caused Flight 604 to drop violently from the sky?




  For the mystery to be solved, it is essential that the plane’s black box be found. The area of the sea where the plane crashed is one thousand meters deep, which makes it difficult to

  detect the signals emitted from the box. Furthermore, the black box’s battery will last for only thirty days; after that, the probability of finding it will be, realistically, nil. Egyptian,

  French, and U.S. search teams participate in the effort. Luckily, two weeks into the search, the black box is detected by a French ship.5




  The information from both the data recorder and the voice cockpit log contain clues that guide the investigators in a number of different directions. No less than fifty different scenarios are

  identified, then ruled out one by one, on the basis of the available data. No evidence of any airplane-related malfunction or failure can be found.6

  The investigators are left with a handful of scenarios, which they then try out in a plane simulator. After examining the remaining scenarios thoroughly, all but one are deemed inconsistent with

  the data at hand. The U.S. research team concludes that “the only scenario identified by the investigative team that explained the accident sequence of events, and was

  supported by the available evidence, was a scenario indicating that the captain experienced spatial disorientation.”7




  During spatial disorientation, also known as vertigo, a pilot is unable to detect the position of the aircraft relative to the ground. This usually happens when no visual cues are available,

  such as when the plane is flying in a dense cloud or in pitch-darkness over the ocean. The pilot may be convinced that he is flying straight when, in fact, the plane is in a banked turn, or when

  coming out of a level turn, he may feel he is diving. Trying to correct the (false) position of the aircraft only makes matters worse. During a rapid deceleration, a pilot sometimes feels the plane

  is facing downward. To rectify this illusion, the pilot may then pull up the nose of the plane, which often leads the aircraft to fall into a catastrophic spin known, for obvious reasons, as the

  “graveyard spin.” The graveyard spin is what seems to have happened to the Piper plane piloted by John F. Kennedy, Jr. It crashed into the Atlantic Ocean on July 16, 1999, after Kennedy

  suffered spatial disorientation while flying at night in bad weather en route to Martha’s Vineyard.8




  How can a pilot be convinced that he is flying up when he is actually heading down? Or that he is moving straight ahead when he is, in fact, in a dangerous bank? The human brain’s

  navigational system has evolved to detect our movement on earth, not in the sky. It calculates our position by comparing signals from the inner ear (which has tubes of liquid that shift when we

  move) to the fixed sensation of gravity that points down to the center of the earth.9 This system works extremely well when we are on the ground, as it

  was developed to function in this context (our ancestors did not spend much of their time airborne). However, in a speeding plane in midair, the system gets confused. Our brain interprets irregular

  signals, such as angular accelerations or centrifugal force, as the normal force of gravity. As a result, it miscalculates our position in relation to the earth. The liquid in

  the inner ear does not quite catch up with the fast rate of the plane’s directional change, causing false signals to be transmitted to the brain. When our eyes cannot confirm directional

  change, either, because visual cues are lacking, the change in position can go undetected. The result is that the plane can be flying on its side, while the pilot is utterly convinced it is

  parallel to the ground; he feels as if he were relaxing on his couch at home.10




  Now, here is the problem: Throughout life, we have learned to rely on our brain’s navigational system to give us the correct position of our body relative to the ground. We seldom suspect

  it is giving us misinformation, and thus we do not normally second-guess our sense of position. At this very moment, while reading this book, you know for sure that the sky is above you and the

  ground is beneath. You are probably right. Even in the dead of night, with no visual cues, you can still tell with certainty which way is up.




  So the first thing a pilot must learn is that although he may feel 100 percent certain that his plane is going in a specific direction, this may be an illusion. This is not an easy concept to

  grasp. An illusion is an illusion because we perceive it at face value—as reality. “The most difficult adjustment that you must make as you acquire flying skill is a willingness to

  believe that, under certain conditions, your senses can be wrong,” says one student pilot training guide.11




  The good news is that there is a solution for a pilot’s vertigo; it is the plane’s navigational system. This is why, thankfully, most planes do not end up in the ocean, although

  almost every pilot has had a brush with vertigo at least once in his career. If a pilot is familiar with the plane’s navigational system and knows he must rely on it even when it communicates

  information that contradicts that conveyed by his brain, he will avoid tragedy. The problem in the case of John F. Kennedy, Jr., was that he was not certified in instrument

  flight rules (IFR), only in visual flight rules (VFR). He was not trained to fly in conditions that did not allow for the use of visual cues—conditions in which one must rely on instruments

  alone to navigate, such as that dark, stormy night his plane crashed.12




  Khadr Abdullah, the experienced pilot on the Flash jet, was certified in both IFR and VFR. However, on that fatal day, his brain seemed to trick him into believing he was flying level as he

  guided the plane into a dangerous right overbank nose-down. How could this happen to an experienced pilot? The U.S. investigative team suggests the following scenario: Shortly after takeoff, the

  plane was over the Red Sea at night; thus, no visual cues (such as ground lights) were available to indicate ground or sea level. Second, the plane’s change in spatial position was so gradual

  that it could not be picked up accurately by the crew’s vestibular systems. In fact, once the angle had greatly increased, the pilot may have perceived that the plane was turning slightly

  left rather than dangerously right.13 This scenario is supported by the recordings from the cockpit voice tape. On the tape, the first officer can be

  heard informing the pilot that the plane is turning right. In a surprised tone, the pilot is then heard responding, “Right? How right?” indicating that he has detected a mismatch

  between the information provided by the first officer and his own perception.14




  Because of the lack of visual cues and the gradual shift in position, the only way the pilot could have accurately perceived the relative location of the plane to the ground was by constantly

  monitoring the plane’s navigational system. There is evidence, however, that the flight instruments were not being monitored constantly. At the time the plane was entering a right bank, it

  was allowed to travel at thirty-five knots below the required airspeed and was climbing over the standard pitch. It appears the pilot did not detect these changes because his attention was focused on engaging and disengaging the autopilot.15 Without monitoring the plane’s navigational system, the pilot had only his

  brain’s navigational system to rely on, and that was receiving misinformation from his inner ear and no information from his eyes—resulting in disaster.




  Visual Illusions




  Most of us have never flown a plane, so we are unfamiliar with the experience of vertigo that can result. Unknowingly, however, we are constant victims of the illusions created

  by our brain. Take a look at Figure 1, which portrays two squares—A and B. Which one is lighter? You probably see the same as I do: B is lighter. Right?




  

    [image: ]




    Figure 1. Checker Shadow Illusion




    Edward H. Adelson, 1995.


  




  Wrong. The squares are exactly the same color; I assure you that they are identical. So why do we perceive them as different shades of gray? It is a visual illusion created by our brain. Our

  visual system believes square B is in shadow, while square A is in light. They are not. The image was created using Photoshop. The squares convey the same amount of light, but our brain corrects

  for what it assumes to be the position of the squares (in shadow or in light) and concludes that square B must be lighter.16 The

  result? Square A looks darker than square B. Our subjective perception of reality differs from objective reality.




  Although in this instance our brain has given us faulty information (and in a very convincing manner, too), it has done so for good reason. Our visual system was not built to interpret a

  cleverly constructed Photoshop image that does not follow physical rules. Like our navigational system, our visual system was developed to interpret the world it would encounter most frequently. To

  do so, it developed some shortcuts, some assumptions about the world, which it uses to function. These allow our brain to work efficiently in almost all situations. However, it does leave room for

  errors when those assumptions are not met.




  Let’s explore another example. Look at Figure 2.




  

    [image: ]




    Figure 2. Smiling Girl




    Adapted from P. Rotshtein, R. Malach, U. Hadar, M. Graif, and T. Hendler, “Feeling or Features: Different Sensitivity to Emotion in Higher-Order Visual Cortex and

    Amygdala,” Neuron 32 (2001): 747–57.


  




  What do you see? An upside-down photo of a girl smiling. Okay, now rotate the book 180 degrees so you can see the photo the right way up. What do you see now? Suddenly, she is not that

  sweet-looking, is she? The illusion is called the Thatcher illusion, as it was first demonstrated in 1980 on a photo of former British prime minister Margaret

  Thatcher,17 who, to say the least, is not known for her cheerful expressions.




  The illusion is created by inverting a face without inverting the mouth and eyes. Upside down, the face looks relatively normal and the expression perceived is the same as that conveyed by the

  original photo before it was “Thatcherized” (this is the term for inverting the face without rotating the mouth and eyes). So if the girl was originally smiling, she will be perceived

  as smiling after being Thatcherized. However, the Thatcherized face looks bizarre when upright, even grotesque. The mismatch between the orientation of the mouth and eyes relative to the rest of

  the face is easily detected.




  This illusion, like many others, gives us clues as to how the brain functions, and the evolutionary constraints that guided its development. We walk around all day encountering upright faces.

  They are everywhere—on the street, next to us on the bus, or at the office. It is important that we accurately and efficiently recognize that a face is a face rather than, say, a football or

  a watermelon, because faces really should not be kicked around or split in two. It is also important that you easily distinguish between the face of your significant other and that of your boss or

  neighbor, as things could get quite awkward if you don’t. In fact, just being able to recognize the faces of your partner, boss, and neighbor is not enough. To get along in this world, we

  need to remember and distinguish thousands of faces. Luckily, most of us do so with ease, thanks to the part of the brain known as the fusiform face area (FFA), which is located in a region of the

  brain called the fusiform gyrus.18 The FFA is the part of our visual system that allows us to recognize that a face is a face, and to distinguish

  between the many faces we encounter on a daily basis. Without a functioning FFA, we may all become prosopagnosic, which means we will be face-blind. People who suffer from lesions to their

  fusiform gyrus have difficulty identifying faces and may even be unable to recognize their own face. (Oliver Sacks famously wrote of such a case in his book The Man Who

  Mistook His Wife for a Hat.)19




  Imagine living your life without knowing who’s who. True, our face recognition is not perfect. We are often approached by people who claim they have met us before but whom we are unable to

  recall. However, when you fetch your child from school, you usually pick out the right kid, even if he is wearing a new outfit or has just had a haircut. In fact, you do better than that. Not only

  are you able to detect your child in the mass of faces; you are also able to sense whether your kid had a good or bad day simply by glimpsing the expression on his face.




  Humans are very good at perceiving the emotional state of others. We do so unconsciously all the time, using all sorts of clues, such as tone of voice and gait. Mostly, however, we identify the

  emotional states of others by perceiving their facial expressions. We know a happy expression when we see it on someone’s face; we know when someone is sad, afraid, or angry by the exact way

  his mouth curls and his eyes open wide or become narrow. The clues may be subtle, but we are quite good at detecting someone else’s emotional state because we have become experts at

  identifying facial expressions. We can do so for familiar faces, faces we have not previously encountered, faces from our own culture or a foreign one, because emotional expressions are

  universal.20




  The capability to convey and detect emotion is critical to our existence. Take, for example, our ability to differentiate between a fearful face and an angry one. An angry face signals that the

  person in front of us is upset, possibly at us, and may be a threat to our survival. A fearful face signals that there is a threat somewhere in the environment; however, the person in front of us

  is not the source of this threat. In this case, we should quickly scan our surroundings to try to detect where the danger is coming from, so it can be avoided.




  Accurate recognition of both emotional expressions and identity is vital for social communication. Most of us can recognize thousands of faces; we can easily distinguish

  Margaret Thatcher from Boy George (apparently, they resemble each other),21 and a frown from a grin. However, turn faces upside down and we become

  almost as helpless as a pilot flying in pitch-darkness without navigational instruments.




  The brain is used to detect upright faces and expressions. It processes the parts of the face (eyes, nose, and mouth) in unison, as this is the most efficient way to do so. In other

  words, rather than identifying each part separately, the brain processes the face and its expression as a whole.22 Now, because the brain does not

  encounter upside-down faces very often, it has not learned to process them as effectively as upright faces. When presented with a rotated face, we seem to process its features separately, rather

  than in a configural manner.23




  Let us turn back to the rotated face of the girl in Figure 2. Although her face was rotated, her mouth and eyes were left upright. On their own, the mouth and eyes express emotion in a normal

  manner. Our brain processes them separately from the rest of the face and identifies the emotional clues conveyed. We thus conclude that the person is smiling. Rotate the Thatcherized face,

  however, and what is perceived are eyes and mouth in a shape never seen before. The look is deformed, and our emotional reaction to the distortion is disgust and fear.




  It’s not only humans who are tricked by a Thatcherized face. Monkeys are fooled, too.24 A group of researchers at Emory University

  Thatcherized the face of a monkey using the same technique utilized in Figure 2. They then showed a group of monkeys four photos: a photo of a standard monkey face, an inverted photo of a standard

  monkey face, an inverted Thatcherized monkey face (as in Figure 2), and an upright Thatcherized monkey face (the one humans find bizarre). The monkeys were not very interested

  in the photos of the standard monkey face—whether the image was inverted or upright, they glanced briefly at the normal face and moved on. What about the Thatcherized face? When the image was

  inverted (as in Figure 2), the monkeys were no more interested in the Thatcherized face than in the normal face. However, when the image was presented upright, the monkeys spent much longer looking

  at the Thatcherized face than at any of the other faces. The monkeys’ response indicates that they found the upright Thatcherized face as odd as we do, but, like us, they, too, were tricked

  into perceiving the rotated Thatcherized face as normal. If monkeys are sensitive to the Thatcher illusion, this means that the processes underlying the illusion are evolutionarily old. The brain

  seems to have developed a specific bias for processing upright faces long ago.




  As in most illusions, learning of the illusion and its roots does not erase the illusion. Although we now know that the squares in Figure 1 are the same, we still perceive B as being lighter

  than A. Our knowledge does not change our perception; the illusion is still there. Similarly, a pilot may acknowledge he is in a state of vertigo, in which the information provided by the

  instruments does not align with his perception, and still feel that he is climbing up while heading down. The illusion, which feels very real, is dissociated from the knowledge (when available)

  that the perception is false.




  When it comes to visual illusions, it is relatively easy for us to accept that our perception is wrong when it is pointed out to us. We see it with our own eyes. We can rotate the book, or move

  around the gray squares of Figure 1 in Photoshop, to watch the illusion unfold. However, cognitive illusions, rather than sensory ones, are much harder to accept.




  As in any complex system, the brain has built-in defects. These defects are overpowering; we live with them every day without being aware of them. We rarely doubt that our perception is an

  accurate reflection of the world, when, in fact, our brains can often provide us with a distorted sense of reality. It is when this disparity is pointed out by instruments (as

  in the case of vertigo), demonstrations (as in the case of visual illusions), or data (as in the case of the optimism bias and other cognitive illusions) that we see an alarmingly different picture

  from what we expect to see. It is then that we realize that our brains are not quite the final authority on what is around us, or, indeed, within us.




  Nevertheless, illusions tell us something about the adaptive nature of the human brain. They convey the success, rather than the failure, of the evolution of our neural systems, but, like

  vertigo, on occasion they may lead to disaster.




  Cognitive Illusions




  Glance at the list of personal attributes below. For each of them, take a moment and consider if on that ability you rank within the bottom 25th percentile of the population,

  the 25th to the 50th percentile, the 50th to the 75th percentile, or above the 75th percentile—in other words, in the top 25 percent of the population.




  

    

      1. Get along well with others




      2. Leadership ability




      3. Logical thinking




      4. Driving ability


    


  




  Do the same for these characteristics:




  

    

      1. Honest




      2. Lively




      3. Interesting




      4. Physically pleasing


    


  




  The reality is that most people perceive themselves as being superior to the average human being. We think of ourselves as unique. You may have not rated yourself as above

  average on every single one of the qualities listed. However, I suspect that most of you positioned yourselves in the upper 50th percentile, or even in the upper 25th percentile.




  A survey conducted in the mid-1970s revealed that 85 percent of respondents ranked themselves in the top 50th percentile for the ability to get along well with others and 70 percent did so for

  leadership ability. In fact, for “Get along well with others,” a quarter of the individuals thought they should be positioned in the top 1st percentile!25 Another survey showed that 93 percent of the people surveyed believed they were in the top 50th percentile for driving ability.26




  This, of course, is impossible. Most people cannot be better than most people. The data depicts a mathematical flaw. Someone has to be in the bottom half of the curve; we cannot

  all be in the positive tail of the distribution. We can, however, all believe that we are at the high end on most positive attributes, and indeed we do. This illusion is known as the

  superiority illusion (or the superiority bias). It is as powerful as the illusions produced by spatial disorientation or a Thatcherized face. We are quite confident that we are more

  interesting, attractive, friendly, and successful than the average person. We may not admit it openly when questioned, but we have a strong sense that this is correct. If truth be told, some of us

  are more creative, honest, and funny than the average person, but about half of us are not. The thing is, we are blind to our own illusions. However, while we do not recognize our own

  biases, we can often detect biases in others.




  This principle applies to spatial disorientation, too. When Khadr Abdullah, the pilot of Flight 604, was guiding his plane into a fatal overbank, he was not alone. Sitting next to him was

  Amr Shaafei, his first officer. Shaafei seemed to be aware of the accurate position of the plane. According to the U.S. investigative team’s report, “The first

  officer’s verbal communications indicated that he had an accurate awareness of the airplane’s flight altitude during the upset sequence.”27 Most likely, when he finally warned Abdullah about the overbank, he was aware of his pilot’s vertigo.




  For an outsider, someone who is not sharing the illusion that another person is experiencing, the illusion is often evident. Nevertheless, in the case of Flight 604, although Shaafei seemed to

  be aware of the spatial illusion Abdullah was experiencing, he hesitated in communicating the situation to Abdullah. When he did try to correct the spatial orientation of his superior, it was too

  late.




  This incident demonstrates an important characteristic of many illusions. Contrary to visual illusions, in which we often share the same false perception as those around us, other types of

  illusions differ slightly according to where we stand. For example, most of us believe we are superior in many ways to other individuals. This means we see ourselves as better, not everyone

  else as better. Therefore, (a) we all have a slightly different view of the world, and (b) we are able to detect cognitive illusions, such as the superiority illusion, in others. Because we can

  identify these illusions and biases in others but not in ourselves, we conclude that we are less susceptible to bias than most other people. In essence, this means we hold the illusion that we are

  immune to illusions. This is the irony of cognitive illusions.




  Our tendency to perceive ourselves as less susceptible to bias than the rest of the human race was termed the bias blind spot by the psychologist Emily Pronin of Princeton

  University.28 As an example of this phenomenon, Pronin points to duck hunting.29




  In 2004, Supreme Court justice Antonin Scalia and Vice President Dick Cheney went on a duck-hunting trip at a private camp in southern Louisiana. I assume both Cheney and

  Scalia believe they are superior duck hunters—but that is not really the point. The reason the hunting trip is of interest is that Justice Scalia was due to rule on a case in which the vice

  president was a party. Cheney was appealing the decision of a lower district court, which had ordered him to disclose details about the identity of participants in his energy task force.




  The media and the public felt that Scalia should recuse himself from the case, given his close social contact with Cheney only weeks after the Supreme Court had agreed to take on the

  appeal.30 The concern was that eating, drinking, socializing, and duck hunting with the vice president might not allow Scalia to be truly objective

  when later judging Cheney’s case. Scalia’s response? “I do not think my impartiality could reasonably be questioned,” he said, then added that the only thing really wrong

  with the trip was that the hunting was lousy.31




  Scalia ended up ruling in favor of Cheney’s position, as did the majority of the Supreme Court justices. Although it is possible that Scalia was objective in his ruling, it seems

  unreasonable to claim that his impartiality could not be questioned. Why does this seem clear to us when it did not to him? Pronin suggests that this is because people tend to judge the extent

  of other people’s bias according to their behavior but judge their own biases according to their internal feelings, thoughts, and motivations.32 Scalia went off on a mini-retreat with Cheney, drinking red wine and sharing hunting tips. Soon after, Scalia ruled in Cheney’s favor. We evaluate such behavior and

  conclude that Justice Scalia may have been biased. Antonin Scalia, unlike us, had access to his own thoughts and motivations. He evaluated those and concluded with certainty that he was unbiased

  when ruling in Cheney’s case. Scalia thought he had insight into his inner motives and mental state; he believed he knew which way was up. He was, at least partially, mistaken.




  Scalia seems to have experienced an introspection illusion. An introspection illusion is the strong sense people have that they can directly access the processes

  underlying their mental states. Most mental processes, however, are largely unavailable for conscious interpretation. The catch is that people are unaware of their unawareness. Thus, although

  introspection feels as if we are simply observing our inner intentions, it is largely an inference about our inner intentions, rather than a true reflection of them.33




  One of the best examples of the introspection illusion comes from a study conducted by Petter Johansson, Lars Hall, Sverker Silkstrom, and Andreas Olsson (the last of whom I was fortunate enough

  to share an office with throughout my Ph.D. studies). The Swedish team set out to examine to what extent intentions are available for accurate introspection.34 They presented 120 participants with fifteen pairs of female photos. In each trial, the participants had to indicate which of two female photos they found more attractive.

  They were then given the photo of the chosen female for closer inspection and were asked to explain why they found this woman more attractive than the other. Unbeknownst to the participants, they

  were tricked by the experimenter during three trials. They were given the photo they had rejected rather than the one they had selected. Amazingly, in about 75 percent of the cases, the

  participants did not notice the swift switch. This was true even in cases where the two photos were quite different from each other. At the end of the experiment, the naïve participants were

  asked a “hypothetical” question: “If you were to participate in a study where the photo you had chosen was secretly switched with the one you had rejected, would you notice the

  change?” Eighty-four percent of the participants (who just moments before had failed to detect any changes) believed they would easily detect the switch.




  Even more astonishing was the fact that participants were more than happy to explain to the experimenter why they found the photo they had actually rejected a few seconds

  ago more attractive than the one they had, in fact (unbeknownst to them), picked. One participant explained that he had chosen the photo of a smiling girl who was wearing jewelry because

  “[s]he’s radiant. I would rather have approached her at a bar than the other one. I like earrings.”35 In fact, the participant had

  not selected the smiling girl with earrings! He’d picked the somber one with no jewelry. When fooled into explaining why he preferred the smiling girl, the participant believed he could

  evaluate the mental processes that had guided his decision. His answer indicates that although he thought he had direct access to his preferences and intentions, he was wrong. He was experiencing

  an introspection illusion. Instead of truthfully reflecting his inner mental processes, he was inaccurately inferring and constructing his intentions and past mental state. 


  The researchers dubbed the phenomenon choice blindness, and the participants’ disbelief that they could be fooled in this way was described as choice blindness blindness.36 The team wanted to make sure that choice blindness was not specific to judging the physical attractiveness of faces. As mentioned earlier, facial processing is special; we

  process faces in a holistic manner, and it could be that something about face perception is especially susceptible to choice blindness.




  Johansson and Hall thus ventured to the nearest supermarket to set up a jam-tasting stand. They stopped unsuspecting customers and asked them to taste two types of jam, black currant and

  raspberry. One jam was in a blue jar and the other in a red jar. After the customer had a sample of each, he was to indicate which one he preferred. He then received a second sample of what he was

  told was the jam he had selected and was asked to explain why he preferred it to the alternative.




  Unbeknownst to the customers, Johansson and Hall were playing a little trick once again. The pots of jam in front of the customers were double-ended, with a divider in

  between, so that each end had a different jam. This made it easy for Johansson and Hall to carry out their magic and give the customer a taste of the jam he had rejected without his noticing. The

  customers were “jam-blind.” They did not notice that the jam they received the second time around was not the one they had chosen. Once again, they confidently explained what had

  motivated the choices, which they, in fact, had not made.37 “Less obviously sweet,” explained one customer when asked why he preferred

  the jam he had actually rejected. “Blends well with the plastic spoon,” reasoned another.38




  The experiments by Johansson and Hall and their colleagues show that we can unknowingly create verbal rationalizations for preferences and intentions that we do not actually possess. Does such a

  disconnect also exist when no deception is involved?




  Before making big decisions in life, such as whether to move to a foreign country, which college to attend, or whether to accept one job offer or the other, most of us spend large chunks of time

  listing the pros and cons of each alternative. We go over the possibilities again and again before finally making a decision. By the time we reach a conclusion, we are ready to explain to anyone

  willing to listen why Columbia Business School is a better fit for our needs than Wharton. Some of us spend hours debating which movie to watch on a Friday night, and others can make mental lists

  of the benefits and disadvantages of pepperoni pizza over mushroom and ham before ordering takeout.




  Often, we are wasting valuable time. Studies show that thinking too much can lead to suboptimal judgments. In one study, participants were asked to choose, from a few available options, an art

  poster to take home.39
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