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Avant-propos
L’intelligence artificielle n’existe toujours pas



Eh oui, six ans sont passés depuis mon premier livre sur l’IA et cette affirmation est toujours valable. Cette fois-ci, notre objectif sera de nous attarder sur la nouvelle génération d’IA : les IA génératives.

Pour que ce livre puisse être compris de tous (ceux qui ont lu le précédent comme les autres), je vais vous dire ce que je pense de l’intelligence artificielle : l’intelligence artificielle n’existe pas !

Plus précisément, le type d’intelligence artificielle qui n’existe pas est celui que l’on appelle « intelligence artificielle générale » (AGI en anglais). L’AGI serait une intelligence artificielle polyvalente capable de tout faire (un peu comme nous). C’est l’intelligence artificielle dépeinte par Hollywood, celle des films comme Her ou Terminator, celle qui donne envie autant qu’elle fait peur. Je peux comprendre le plaisir de discuter avec une IA qui serait notre âme sœur, mais j’ai du mal avec cette idée de tomber amoureux d’une IA. C’est sûrement parce que je sais ce qui se passe derrière la « machine ». Et je parie que vous serez de mon avis quand on en aura discuté.

Ces intelligences artificielles générales-là n’existent pas et je vais le démontrer. D’ailleurs, à partir de maintenant et pour toute la suite de notre voyage, je ne vais plus parler d’intelligence artificielle au singulier mais plutôt des intelligences artificielles, parce qu’elles sont nombreuses, multiples et variées.

D’ailleurs, ce serait cocasse de ma part de dire que les IA ne sont pas réelles. J’ai quand même passé trente-cinq ans de ma vie à en fabriquer, j’espère que je n’ai pas travaillé en vain ! Mais au fait, d’où nous viennent les IA ?








Partie I
L’histoire de l’IA






1956 – La conférence de Dartmouth
 (là où tout a commencé)

Officiellement, le terme d’« intelligence artificielle » a vu le jour en 1956. C’est à ce moment que des savants ont décidé de se réunir à l’université de Dartmouth, aux États-Unis. D’ailleurs, on a appelé ce rassemblement la « conférence de Dartmouth », mais il s’agissait plutôt d’une session de brainstorming de huit semaines. L’objectif de cette rencontre était de trouver le nom adéquat pour la discipline des « machines pensantes » (thinking machines).

Pour resituer le contexte de l’époque, le sujet en vogue était la modélisation mathématique d’un neurone. Et c’est John McCarthy (un des organisateurs) qui a eu la brillante idée de proposer un nom en formulant un raisonnement scientifique. Voici ce qu’il a présenté aux autres : « Comme on a réussi à modéliser un neurone, pourquoi ne pas faire un réseau de neurones. » Et par extension : « Puisqu’on a fait un réseau de neurones, pourquoi ne pas modéliser un cerveau ? » « Et puisqu’on a modélisé un cerveau, on est maintenant capable de créer de l’intelligence artificielle. »

Le terme IA était né. Je prends bien la peine de vous dire « terme » parce que vous remarquerez que le raisonnement est assez ridicule. Répliquer le « comportement » du cerveau ne suffit pas à dire qu’on a créé l’intelligence. Sa thèse a néanmoins fait l’unanimité lors de la conférence. Et, pour notre plus grand mal, ces mots façonnent encore notre imaginaire collectif soixante-dix ans plus tard.




L’intelligence artificielle a-t-elle vraiment été inventée en 1956 ?

Finalement, ce que ces savants ont essayé de faire, c’est ce que l’homme tente de réaliser depuis la nuit des temps. Depuis très très très longtemps, on essaie de faire des systèmes qui ont l’air intelligents ou, plutôt, qui réalisent des tâches qui ont l’air intelligentes. Dès le XIIIe siècle, les hommes ont inventé le boulier, considéré comme la première machine à calculer. En 1642, Pascal, mathématicien et philosophe français, a conçu la Pascaline. Elle permettait de faire des additions et des soustractions jusqu’à cinq chiffres. Ce n’est pas très intelligent de faire des additions et des soustractions, mais lorsqu’on fait des calculs compliqués (comme 1 424 + 2 357), on commence à comprendre pourquoi elle a tout son intérêt.

La Pascaline réalise parfaitement cette tâche. Mais vous me direz que c’est aussi le cas de l’homme. Si on prend le temps de poser le calcul, on a très peu de chances de se tromper. C’est vrai. Mais la Pascaline a un autre atout : sa rapidité de calcul. En deux ou trois secondes, j’obtiens un résultat correct : difficile à concurrencer pour l’homme.

On a toujours inventé des machines qui réalisaient des tâches demandant de l’intelligence, mais cela restait des tâches très spécifiques, dans des domaines très particuliers. Je souris souvent quand j’entends dire que la machine va bientôt nous dépasser. Cela fait bien longtemps qu’elle nous a dépassés, cela fait bien longtemps qu’on a compris que les outils que nous fabriquons sont meilleurs que nous.

Pour en revenir aux savants de 1956, il est clair qu’ils ont commis une grosse erreur en appelant leur machine « intelligence artificielle », mais peut-être sans le faire exprès. Pourquoi ? Tout simplement pour une raison linguistique. En anglais, le terme intelligence peut avoir deux significations. La première est celle qu’on connaît tous et qu’on pourrait appeler la « smartness ». C’est le terme qu’on utilise pour qualifier quelqu’un de brillant. Il est relié à la capacité de réflexion. La seconde renvoie à la notion d’« information ». C’est celle utilisée dans l’acronyme CIA (Central Intelligence Agency). Vous commencez à voir le quiproquo ? La CIA ne fait pas d’IA, ses activités sont celles d’espions qui collectent des informations, pourtant son nom comporte bien le mot intelligence.

Quand les savants ont choisi le terme IA, ils pensaient à information mais, malgré eux, le grand public a retenu le sens smartness et les fantasmes ont commencé. Ils n’en sont pas responsables et, à la rigueur, cette confusion n’est pas létale pour l’IA. Il faut nommer la discipline pour que les experts se comprennent entre eux, c’est ce dont on a besoin pour faire avancer la technologie.

C’est un autre problème qui a, dès le début, menacé la discipline. Ces savants se sont attaqués à un sous-domaine de l’IA très compliqué. Ils ont essayé de faire comprendre le langage aux machines alors qu’on sait depuis Aristote que c’est le propre de l’homme. Aujourd’hui encore, on peine à y arriver – vous imaginez bien qu’en 1956, il y a près de soixante-dix ans, c’était encore plus difficile. Ce qui devait arriver arriva, et ils échouèrent complètement dans leur quête.




L’hiver de l’IA (le premier)

Après ce cuisant échec, on est rentré dans ce qui s’appelle le « premier hiver de l’IA » : les scientifiques et les entreprises nous ont fait des promesses et nous ont fait miroiter des trucs extraordinaires. Mais on se rend compte qu’ils nous ont menti puisque les résultats ne sont pas à la hauteur des attentes. En conséquence, les financements s’assèchent et le domaine commence à battre de l’aile. Finalement, l’intelligence artificielle disparaît à la fin des années 1950.

Certains pensent qu’il est naturel d’avoir des hivers de l’IA à partir du moment où la technologie atteint un plateau. Ce n’est pas mon avis. Je pense que ce sont surtout les bêtises et mensonges au sujet de l’IA qui ont rendu son histoire aussi chaotique. Et c’est encore ce qui nous pend au nez si on réitère les mêmes erreurs.

Il serait assez dommage d’arrêter de développer ces IA, parce qu’on va voir qu’il y a énormément de domaines où ces intelligences artificielles sont très utiles. Et malgré les hivers, chacune des vagues de l’IA a apporté son lot de bonnes innovations. Mais dans les années 1950, cela disparaît. Heureusement, ce n’est que temporaire puisqu’un nouveau type d’IA va naître dans les années 1960 et ranimer la discipline.




Les systèmes experts (et le retour des IA)

Ces nouvelles IA, ce sont les systèmes experts. On les appelle aussi « IA symbolique » ou « IA logique ». Concrètement, c’est quoi ? Ce ne sont pas autre chose que des arbres de décision. On construira un système qui prend des décisions en fonction de règles de logique. Par exemple, si la situation X se réalise, alors la machine doit faire Y.

Ces systèmes experts ont été très performants pendant les années 1960-1990, si bien que l’on en a conçu un grand nombre. Ils ont cependant un inconvénient. Même s’ils sont assez simplistes dans leur logique, ils restent très compliqués à maintenir à cause de leurs gigantesques arbres de décision. Dans le pire des cas, on peut avoir des arbres de décision qui se mordent la queue et cela peut devenir très compliqué à déboguer (on parle de « boucle infinie »).

À part cela, ils sont très efficaces et consomment peu d’électricité. On en reparlera plus tard, mais cette frugalité devient aujourd’hui primordiale à l’heure où d’autres types d’IA sont très énergivores.

Retenez donc que les systèmes experts étaient vraiment incontournables à cette époque. Et pour vous montrer que cela marchait bien, je dois vous parler d’un événement majeur qui a eu lieu en 1997.




La première « défaite » de l’homme face à l’IA

1997, c’est l’année qui a bouleversé le monde des IA (et des échecs). Le système d’IBM nommé Deep Blue bat Gary Kasparov, le champion du monde d’échecs.

Pourquoi pouvait-on s’y attendre ? Il se trouve que les échecs sont un jeu avec des règles. Et, comme on l’a vu, un système expert est fondé sur des règles. Dès le départ, les échecs étaient un bon domaine d’application pour ce type d’IA.

En 1997, c’était il y a quasiment trente ans, on avait déjà des machines puissantes. Elles avaient assez de capacité de calcul et de mémoire pour prendre en compte beaucoup de scénarii. Pas les 1049 coups que comptent les échecs, mais suffisamment pour pouvoir choisir le coup gagnant qui allait vaincre le champion du monde.

C’était donc perdu d’avance pour Kasparov. Il n’avait que 5, 6, 10 coups d’avance alors que la machine avait globalement « tous les coups » d’avance. Ce jour-là, c’était la première fois que l’homme perdait face à une machine. C’était une énorme victoire pour les systèmes experts et aussi une excellente raison d’alimenter les fantasmes sur l’intelligence artificielle, bien qu’il ne s’agisse que de la résolution d’un problème très particulier.

Étonnamment, les systèmes experts n’ont pas célébré leur victoire bien longtemps car un nouveau type d’IA les a rapidement détrônés.




L’avènement des IA statistiques et du machine learning

Parlons maintenant des IA statistiques. Et d’abord du machine learning (apprentissage automatique). Le machine learning, c’est un procédé qui consiste à entraîner une IA avec des données pour qu’elle « apprenne » ce qu’on veut, qu’elle réalise un « modèle ». D’ailleurs, ces IA n’étaient pas vraiment nouvelles, mais leur potentiel était limité précédemment par manque de données exploitables.

Cette problématique de l’accès à la donnée est complètement supprimée avec l’arrivée d’Internet. Tout à coup, on a eu accès à beaucoup, beaucoup de données et c’est exactement ce qu’il nous fallait pour entraîner ces IA statistiques. Même si les systèmes experts avaient alors la cote, tout le monde s’est tourné vers le nouvel objet brillant, comme c’est souvent le cas dans la Silicon Valley, et a été obnubilé par le potentiel d’Internet et de ces IA statistiques.

En avançant un peu dans l’histoire, on va réussir à pousser cette technologie toujours plus loin. En augmentant les capacités de calcul, les capacités de stockage, et en fournissant toujours plus de données à ces IA, on améliore les modèles, mais ces IA deviennent aussi de plus en plus gourmandes. Et, petit à petit, on invente le deep learning (apprentissage profond), évolution du machine learning.


Un des premiers reconnaisseurs d’images de l’histoire

Histoire assez drôle : l’une des premières IA utilisant du machine learning était un reconnaisseur de chats. Pourquoi en particulier un reconnaisseur de chats, vous me demanderez ? Il faut savoir qu’aux débuts d’Internet (et toujours aujourd’hui), les gens postaient beaucoup d’images de chats. On s’est donc retrouvé avec la plus grosse base de données de chats annotée.

Qu’est-ce qu’une base de données de chats annotée ? Ça veut juste dire que non seulement les gens postaient les images de chats, mais en plus ils précisaient que c’étaient des chats. Donc cela permettait de confirmer qu’on avait bien des chats sur les images. Il n’y avait pas besoin de faire la vérification par soi-même.

Avec une base de données d’environ 100 000 images de chats, on pouvait concevoir un bon reconnaisseur qui allait reconnaître correctement un chat 98 % du temps. On est enfin parvenu à créer une machine intelligente, une machine qui savait reconnaître les chats. Quelle superbe innovation ! L’humanité en sortirait grandie… Plus sérieusement, même si, à l’époque, on était fier de cette prouesse, on se posait malgré tout des questions sur l’utilité d’un tel système.

Car ce qui est le plus amusant à ce sujet est de comparer la performance du système à celle d’un être humain. Si on se pose la question : « Combien de chats je dois montrer à ma fille de 2 ans pour qu’elle reconnaisse 100 % des chats ? » Les psychologues vous répondront qu’il en faut deux, pas plus.

Cela veut dire que ces robots, ces machines, qu’on estime super intelligents, n’ont strictement rien à voir avec notre intelligence. Ne serait-ce que par l’écart en termes de données nécessaires. Et ce n’est pas tout, les machines peuvent se tromper puisque leur score est de 98 %, alors que ma fille, avec tout juste deux chats, réussit dans 100 % des cas.

Petit aparté, puisqu’on parle d’enfants en bas âge, il y a une statistique intéressante sur la quantité d’informations qu’ils reçoivent. On estime à 16 000 heures le temps d’éveil d’un enfant de 4 ans. Et pendant ce laps de temps, la quantité d’informations reçues par son cerveau serait d’environ 1015 octets (1 suivi de 15 zéros…), soit cinquante fois plus que la totalité du texte disponible sur Internet… Vous le voyez le plafond de verre qui se dessine ?

Si on revient sur notre reconnaisseur de chats, on peut se demander ce qui justifie ces 2 % de différence. Pourquoi un tel écart ? Eh bien, c’est assez simple. C’est juste que ma fille sait reconnaître les chats même quand ils sont dans la pénombre. Et même si elle ne les voit pas complètement, elle parviendra toujours à les reconnaître.

En comparaison, la machine ne va pas reconnaître les chats dans la pénombre, car personne n’a jamais posté une photo d’un chat en pleine nuit. Cela n’aurait aucun intérêt puisqu’on ne le verrait pas. Puisque la base de données n’a pas de photo de nuit comportant des chats, les IA sont incapables de les reconnaître.

Cet exemple du reconnaisseur de chats illustre assez bien l’importance des données lorsqu’on parle d’IA. S’il y a des données incorrectes ou manquantes, cela peut devenir embêtant pour les résultats en sortie. Je dis bien « embêtant », pas « rédhibitoire », car cette incertitude n’est pas suffisante pour empêcher les IA de nous battre une seconde fois.




La seconde défaite de l’homme face à l’IA

Toujours pour illustrer la différence entre les IA et notre cerveau, avançons jusqu’en 2016. DeepMind, une filiale de Google, travaille depuis des années sur AlphaGo. Cette IA statistique, ici du deep learning, a la particularité d’être une experte absolue du jeu de go. Et, comme vous vous en doutez, elle va battre Lee Sedol, le champion du monde de go du moment.

Ce qui est intéressant ici, ce ne sont pas tellement les algorithmes d’AlphaGo ou la quantité importante de parties de go que l’on a fait ingurgiter à la machine, mais c’est la machine elle-même. Il faut juste comprendre qu’elle ne fonctionne pas de la même manière que les systèmes experts qui ont vaincu Gary Kasparov.

Le go est beaucoup plus compliqué que les échecs. Si on compare les deux disciplines, les échecs totalisent 1049 coups tandis que le go totalise entre 10200 et 10600 coups (les mathématiciens ne sont pas capables de se mettre d’accord sur le nombre de coups). Si ces valeurs ne vous disent rien, c’est normal car c’est bien au-delà de ce que l’esprit humain peut concevoir. Dix200 correspond à 1 suivi de 200 zéros.

Retenez juste que cela représente beaucoup, beaucoup de coups, à tel point que des milliards de milliards de coups n’ont jamais été joués dans l’histoire de l’humanité. Cela signifie qu’il est impossible d’utiliser un système expert. On va donc utiliser du deep learning.

On ne va pas s’attarder sur le programme en lui-même, mais on va plutôt analyser la machine elle-même. Si on se penche sur AlphaGo, on voit qu’elle est composée de :


	— 1 500 CPU (central processing units ou unités centrales de calcul, les puces de l’ordinateur) ;


	— 300 GPU (graphic processing units ou processeurs graphiques, des puces encore plus puissantes, dédiées au calcul matriciel crucial pour le machine learning) ;


	— 48 TPU (puces développées spécifiquement par Google et utilisées pour faire du TensorFlow, une méthode spécifique de deep learning).




Si on additionne tout cela, AlphaGo est donc une machine équivalente à 2 000 ordinateurs, soit un petit data center. Deux mille ordinateurs qui consomment 440 kilowatts juste pour jouer au go. C’est beaucoup d’énergie pour gagner au go, vous ne trouvez pas ?

Il est donc légitime de se demander combien de watts sont utilisés par le joueur coréen de 18 ans pour affronter AlphaGo. La réponse est simple : pour la plupart d’entre nous, notre cerveau consomme une vingtaine de watts.

Résumons la situation : on a une machine qui ne sait rien faire à part jouer au go et qui dépense 440 kilowatts. En face de cela, il y a un humain qui consomme 20 watts, soit 20 000 fois moins. Et avec ces 20 watts, l’humain fait bien plus que jouer au go. Il peut parler, cuisiner et une infinité d’autres choses. La machine ne fait que jouer au go et si on voulait qu’elle fasse autre chose, il faudrait encore dépenser des milliers de watts supplémentaires pour la programmer à le faire.

C’est là qu’on va poser la question qui fâche : est-ce rentable, intelligent, de produire des machines qui dépensent beaucoup, beaucoup plus d’énergie que nous pour une tâche quasi équivalente ? On voit en tout cas une nouvelle fois qu’une machine n’a strictement rien à voir avec un cerveau humain, que ce soit au niveau des capacités ou de l’efficience.




Les données, un enjeu majeur

Une autre problématique concerne plutôt les données (qu’on nommera parfois « data »). Ces données ont un problème majeur : plus on en ajoute, plus il y a de chances qu’elles soient biaisées. Au début quand j’avais 100 000 images de chats, je pouvais toutes les vérifier et m’assurer qu’il n’y avait pas un ou deux chiens dans le lot. Dans le cas où j’en trouvais un, je pouvais le retirer de la base de données. De cette manière, j’étais sûr que mon modèle était à peu près correct.

Pour le machine learning ou deep learning on parle d’énormément de données, le fameux big data. En ordre de grandeur, le machine learning, c’est de 100 000 à 1 000 000 de paramètres, le deep learning, c’est de 10 millions à 100 millions de paramètres.

Les IA génératives, par exemple GPT 4.0, exigent 1 760 milliards de paramètres. C’est exponentiel, on utilise de plus en plus de données, donc de stockage et de capacités de calcul. Et il devient fatalement de plus en plus compliqué de savoir si ce sont des données de bonne qualité.




Tay, l’IA qui a mal tourné

Des exemples qui illustrent l’importance du bon choix des données, il y en a des tonnes et celui de Tay a été assez marquant. En 2016, Microsoft a lancé un chatbot du nom de Tay. Ce chatbot était censé promouvoir les produits de Microsoft sur Twitter. Tout partait d’une bonne idée, mais Microsoft a été obligé de débrancher Tay après seulement seize heures d’opérations : il était devenu le chatbot le plus raciste et sexiste de l’humanité ! Ce n’était évidemment pas l’objectif de Microsoft. Ils avaient plutôt pensé le chatbot comme un outil marketing, ils s’attendaient à tout sauf à ce que Tay se mette à insulter une catégorie de la population.

Ce comportement était tellement bizarre que de nombreuses personnes ont essayé de comprendre ce qui s’était passé. En étudiant les choses, on a pu émettre une hypothèse sur la tournure des événements – on parle bien d’hypothèse car Microsoft n’a jamais confirmé cette théorie. On suppose qu’il y avait au moins deux bugs dans la conception de Tay.

Le premier, c’était un bug de logique : Tay adaptait un peu trop son vocabulaire à celui du public auquel il s’adressait. « Adapter », qu’est-ce que cela signifie ? En fait, quand on crée un système de dialogue, il y a un facteur d’adaptabilité. Et ce facteur d’adaptabilité peut être réglé sur une échelle de 0 à 100. À 100, il va complètement s’adapter au public et, à 0, il va uniquement considérer les instructions de son créateur. Dans cette situation, le facteur était un peu trop haut et Tay s’inspirait de ses échanges sur Twitter pour apprendre à interagir. Twitter n’est vraiment pas le meilleur endroit pour apprendre à communiquer courtoisement et Tay, en bon chatbot, s’est mis à parler comme on parle sur Twitter, performance d’un point de vue technique, mais échec d’un point de vue éthique. Ce premier bug est facile à corriger, il suffit de mettre une valeur proche de 0 au facteur d’adaptabilité. De cette manière, le concepteur du chatbot contrôle l’interaction et ne risque plus d’insulter les gens.

Le second bug est beaucoup plus insidieux car c’est un bug de données. Comment s’est-il manifesté ? Pour créer un système de dialogue, vous devez créer un modèle et il vous faut une base de données de dialogues. Cette base de données permet à l’IA de comprendre l’essence des interactions, les structures, etc. Sur Internet, c’est beaucoup plus compliqué de trouver des dialogues que des images de chats.

Heureusement, il existe une base de données, Switchboard, qui remonte aux années 1950 et qui réunit des millions de conversations téléphoniques. Vous y trouverez toutes sortes de discussions : des personnes qui appellent parce que leur machine à laver est cassée, des personnes qui souhaitent s’abonner à un journal, etc.

Dans Switchboard, il y a tous les enregistrements vocaux de ces appels, leurs retranscriptions, c’est-à-dire tous les mots qui ont été prononcés, et des annotations sur ces conversations. On peut donc savoir si l’individu était énervé, amical, triste, etc. En somme, tout ce qu’il faut pour modéliser correctement des dialogues.

Sachant cela, je peux très bien imaginer le stagiaire à qui on a demandé de travailler sur Tay. Il se retrouve face à Switchboard car on lui a dit d’utiliser cette base de données, mais réalise qu’il y a des millions et millions de conversations. Étant donné qu’en 2016, on n’avait pas les capacités de calcul pour traiter cette masse d’information, il s’est dit qu’il devait prendre un sous-ensemble. Fatalement, il a décidé de prendre le début de la base de données, ce qui correspond aux conversations en Alabama dans les années 1950.

Quand on connaît un peu l’histoire des États-Unis et de la ségrégation, on sait très bien que cette période n’était pas très accommodante pour les Afro-Américains. Le modèle étant intrinsèquement raciste, il n’a pas fallu grand-chose pour que le système se mette à insulter les Noirs et, tant qu’il y était, les femmes.

Quelle leçon faut-il en tirer ? Qu’il faut bien sûr faire attention aux données qu’on choisit pour créer un modèle. Le problème, quand on écrit cette phrase, c’est que cela implique de trier les données. Et si on trie les données, on y intègre nos propres biais. Quand je choisis ces données, qui me dit que ce choix est correct ? éthique ? Et de quelle éthique parle-t-on ? Mon éthique ? Celle de mon entreprise ? De ma culture ?

Voilà une des grandes problématiques que l’on rencontre quand on fait des statistiques. Il y a de bonnes chances que les données soient biaisées, quelles que soient leurs origines. C’est un très gros point de vigilance et on risque d’avoir ce problème tant qu’on ne spécialise pas ces IA. Pour les spécialiser, on va leur fournir des données dites « de confiance », ce qui veut dire que ces IA ne seront bonnes que pour nos usages particuliers, outils très utiles, mais bien loin de ces AGI fantasmées.






Les voitures « autonomes »

C’est un sujet qui revient souvent dans mes discussions car, après avoir dirigé une équipe travaillant sur les robots autonomes chez Samsung, je travaille aujourd’hui chez Renault. On me demande donc naturellement si je travaille sur la voiture autonome, d’autant qu’Elon Musk, en 2014, a annoncé que les voitures allaient bientôt devenir autonomes. Alors, 2014, c’était il y a plus de dix ans, et on voit bien qu’aujourd’hui les voitures ne sont toujours pas autonomes. J’ai d’ailleurs un scoop que je vais partager avec vous.

En général, quand on parle de « voiture autonome », on parle de la voiture autonome dite de « niveau 5 », c’est-à-dire la voiture complètement automatique qui va d’un point A à un point B sans avoir écrasé qui que ce soit sur le trajet, celle qui est capable de se tirer de n’importe quelle situation.

Non seulement la prophétie d’Elon Musk ne s’est pas réalisée mais, quand on regarde par exemple les Tesla aujourd’hui, en 2025, on constate qu’elles sont plus proches du niveau 3 que du niveau 5. Mon scoop, donc, c’est qu’on est très loin du niveau 5, mais surtout qu’on n’y arrivera certainement jamais, du moins tant que les IA utiliseront des mathématiques, logiques ou statistiques. C’est impossible et nous allons le prouver.

En revanche, on arrivera certainement au niveau 4. Aujourd’hui, il y a quelques voitures qui sont déjà au niveau 3. Cela signifie qu’elles sont autonomes de temps en temps, dans certaines conditions. Les voitures au niveau 4 seront le plus souvent autonomes. Mais il y aura quand même des moments où l’humain devra intervenir afin de la sortir de situations trop compliquées. Je me garderai bien de prédire quand arriveront les voitures presque autonomes de niveau 4, mais, oui, elles finiront par arriver. D’ailleurs, une voiture presque autonome n’aura pas forcément de volant car on n’aura pas besoin d’être dans le véhicule pour régler la quasi-totalité des problèmes éventuels. C’est un peu comme lorsque vous avez un problème avec votre PC : vous contactez le service concerné qui résout le problème à distance. Les voitures aujourd’hui sont tellement connectées et possèdent suffisamment de caméras, capteurs et actuateurs qu’elles peuvent être aussi contrôlées à distance.

Mais pourquoi le niveau 5 n’existera-t-il jamais ? Pour le prouver, j’ai deux exemples. Le premier est pour les Français, pour les Parisiens, c’est la place de l’Étoile à 18 heures. Si vous mettez une voiture autonome sur une des douze avenues de la place de l’Étoile et que vous lui demandez de la traverser, il y a de grandes chances qu’elle reste immobile. Pour réussir cette prouesse à cette heure, il faut tout sauf respecter le Code de la route. Vous devez naviguer dans un flou artistique entre respect des règles de conduite et prise d’initiative parfois risquée. Cette négociation permanente est si pleine d’humanité qu’il faut bien plus que de simples compétences de conduite « mécaniques » suivant des règles et des modèles – compétences que nos voitures autonomes sont encore bien loin de maîtriser. Si cet exemple fait sourire, car nous pouvons nous identifier à la situation, regardons le suivant, encore plus édifiant.

Le second exemple nous vient de Waymo, une entreprise qui appartient à la galaxie Alphabet, issue du centre de recherche Google X qui ne s’intéresse qu’aux Moonshots, ces projets impossibles. Waymo a été fondée en 2009 et c’est certainement actuellement la compagnie la plus avancée au monde en matière de voitures autonomes. Ils ont d’ailleurs lancé des services commerciaux de robotaxis d’abord à Phoenix puis à San Francisco, aujourd’hui aussi à Austin et Los Angeles. Au total, ils possèdent une flotte de plus de 700 véhicules.

Petit aparté, il m’est déjà arrivé d’expérimenter une course avec un de ces robotaxis. Il faut bien dire que, pour le moment, ce n’est pas très pratique, et ce, pour deux raisons. Déjà, vu que leur flotte est limitée en nombre de véhicules, vous avez un temps d’attente plus élevé que pour les VTC concurrents, et la course est plus lente car le « sans chauffeur » est plus prudent que le chauffeur Uber classique. Mais en plus, peut-être à cause de ce temps additionnel, vous allez payer généralement les courses jusqu’à 50 % plus chères. Pour le moment, disons qu’il n’y a pas de réel avantage à privilégier une course Waymo par rapport à celle d’un VTC classique, il s’agit plus d’une attraction touristique qui s’apparente à un manège que vous pouvez ajouter à votre liste d’activités au même titre que la visite d’Alcatraz ou un petit tour en Cable Cars. Il faut quand même s’attendre à ce que les choses s’améliorent d’ici aux JO de 2028 à Los Angeles.

En 2018, le PDG de Waymo de l’époque, un peu las d’entendre Elon Musk raconter n’importe quoi sur les voitures autonomes, a décidé de faire don de toutes les données que sa société avait collectées durant des années aux quatre coins du globe. Comme on l’a vu, les données étant le nerf de la guerre pour les IA, c’était un geste fort afin de faire progresser toute la communauté plus rapidement vers le niveau 4. C’est donc 10 millions de miles de conduite capturés en vidéos qu’il décide de mettre en ligne sur YouTube.

Bien entendu, quand on a appris que toutes ces données étaient disponibles, des gens comme moi se sont précipités sur le réseau pour aller jeter un œil aux vidéos. Je n’ai évidemment pas eu le temps de regarder les 10 millions de miles, mais il ne m’a fallu de toute façon qu’environ vingt minutes pour trouver ce que j’appelle ma première pépite, c’est-à-dire la preuve qu’on ne pourra jamais avoir de voitures autonomes. Et même si, entre-temps, j’ai trouvé beaucoup d’autres de ces pépites, la toute première était certainement la plus amusante.

On y voit une voiture en train de rouler dans les rues de Mountain View, la ville de la Silicon Valley qui abrite le siège de Google. Cette voiture roule donc tranquillement et, tout à coup, la voiture s’arrête au milieu de la route, pourtant totalement libre, sans obstacle apparent. La voiture reste immobilisée pendant 2-3 secondes puis repart ; elle avance de 2 à 3 mètres, s’arrête puis repart ; elle avance de nouveau de 2 à 3 mètres et s’arrête. Elle procède ainsi cinq ou six fois jusqu’à ce qu’on voie apparaître les mains du safety driver s’emparer du volant. Le safety driver, c’est la personne à l’intérieur du véhicule qui doit vérifier que tout se passe bien. Il décide d’intervenir et de reprendre le véhicule en main parce qu’il voit bien que les voitures qui le suivent commencent à réellement s’impatienter.

Sur le moment, personne ne comprend pourquoi la voiture s’arrête tous les trois mètres, cette situation n’a strictement aucun sens. Mais si on scrute attentivement l’enregistrement vidéo, on voit sur le trottoir deux personnes qui marchent dans la même direction que la voiture. Et celle qui est la plus à gauche du trottoir, près de la chaussée, porte sur son épaule un panneau « stop ». Évidemment, nous, humains, nous voyons un piéton en train de marcher avec un panneau stop ; c’est insolite, nous n’avons peut-être jamais vu ça avant, mais nous n’avons aucune raison de nous arrêter. La voiture autonome, elle, super-intelligente, que voit elle ? Elle voit un panneau stop puis un panneau stop et un autre panneau stop et, comme elle respecte le Code de la route, elle s’arrête à chaque panneau stop qu’elle identifie, même si c’est à chaque fois le même panneau stop posé sur l’épaule du même piéton. Alors, évidemment, cette histoire est un cas plus qu’improbable. Mais c’est arrivé. Personne ne l’aurait jamais anticipé. Elle n’est pas dans les règles, elle n’est pas dans le modèle, elle n’existe pas. Comme un chat dans la pénombre, ce n’est pas reconnaissable.

Des cas comme cela, il y en a une infinité. Il y aura toujours un moment où la voiture se trouvera dans une situation qu’elle n’a pas « apprise ». Nous, humains, nous n’allons pas vraiment tomber dans le piège parce que nous allons rapidement nous adapter. Dans cette situation, nous continuerons de rouler même s’il y a un stop sur le bord de la route, parce que nous « comprenons » que ce stop n’est pas un vrai stop. Nous, humains, nous allons nous adapter, inventer, créer. Les IA, elles, ne s’adaptent pas, ne comprennent rien, n’inventent rien, n’innovent pas, ne créent strictement rien. Elles ne font que rabâcher, ressasser ce qu’elles ont dans leur modèle. Et, parfois, souvent, leurs modèles d’informations.

Le cas des voitures autonomes est particulièrement compliqué. General Motors (GM) l’a appris à ses dépens avec le démantèlement de sa filiale Cruise1. GM avait fait l’acquisition de Cruise, une entreprise qui travaillait au développement de robotaxis, et y avait investi un total de 10 milliards de dollars. À la suite d’un accident qui eut lieu en octobre 2023 à San Francisco, GM a perdu sa licence d’exploitation. Je vous passe les détails mais, après plusieurs incidents et qu’une de leurs voitures a traîné une personne sur plusieurs dizaines de mètres, les autorités californiennes ont préféré éviter que la situation ne se reproduise. GM a finalement annoncé le 10 décembre 2024, juste onze ans après la formation de Cruise, qu’ils arrêtaient le développement de ces robotaxis avec comme argument qu’il faudrait « du temps et des ressources considérables ».




Quid des IA génératives ?

D’un point de vue chronologique, on pourrait se dire qu’on a abordé toutes les phases de l’IA. Mais je suis sûr que vous sentez vous aussi qu’il manque une partie. Vous devez vous dire : « Mais où sont les IA génératives dans tout cela ? Où est ChatGPT ? » Vous avez dû le comprendre, le but de ce livre n’est pas d’être technique, on ne va donc pas entrer dans le détail de « Comment les IA génératives fonctionnent ». Nous allons toutefois parler de l’innovation technologique qui nous a permis de les créer.

Tout part d’un article scientifique de Google publié en 2017, qui présente leur nouvelle création : les « Transformers ». Grâce aux Transformers, on peut travailler sur des bases de données bien plus grandes ; exécuter des fenêtres de recherche plus importantes ; effectuer des recherches en parallèle.

Dit comme cela, on a du mal à voir le lien avec les IA génératives, mais il est bien réel. Plus concrètement, avec les Transformers, on peut former un réseau de neurones qui apprend le contexte en traquant la relation séquentielle des data, comme les mots dans une phrase.

À force de recevoir du texte, l’IA devient capable de comprendre la relation entre les mots, leur « degré de proximité ». Le grand avantage de cette innovation est qu’elle permet de prédire le prochain mot d’une phrase, d’où la notion de « génération ».

On pourrait à présent se dire qu’on y est, que les IA génératives sont à portée de main. Il y a juste un petit problème…

Cette technologie était inutilisable en 2017 car le temps d’exécution des IA était bien trop long. Il faudra attendre 2020, et l’apparition des CPU et GPU qui travaillent en parallèle pour que la technologie puisse vraiment se développer.

Puis, en 2021, des chercheurs de Stanford publient un article sur les « modèles fondation », qui va servir de matériel de base pour les entreprises comme OpenAI et autres. La suite, vous la connaissez, une pléthore d’IA génératives va voir le jour.

Voilà, dans les grandes lignes, comment les IA génératives sont nées. Alors que la plupart des éléments étaient disponibles dès 2017, il a fallu attendre cinq ans, jusqu’en 2022, pour vraiment pouvoir les utiliser.

Ce cas est symptomatique des innovations du monde de l’IA. Souvent, on réalise que les « nouveaux concepts » n’en sont pas vraiment. Ils existaient déjà depuis de nombreuses années mais on était limité par la puissance de calcul. Survient alors une phase de « rattrapage » durant laquelle on exploite des machines devenues assez puissantes et efficientes pour exécuter les modèles théoriques.




Les IA génératives pour le grand public

Quelques mois avant le lancement de ChatGPT 3.5, novembre 2022, a éclaté une polémique au sujet d’une IA générative nommée Midjourney. Pour ceux qui n’en ont jamais entendu parler, Midjourney, créée à San Francisco en juillet 2022, est une IA générative qui produit une image en fonction d’un texte fourni : le prompt. On peut dire qu’elle transforme du texte en image, même si ce n’est pas totalement vrai.

Au Colorado State Fair, une grande foire locale, sont organisés tous les ans des concours qui priment des artistes. Lors de l’édition d’août 2022, un des concours est remporté par Jason Allen, un concepteur de jeux vidéo, grâce à son œuvre Théâtre d’opéra spatial. C’est là que la polémique commence. Peu de temps après sa victoire, Jason annonce que son dessin a été généré par Midjourney. On s’insurge en annonçant la « mort de l’art ». Je vous passe les détails et les problématiques que cela soulève car j’y consacrerai un chapitre. Retenez juste que c’était le premier boom de l’IA générative, la première fois que le grand public découvrait ses capacités.

La suite, vous la connaissez : ChatGPT 3.5 est lancé en novembre 2022 et c’est tout de suite un engouement mondial. Il s’agit de la plateforme qui a le plus rapidement atteint le milliard de visites mensuelles – en février 2023, à peine trois mois plus tard.




La « vraie » IA

Quand on parle d’intelligence artificielle, tout le monde utilise le terme IA, moi le premier. Je suis d’accord avec les lettres mais j’ai un tout petit peu changé les mots. En fait, j’appelle plutôt cela l’« intelligence augmentée ». Mais qu’est-ce que l’intelligence augmentée ?

Ce sont des outils qui vont augmenter notre intelligence et nous aider à résoudre certaines problématiques. On a vu cela avec la machine à calculer de 1642 qui permet d’amplifier mon intelligence d’addition et de soustraction. On peut donc créer des outils qui vont nous permettre d’être plus performants et plus intelligents dans des domaines très particuliers et très étroits. Voilà comment il faut voir ces outils.

Si vraiment je dois utiliser le singulier pour l’intelligence artificielle, je vais la comparer à une boîte à outils. Dans cette boîte, il y a plusieurs IA : le marteau, le tournevis, la scie, etc. Chaque IA est très spécialisée dans le domaine pour lequel elle a été créée. Par exemple, le marteau a été créé pour planter le clou. Et le marteau plante très bien le clou, il plante bien mieux le clou que si j’utilisais mon poing. Je me fais moins mal à utiliser le marteau à la place de mon poing.

Le marteau, je peux l’utiliser à bon escient pour planter les clous, comme je peux l’utiliser à mauvais escient pour taper sur la tête de mon voisin. Il n’a pas été pensé pour cela mais rien ne m’empêche de le faire.

Pourquoi est-ce que je peux le faire ? Parce que c’est moi qui tiens le manche. Le marteau n’ira pas tout seul sur la tête de mon voisin comme il n’ira pas tout seul sur la tête du clou. Je tiens le manche donc je suis celui qui décide de l’utilisation de l’outil. C’est exactement la même chose avec l’IA.

C’est à nous de définir collectivement les bonnes et mauvaises manières d’utiliser ces IA. À nous de définir les réglementations nécessaires pour éviter certaines dérives. Ces IA ne sont que des outils que nous fabriquons et que nous utilisons, rien de plus.

Je peux toujours m’amuser à lancer le marteau de manière aléatoire pour voir où il va atterrir. On appelle cela le random, l’aléatoire. Si je lance le marteau, il peut très bien faire un truc incroyable et planter le clou de très loin, mais il peut aussi taper la tête de quelqu’un. Dans tous les cas, c’est moi qui ai décidé de réaliser cette action aléatoire, sans savoir ce qui allait se passer. L’outil, l’IA, n’a aucune responsabilité dans cette décision.

La définition la plus correcte de l’IA, c’est bien celle de l’intelligence augmentée. C’est bien notre intelligence qui est augmentée par ces outils, parce que ces IA ne sont rien d’autre que des outils à notre service.

Finalement, avec les IA, on a toujours le même cycle qui se répète :


	1. Dès qu’on présente une nouvelle technologie, il y a un fort engouement et on s’imagine atteindre l’AGI.


	2. Ensuite, on assiste à un tonnerre médiatique et on surestime leur potentiel d’innovation. D’ailleurs, c’est à ce moment-là qu’on atteint le point maximal de hype que l’on pourrait traduire par « tapage » (mais ce n’est que de courte durée).


	3. Quelque temps après cela, on réalise que la technologie plafonne et qu’on n’atteindra finalement pas cette fameuse AGI, mais on trouve de multiples applications ciblées intéressantes.
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