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MyMathLab Global is a text-specific, easily customizable online course that integrates interactive multimedia instruction with content from your Pearson textbook.


As a part of the MyMathLab® series, MyMathLab Global courses include all of MyMathLab’s standard features, plus additional resources designed specifically to help students succeed in statistics, such as Java™ applets, statistical software, and more.


Features for Students


MyMathLab Global provides you with a rich and flexible set of course materials, along with course-management tools that make it easy to deliver all or a portion of your course online.


Powerful homework and test manager


Create, import, and manage online homework assignments, quizzes, and tests that are automatically graded, allowing you to spend less time grading and more time teaching. You can choose from a wide range of assignment options, including time limits, proctoring, and maximum number of attempts allowed.


[image: Image]


Custom exercise builder


The MathXL® Exercise Builder (MEB) for MyMathLab Global lets you create static and algorithmic online exercises for your online assignments. Exercises can include number lines, graphs, and pie charts, and you can create custom feedback that appears when students enter answers.
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Comprehensive gradebook


MyMathLab Global’s online gradebook automatically tracks your students’ results on tests, homework, and tutorials. The gradebook provides a number of flexible grading options, including exporting grades to a spreadsheet program such as Microsoft® Excel.
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Features for Students


MyMathLab Global provides students with a personalized, interactive environment where they can learn at their own pace and measure their progress.


Interactive tutorial exercises


MyMathLab Global’s homework and practice exercises, correlated to the exercises in the textbook, are generated algorithmically, giving students unlimited opportunity for practice and mastery. Exercises include guided solutions, sample problems, and learning aids for extra help at point-of-use, and they offer helpful feedback when students enter incorrect answers.
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StatCrunch


StatCrunch offers both numerical and data analysis and uses interactive graphics to illustrate the connection between objects selected in a graph and the underlying data. In most MyMathLab Global Statistics courses, all data sets from the textbook are pre-loaded in StatCrunch, and StatCrunch is also available as a tool from all online homework and practice exercises.
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Student Purchasing Options


There are many ways for students to sign up for MyMathLab Global:


• Use the access kit bundled with a new textbook


• Purchase a stand-alone access kit
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PREFACE



Intended Audience


Statistics for Business and Economics, 8th edition, was written to meet the need for an introductory text that provides a strong introduction to business statistics, develops understanding of concepts, and emphasizes problem solving using realistic examples that emphasize real data sets and computer based analysis. These examples emphasize business and economics examples for the following:



	MBA or undergraduate business programs that teach business statistics



	Graduate and undergraduate economics programs



	Executive MBA programs



	Graduate courses for business statistics





Substance


This book was written to provide a strong introductory understanding of applied statistical procedures so that individuals can do solid statistical analysis in many business and economic situations. We have emphasized an understanding of the assumptions that are necessary for professional analysis. In particular we have greatly expanded the number of applications that utilize data from applied policy and research settings. Data and problem scenarios have been obtained from business analysts, major research organizations, and selected extractions from publicly available data sources. With modern computers it is easy to compute, from data, the output needed for many statistical procedures. Thus, it is tempting to merely apply simple “rules” using these outputs—an approach used in many textbooks. Our approach is to combine understanding with many examples and student exercises that show how understanding of methods and their assumptions lead to useful understanding of business and economic problems.


New to This Edition


The eighth edition of this book has been revised and updated to provide students with improved problem contexts for learning how statistical methods can improve their analysis and understanding of business and economics.


The objective of this revision is to provide a strong core textbook with new features and modifications that will provide an improved learning environment for students entering a rapidly changing technical work environment. This edition has been carefully revised to improve the clarity and completeness of explanations. This revision recognizes the globalization of statistical study and in particular the global market for this book.




	Improvement in clarity and relevance of discussions of the core topics included in the book.



	Addition of a number of large databases developed by public research agencies, businesses, and databases from the authors’ own works.



	Inclusion of a number of new exercises that introduce students to specific statistical questions that are part of research projects.



	Addition of a number of case studies, with both large and small sample sizes. Students are provided the opportunity to extend their statistical understanding to the context of research and analysis conducted by professionals. These studies include data files obtained from on-going research studies, which reduce for the student, the extensive work load of data collection and refinement, thus providing an emphasis on question formulation, analysis, and reporting of results.



	Careful revision of text and symbolic language to ensure consistent terms and definitions and to remove errors that accumulated from previous revisions and production problems.



	Major revision of the discussion of Time Series both in terms of describing historical patterns and in the focus on identifying the underlying structure and introductory forecasting methods.



	Integration of the text material, data sets, and exercises into new on-line applications including MyMathLab Global.



	Expansion of descriptive statistics to include percentiles, z-scores, and alternative formulae to compute the sample variance and sample standard deviation.



	Addition of a significant number of new examples based on real world data.



	Greater emphasis on the assumptions being made when conducting various statistical procedures.



	Reorganization of sampling concepts.



	More detailed business-oriented examples and exercises incorporated in the analysis of statistics.



	Improved chapter introductions that include business examples discussed in the chapter.



	Good range of difficulty in the section ending exercises that permit the professor to tailor the difficulty level to his or her course.



	Improved suitability for both introductory and advanced statistics courses and by both undergraduate and graduate students.



	Decision Theory, which is covered in other business classes such as operations management or strategic management, has been moved to an online location for access by those who are interested (www.pearsonglobaleditions.com/newbold).





This edition devotes considerable effort to providing an understanding of statistical methods and their applications. We have avoided merely providing rules and canned computer routines for analyzing and solving statistical problems. This edition contains a complete discussion of methods and assumptions, including computational details expressed in clear and complete formulas. Through examples and extended chapter applications, we provide guidelines for interpreting results and explain how to determine if additional analysis is required. The development of the many procedures included under statistical inference and regression analysis are built on a strong development of probability and random variables, which are a foundation for the applications presented in this book. The foundation also includes a clear and complete discussion of descriptive statistics and graphical approaches. These provide important tools for exploring and describing data that represent a process being studied.


Probability and random variables are presented with a number of important applications, which are invaluable in management decision making. These include conditional probability and Bayesian applications that clarify decisions and show counterintuitive results in a number of decision situations. Linear combinations of random variables are developed in detail, with a number of applications of importance, including portfolio applications in finance.


The authors strongly believe that students learn best when they work with challenging and relevant applications that apply the concepts presented by dedicated teachers and the textbook. Thus the textbook has always included a number of data sets obtained from various applications in the public and private sectors. In the eighth edition we have added a number of large data sets obtained from major research projects and other sources. These data sets are used in chapter examples, exercises, and case studies located at the end of analysis chapters. A number of exercises consider individual analyses that are typically part of larger research projects. With this structure, students can deal with important detailed questions and can also work with case studies that require them to identify the detailed questions that are logically part of a larger research project. These large data sets can also be used by the teacher to develop additional research and case study projects that are custom designed for local course environments. The opportunity to custom design new research questions for students is a unique part of this textbook.


One of the large data sets is the HEI Cost Data Variable Subset. This data file was obtained from a major nutrition-research project conducted at the Economic Research Service (ERS) of the U.S. Department of Agriculture. These research projects provide the basis for developing government policy and informing citizens and food producers about ways to improve national nutrition and health. The original data were gathered in the National Health and Nutrition Examination Survey, which included in-depth interview measurements of diet, health, behavior, and economic status for a large probability sample of the U.S. population. Included in the data is the Healthy Eating Index (HEI), a measure of diet quality developed by ERS and computed for each individual in the survey. A number of other major data sets containing nutrition measures by country, automobile fuel consumption, health data, and more are described in detail at the end of the chapters where they are used in exercises and case studies. A complete list of the data files and where they are used is located at the end of this preface. Data files are also shown by chapter at the end of each chapter.


The book provides a complete and in-depth presentation of major applied topics. An initial read of the discussion and application examples enables a student to begin working on simple exercises, followed by challenging exercises that provide the opportunity to learn by doing relevant analysis applications. Chapters also include summary sections, which clearly present the key components of application tools. Many analysts and teachers have used this book as a reference for reviewing specific applications. Once you have used this book to help learn statistical applications, you will also find it to be a useful resource as you use statistical analysis procedures in your future career.


A number of special applications of major procedures are included in various sections. Clearly there are more than can be used in a single course. But careful selection of topics from the various chapters enables the teacher to design a course that provides for the specific needs of students in the local academic program. Special examples that can be left out or included provide a breadth of opportunities. The initial probability chapter, Chapter 3, provides topics such as decision trees, overinvolvement ratios, and expanded coverage of Bayesian applications, any of which might provide important material for local courses. Confidence interval and hypothesis tests include procedures for variances and for categorical and ordinal data. Random-variable chapters include linear combination of correlated random variables with applications to financial portfolios. Regression applications include estimation of beta ratios in finance, dummy variables in experimental design, nonlinear regression, and many more.


As indicated here, the book has the capability of being used in a variety of courses that provide applications for a variety of academic programs. The other benefit to the student is that this textbook can be an ideal resource for the student’s future professional career. The design of the book makes it possible for a student to come back to topics after several years and quickly renew his or her understanding. With all the additional special topics, that may not have been included in a first course, the book is a reference for learning important new applications. And the presentation of those new applications follows a presentation style and uses understandings that are familiar. This reduces the time required to master new application topics.



Supplement Package


Student Resources


Online Resources—These resources, which can be downloaded at no cost from www.pearsonglobaleditions.com/newbold, include the following:



	Data files—Excel data files that are used throughout the chapters.



	PHStat 2—The latest version of PHStat 2, the Pearson statistical add-in for Windows-based Excel 2003, 2007, and 2010. This version eliminates the use of the Excel Analysis ToolPak add-ins, thereby simplifying installation and setup.



	Answers to Selected Even-Numbered Exercises





MyMathLab Global MyMathLab Global provides students with direct access to the online resources as well as the following exclusive online features and tools:



	Interactive tutorial exercises—These are a comprehensive set of exercises written especially for use with this book that are algorithmically generated for unlimited practice and mastery. Most exercises are free-response exercises and provide guided solutions, sample problems, and learning aids for extra help at point of use.



	Personalized study plan—This plan indicates which topics have been mastered and creates direct links to tutorial exercises for topics that have not been mastered. MyMathLab Global manages the study plan, updating its content based on the results of future online assessments.



	Integration with Pearson eTexts—A resource for iPad users, who can download a free app at www.apple.com/ipad/apps-for-ipad/ and then sign in using their MyMathLab Global account to access a bookshelf of all their Pearson eTexts. The iPad app also allows access to the Do Homework, Take a Test, and Study Plan pages of their MyMathLab Global course.





Instructor Resources


Instructor’s Resource Center—Reached through a link at www.pearsonglobaleditions.com/newbold, the Instructor’s Resource Center contains the electronic files for the complete Instructor’s Solutions Manual, the Test Item File, and PowerPoint lecture presentations:



	Register, Redeem, Log In—At www.pearsonglobaleditions.com/newbold, instructors can access a variety of print, media, and presentation resources that are available with this book in downloadable digital format.



	Need Help?—Pearson Education’s dedicated technical support team is ready to assist instructors with questions about the media supplements that accompany this text. Visit http://247pearsoned.com for answers to frequently asked questions and toll-free user-support phone numbers. The supplements are available to adopting instructors. Detailed descriptions are provided at the Instructor’s Resource Center.





Instructor Solutions Manual—This manual includes worked-out solutions for end-of-section and end-of-chapter exercises and applications. Electronic solutions are provided at the Instructor’s Resource Center in Word format.


PowerPoint Lecture Slides—A set of chapter-by-chapter PowerPoint slides provides an instructor with individual lecture outlines to accompany the text. The slides include many of the figures and tables from the text. Instructors can use these lecture notes as is or can easily modify the notes to reflect specific presentation needs.


Test-Item File—The test-item file contains true/false, multiple-choice, and short-answer questions based on concepts and ideas developed in each chapter of the text.


TestGen Software—Pearson Education’s test-generating software is PC compatible and preloaded with all the Test-Item File questions. You can manually or randomly view test questions and drag and drop them to create a test. You can add or modify test-bank questions as needed.


MyMathLab Global MyMathLab Global is a powerful online homework, tutorial, and assessment system that accompanies Pearson Education statistics textbooks. With MyMathLab Global, instructors can create, edit, and assign online homework and tests using algorithmically generated exercises correlated at the objective level to the textbook. They can also create and assign their own online exercises and import TestGen tests for added flexibility. All student work is tracked in the online grade book. Students can take chapter tests and receive personalized study plans based on their test results. Each study plan diagnoses weaknesses and links the student directly to tutorial exercises for the objectives he or she needs to study and retest. Students can also access supplemental animations and video clips directly from selected exercises. MyMathLab Global is available to qualified adopters. For more information, visit www.mymathlab.com/global or contact your sales representative.


MyMathLab Global is a text-specific, easily customizable online course that integrates interactive multimedia instruction with textbook content. MyMathLab Global gives you the tools you need to deliver all or a portion of your course online, whether your students are in a lab setting or working from home. The latest version of MyMathLab Global offers a new, intuitive design that features more direct access to MyMathLab Global pages (Gradebook, Homework & Test Manager, Home Page Manager, etc.) and provides enhanced functionality for communicating with students and customizing courses. Other key features include the following:



	Assessment Manager An easy-to-use assessment manager lets instructors create online homework, quizzes, and tests that are automatically graded and correlated directly to your textbook. Assignments can be created using a mix of questions from the exercise bank, instructor-created custom exercises, and/or TestGen test items.



	Grade Book Designed specifically for mathematics and statistics, the grade book automatically tracks students’ results and gives you control over how to calculate final grades. You can also add offline (paper-and-pencil) grades to the grade book.



	Exercise Builder You can use the Exercise Builder to create static and algorithmic exercises for your online assignments. A library of sample exercises provides an easy starting point for creating questions, and you can also create questions from scratch.



	eText Full Integration Students who have the appropriate mobile devices can use your eText annotations and highlights for each course, and iPad users can download a free app that allows them access to the Do Homework, Take a Test, and Study Plan pages of their course.



	“Ask the Publisher” Link in “Ask My Instructor” E-mail You can easily notify the content team of any irregularities with specific questions by using the “Ask the Publisher” functionality in the “Ask My Instructor” e-mails you receive from students.



	Tracking Time Spent on Media Because the latest version of MyMathLab Global requires students to explicitly click a “Submit” button after viewing the media for their assignments, you will be able to track how long students are spending on each media file.
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Introduction


What are the projected sales of a new product? Will the cost of Google shares continue to increase? Who will win the next presidential election? How satisfied were you with your last purchase at Starbucks, Best Buy, or Sports Authority? If you were hired by the National Nutrition Council of the United States, how would you determine if the Council’s guidelines on consumption of fruit, vegetables, snack foods, and soft drinks are being met? Do people who are physically active have healthier diets than people who are not physically active? What factors (perhaps disposable income or federal funds) are significant in forecasting the aggregate consumption of durable goods? What effect will a 2% increase in interest rates have on residential investment? Do credit scores, current balance, or outstanding maintenance balance contribute to an increase in the percentage of a mortgage company’s delinquent accounts increasing? Answers to questions such as these come from an understanding of statistics, fluctuations in the market, consumer preferences, trends, and so on.


Statistics are used to predict or forecast sales of a new product, construction costs, customer-satisfaction levels, the weather, election results, university enrollment figures, grade point averages, interest rates, currency-exchange rates, and many other variables that affect our daily lives. We need to absorb and interpret substantial amounts of data. Governments, businesses, and scientific researchers spend billions of dollars collecting data. But once data are collected, what do we do with them? How do data impact decision making?


In our study of statistics we learn many tools to help us process, summarize, analyze, and interpret data for the purpose of making better decisions in an uncertain environment. Basically, an understanding of statistics will permit us to make sense of all the data.


In this chapter we introduce tables and graphs that help us gain a better understanding of data and that provide visual support for improved decision making. Reports are enhanced by the inclusion of appropriate tables and graphs, such as frequency distributions, bar charts, pie charts, Pareto diagrams, line charts, histograms, stem-and-leaf displays, or ogives. Visualization of data is important. We should always ask the following questions: What does the graph suggest about the data? What is it that we see?









1.1 Decision Making in an Uncertain Environment


Decisions are often made based on limited information. Accountants may need to select a portion of records for auditing purposes. Financial investors need to understand the market’s fluctuations, and they need to choose between various portfolio investments. Managers may use surveys to find out if customers are satisfied with their company’s products or services. Perhaps a marketing executive wants information concerning customers’ taste preferences, their shopping habits, or the demographics of Internet shoppers. An investor does not know with certainty whether financial markets will be buoyant, steady, or depressed. Nevertheless, the investor must decide how to balance a portfolio among stocks, bonds, and money market instruments while future market movements are unknown.


For each of these situations, we must carefully define the problem, determine what data are needed, collect the data, and use statistics to summarize the data and make inferences and decisions based on the data obtained. Statistical thinking is essential from initial problem definition to final decision, which may lead to reduced costs, increased profits, improved processes, and increased customer satisfaction.


Random and Systematic Sampling


Before bringing a new product to market, a manufacturer wants to arrive at some assessment of the likely level of demand and may undertake a market research survey. The manufacturer is, in fact, interested in all potential buyers (the population). However, populations are often so large that they are unwieldy to analyze; collecting complete information for a population could be impossible or prohibitively expensive. Even in circumstances where sufficient resources seem to be available, time constraints make the examination of a subset (sample) necessary.




Population and Sample


A population is the complete set of all items that interest an investigator. Population size, N, can be very large or even infinite. A sample is an observed subset (or portion) of a population with sample size given by n.





Examples of populations include the following:



	All potential buyers of a new product



	All stocks traded on the NYSE Euronext



	All registered voters in a particular city or country



	All accounts receivable for a corporation





Our eventual aim is to make statements based on sample data that have some validity about the population at large. We need a sample, then, that is representative of the population. How can we achieve that? One important principle that we must follow in the sample selection process is randomness.




Random Sampling


Simple random sampling is a procedure used to select a sample of n objects from a population in such a way that each member of the population is chosen strictly by chance, the selection of one member does not influence the selection of any other member, each member of the population is equally likely to be chosen, and every possible sample of a given size, n, has the same chance of selection. This method is so common that the adjective simple is generally dropped, and the resulting sample is called a random sample.





Another sampling procedure is systematic sampling (stratified sampling and cluster sampling are discussed in Chapter 17).




Systematic Sampling


Suppose that the population list is arranged in some fashion unconnected with the subject of interest. Systematic sampling involves the selection of every jth item in the population, where j is the ratio of the population size N to the desired sample size, n; that is, j = N/n. Randomly select a number from 1 to j to obtain the first item to be included in your systematic sample.





Suppose that a sample size of 100 is desired and that the population consists of 5,000 names in alphabetical order. Then j = 50. Randomly select a number from 1 to 50. If your number is 20, select it and every 50th number, giving the systematic sample of elements numbered 20, 70, 120, 170, and so forth, until all 100 items are selected. A systematic sample is analyzed in the same fashion as a simple random sample on the grounds that, relative to the subject of inquiry, the population listing is already in random order. The danger is that there could be some subtle, unsuspected link between the ordering of the population and the subject under study. If this were so, bias would be induced if systematic sampling was employed. Systematic samples provide a good representation of the population if there is no cyclical variation in the population.



Sampling and Nonsampling Errors


Suppose that we want to know the average age of registered voters in the United States. Clearly, the population size is so large that we might take only a random sample, perhaps 500 registered voters, and calculate their average age. Because this average is based on sample data, it is called a statistic. If we were able to calculate the average age of the entire population, then the resulting average would be called a parameter.




Parameter and Statistic


A parameter is a numerical measure that describes a specific characteristic of a population. A statistic is a numerical measure that describes a specific characteristic of a sample.





Throughout this book we will study ways to make decisions about a population parameter, based on a sample statistic. We must realize that some element of uncertainty will always remain, as we do not know the exact value of the parameter. That is, when a sample is taken from a population, the value of any population parameter will not be able to be known precisely. One source of error, called sampling error, results from the fact that information is available on only a subset of all the population members. In Chapters 6, 7, and 8 we develop statistical theory that allows us to characterize the nature of the sampling error and to make certain statements about population parameters.


In practical analyses there is the possibility of an error unconnected with the kind of sampling procedure used. Indeed, such errors could just as well arise if a complete census of the population were taken. These are referred to as nonsampling errors. Examples of nonsampling errors include the following:




	The population actually sampled is not the relevant one. A celebrated instance of this sort occurred in 1936, when Literary Digest magazine confidently predicted that Alfred Landon would win the presidential election over Franklin Roosevelt. However, Roosevelt won by a very comfortable margin. This erroneous forecast resulted from the fact that the members of the Digest’s sample had been taken from telephone directories and other listings, such as magazine subscription lists and automobile registrations. These sources considerably underrepresented the poor, who were predominantly Democrats. To make an inference about a population (in this case the U.S. electorate), it is important to sample that population and not some subgroup of it, however convenient the latter course might appear to be.



	Survey subjects may give inaccurate or dishonest answers. This could happen because questions are phrased in a manner that is difficult to understand or in a way that appears to make a particular answer seem more palatable or more desirable. Also, many questions that one might want to ask are so sensitive that it would be foolhardy to expect uniformly honest responses. Suppose, for example, that a plant manager wants to assess the annual losses to the company caused by employee thefts. In principle, a random sample of employees could be selected and sample members asked, What have you stolen from this plant in the past 12 months? This is clearly not the most reliable means of obtaining the required information!



	There may be no response to survey questions. Survey subjects may not respond at all, or they may not respond to certain questions. If this is substantial, it can induce additional sampling and nonsampling errors. The sampling error arises because the achieved sample size will be smaller than that intended. Nonsampling error possibly occurs because, in effect, the population being sampled is not the population of interest. The results obtained can be regarded as a random sample from the population that is willing to respond. These people may differ in important ways from the larger population. If this is so, a bias will be induced in the resulting estimates.





There is no general procedure for identifying and analyzing nonsampling errors. But nonsampling errors could be important. The investigator must take care in such matters as identifying the relevant population, designing the questionnaire, and dealing with nonresponse in order to minimize the significance of nonsampling errors. In the remainder of this book it is assumed that such care has been taken, and our discussion centers on the treatment of sampling errors.


To think statistically begins with problem definition: (1) What information is required? (2) What is the relevant population? (3) How should sample members be selected? (4) How should information be obtained from the sample members? Next we will want to know how to use sample information to make decisions about our population of interest. Finally, we will want to know what conclusions can be drawn about the population.


After we identify and define a problem, we collect data produced by various processes according to a design, and then we analyze that data using one or more statistical procedures. From this analysis, we obtain information. Information is, in turn, converted into knowledge, using understanding based on specific experience, theory, literature, and additional statistical procedures. Both descriptive and inferential statistics are used to change data into knowledge that leads to better decision making. To do this, we use descriptive statistics and inferential statistics.




Descriptive and Inferential Statistics


Descriptive statistics focus on graphical and numerical procedures that are used to summarize and process data. Inferential statistics focus on using the data to make predictions, forecasts, and estimates to make better decisions.












1.2 Classification of Variables


A variable is a specific characteristic (such as age or weight) of an individual or object. Variables can be classified in several ways. One method of classification refers to the type and amount of information contained in the data. Data are either categorical or numerical. Another method, introduced in 1946 by American psychologist Stanley Smith Stevens is to classify data by levels of measurement, giving either qualitative or quantitative variables. Correctly classifying data is an important first step to selecting the correct statistical procedures needed to analyze and interpret data.


Categorical and Numerical Variables


Categorical variables produce responses that belong to groups or categories. For example, responses to yes/no questions are categorical. Are you a business major? and Do you own a car? are limited to yes or no answers. A health care insurance company may classify incorrect claims according to the type of errors, such as procedural and diagnostic errors, patient information errors, and contractual errors. Other examples of categorical variables include questions on gender or marital status. Sometimes categorical variables include a range of choices, such as “strongly disagree” to “strongly agree.” For example, consider a faculty-evaluation form where students are to respond to statements such as the following: The instructor in this course was an effective teacher (1: strongly disagree; 2: slightly disagree; 3: neither agree nor disagree; 4: slightly agree; 5: strongly agree).


Numerical variables include both discrete and continuous variables. A discrete numerical variable may (but does not necessarily) have a finite number of values. However, the most common type of discrete numerical variable produces a response that comes from a counting process. Examples of discrete numerical variables include the number of students enrolled in a class, the number of university credits earned by a student at the end of a particular semester, and the number of Microsoft stocks in an investor’s portfolio.


A continuous numerical variable may take on any value within a given range of real numbers and usually arises from a measurement (not a counting) process. Someone might say that he is 6 feet (or 72 inches) tall, but his height could actually be 72.1 inches, 71.8 inches, or some other similar number, depending on the accuracy of the instrument used to measure height. Other examples of continuous numerical variables include the weight of a cereal box, the time to run a race, the distance between two cities, or the temperature. In each case the value could deviate within a certain amount, depending on the precision of the measurement instrument used. We tend to truncate continuous variables in daily conversation and treat them as though they were the same as discrete variables without even giving it a second thought.


Measurement Levels


We can also describe data as either qualitative or quantitative. With qualitative data there is no measurable meaning to the “difference” in numbers. For example, one basketball player is assigned the number 20 and another player has the number 10. We cannot conclude that the first player plays twice as well as the second player. However, with quantitative data there is a measurable meaning to the difference in numbers. When one student scores 90 on an exam and another student scores 45, the difference is measurable and meaningful.


Qualitative data include nominal and ordinal levels of measurement. Quantitative data include interval and ratio levels of measurement.


Nominal and ordinal levels of measurement refer to data obtained from categorical questions. Responses to questions on gender, country of citizenship, political affiliation, and ownership of a mobile phone are nominal. Nominal data are considered the lowest or weakest type of data, since numerical identification is chosen strictly for convenience and does not imply ranking of responses.


The values of nominal variables are words that describe the categories or classes of responses. The values of the gender variable are male and female; the values of Do you own a car? are yes and no. We arbitrarily assign a code or number to each response. However, this number has no meaning other than for categorizing. For example, we could code gender responses or yes/no responses as follows:



	1 = Male; 2 = Female



	1 = Yes; 2 = No





Ordinal data indicate the rank ordering of items, and similar to nominal data the values are words that describe responses. Some examples of ordinal data and possible codes are as follows:




	Product quality rating (1: poor; 2: average; 3: good)



	Satisfaction rating with your current Internet provider (1: very dissatisfied; 2: moderately dissatisfied; 3: no opinion; 4: moderately satisfied; 5: very satisfied)



	Consumer preference among three different types of soft drink (1: most preferred; 2: second choice; 3: third choice)





In these examples the responses are ordinal, or put into a rank order, but there is no measurable meaning to the “difference” between responses. That is, the difference between your first and second choices may not be the same as the difference between your second and third choices.


Interval and ratio levels of measurement refer to data obtained from numerical variables, and meaning is given to the difference between measurements. An interval scale indicates rank and distance from an arbitrary zero measured in unit intervals. That is, data are provided relative to an arbitrarily determined benchmark. Temperature is a classic example of this level of measurement, with arbitrarily determined benchmarks generally based on either Fahrenheit or Celsius degrees. Suppose that it is 80°F in Orlando, Florida, and only 20°F in St. Paul, Minnesota. We can conclude that the difference in temperature is 60°, but we cannot say that it is four times as warm in Orlando as it is in St. Paul. The year is another example of an interval level of measurement, with benchmarks based most commonly on the Gregorian calendar.


Ratio data indicate both rank and distance from a natural zero, with ratios of two measures having meaning. A person who weighs 200 pounds is twice the weight of a person who weighs 100 pounds; a person who is 40 years old is twice the age of someone who is 20 years old.


After collecting data, we first need to classify responses as categorical or numerical or by measurement scale. Next, we assign an arbitrary ID or code number to each response. Some graphs are appropriate for categorical variables, and others are used for numerical variables.


Note that data files usually contain “missing values.” For example, respondents to a questionnaire may choose not to answer certain questions about gender, age, income, or some other sensitive topic. Missing values require a special code in the data entry stage. Unless missing values are properly handled, it is possible to obtain erroneous output. Statistical software packages handle missing values in different ways.


Exercises


[image: Image] Visit www.mymathlab.com/global or www.pearsonglobal editions.com/newbold to access the data files.


Basic Exercises


1.1A mortgage company randomly samples accounts of their time-share customers. State whether each of the following variables is categorical or numerical. If categorical, give the level of measurement. If numerical, is it discrete or continuous?




	The original purchase price of a customer’s time-share unit



	The state (or country) of residence of a time-share owner



	A time-share owner’s satisfaction level with the maintenance of the unit purchased (1: very dissatisfied to 5: very satisfied)



	The number of times a customer’s payment was late





1.2Visitors to a supermarket in Singapore were asked to complete a customer service survey. Are the answers to the following survey questions categorical or numerical? If an answer is categorical, give the level of measurement. If an answer is numerical, is it discrete or continuous?




	Have you visited this store before?



	How would you rate the level of customer service you received today on a scale from 1 (very poor) to 5 (very good)?



	How much money did you spend in the store today?





1.3A questionnaire was distributed at a large university to find out the level of student satisfaction with various activities and services. For example, concerning parking availability, students were asked to indicate their level of satisfaction on a scale from 1 (very dissatisfied) to 5 (very satisfied). Is a student’s response to this question numerical or categorical? If numerical, is it discrete or continuous? If categorical, give the level of measurement.


1.4Faculty at one university were asked a series of questions in a recent survey. State the type of data for each question.




	Indicate your level of satisfaction with your teaching load (very satisfied, moderately satisfied, neutral, moderately dissatisfied, or very dissatisfied).



	How many of your research articles were published in refereed journals during the last 5 years?



	Did you attend the last university faculty meeting?



	Do you think that the teaching evaluation process needs to be revised?





1.5A number of questions were posed to a random sample of visitors to a London tourist information center. For each question below, describe the type of data obtained.




	Are you staying overnight in London?



	How many times have you visited London previously?



	
Which of the following attractions have you visited?



	Tower of London



	Buckingham Palace



	Big Ben



	Covent Garden



	Westminster Abbey







	How likely are you to visit London again in the next 12 months: (1) unlikely, (2) likely, (3) very likely?






1.6Residents in one housing development were asked a series of questions by their homeowners’ association. Identify the type of data for each question.




	Did you play golf during the last month on the development’s new golf course?



	How many times have you eaten at the country club restaurant during the last month?



	Do you own a camper?



	Rate the new security system for the development (very good, good, poor, or very poor).





Application Exercises


1.7[image: Image] The supervisor of a very large plant obtained the times (in seconds) to complete a task for a random sample of employees. This information and other data about the employees are stored in the data file Completion Times.




	Give an example of a categorical variable with ordinal responses.



	Give an example of a categorical variable with nominal responses.



	Give an example of a numerical variable.





1.8[image: Image] The U.S. Department of Agriculture (USDA) Center for Nutrition Policy and Promotion (CNPP) developed and administered the Healthy Eating Index–2005 to measure how well the population follows the recommendations of the 2005 Dietary Guidelines for Americans. The data are contained in the data file HEI Cost Data Variable Subset.




	Give an example of a categorical variable with ordinal responses.



	Give an example of a categorical variable with nominal responses.



	Give an example of a numerical variable with continuous responses.



	Give an example of a numerical variable with discrete responses.












1.3 Graphs to Describe Categorical Variables


We can describe categorical variables using frequency distribution tables and graphs such as bar charts, pie charts, and Pareto diagrams. These graphs are commonly used by managers and marketing researchers to describe data collected from surveys and questionnaires.




Frequency Distribution


A frequency distribution is a table used to organize data. The left column (called classes or groups) includes all possible responses on a variable being studied. The right column is a list of the frequencies, or number of observations, for each class. A relative frequency distribution is obtained by dividing each frequency by the number of observations and multiplying the resulting proportion by 100%.





Tables and Charts


The classes that we use to construct frequency distribution tables of a categorical variable are simply the possible responses to the categorical variable. Bar charts and pie charts are commonly used to describe categorical data. If our intent is to draw attention to the frequency of each category, then we will most likely draw a bar chart. In a bar chart the height of a rectangle represents each frequency. There is no need for the bars to touch.




Example 1.1 Healthy Eating Index 2005 (HEI–2005): Activity Level (Frequency Distribution and Bar Chart)


The U.S. Department of Agriculture (USDA) Center for Nutrition Policy and Promotion (CNPP) and the National Center for Health Statistics (NCHS), part of the Centers for Disease Control and Prevention (CDC), conduct surveys to assess the health and nutrition of the U.S. population. The CNPP conducts the Healthy Eating Index (Guenther et al. 2007) and the NCHS conducts the National Health and Nutrition Examination Survey (CDC 2003–2004). The Healthy Eating Index (HEI) monitors the diet quality of the U.S. population, particularly how well it conforms to dietary guidance. The HEI–2005 measures how well the population follows the recommendations of the 2005 Dietary Guidelines for Americans (Guenther et al.). In particular it measures, on a 100-point scale, the adequacy of consumption of vegetables, fruits, grains, milk, meat and beans, and liquid oils.


The data file HEI Cost Data Variable Subset contains considerable information on randomly selected individuals who participated in two extended interviews and medical examinations. Data for the first interview are identified by daycode = 1; data for the second interview are identified by daycode = 2. Other variables in the data file are described in the data dictionary in the Chapter 10 Appendix.


One variable in the HEI–2005 study is a participant’s activity level coded as 1 = sedentary, 2 = active, and 3 = very active. Set up a frequency distribution and relative frequency distribution and construct a simple bar chart of activity level for the HEI–2005 participants during their first interview.


Solution Table 1.1 is a frequency distribution and a relative frequency distribution of the categorical variable “activity level.” Figure 1.1 is a bar chart of this data.




Table 1.1 HEI–2005 Participants’ Activity Level: First Interview








	 


	Participants


	Percent









	Sedentary


	2,183


	  48.9







	Active


	  757


	  17.0







	Very active


	1,520


	  34.1







	Total


	4,460


	100.0















Figure 1.1 HEI–2005 Participants’ Activity Level: First Interview (Simple Bar Chart)


[image: Image]








Cross Tables


There are situations in which we need to describe relationships between categorical or ordinal variables. Market-research organizations describe attitudes toward products, measured on an ordinal scale, as a function of educational levels, social status measures, geographic areas, and other ordinal or categorical variables. Personnel departments study employee evaluation levels versus job classifications, educational levels, and other employee variables. Production analysts study relationships between departments or production lines and performance measures to determine reasons for product change, reasons for interruption of production, and quality of output. These situations are usually described by cross tables and pictured by component or cluster bar charts. These bar charts are useful extensions of the simple bar chart in Figure 1.1.




Cross Table


A cross table, sometimes called a crosstab or a contingency table, lists the number of observations for every combination of values for two categorical or ordinal variables. The combination of all possible intervals for the two variables defines the cells in a table. A cross table with r rows and c columns is referred to as an r × c cross table.





Example 1.2 illustrates the use of cross tables, component bar charts, and cluster bar charts to describe graphically two categorical variables from the HEI–2005 study.




Example 1.2 HEI–2005: Activity Level and Gender (Component and Cluster Bar Charts)


Consider again the data in Table 1.1. Sometimes a comparison of one variable (activity level) with another variable (such as gender) is of interest. Construct component and cluster bar charts that compare activity level and gender. Use the data coded daycode = 1 in the data file HEI Cost Data Variable Subset.


Solution Table 1.2 is a cross table of activity levels (1 = sedentary; 2 = active; and 3 = very active) and gender (0 = male; 1 = female) obtained from the first interview for HEI–2005 participants.




Table 1.2 HEI–2005 Participants’ Activity Level (First Interview) by Gender (Component Bar Chart)








	 


	Males


	Females


	Total









	Sedentary


	   957


	1,226


	2,183







	Active


	   340


	   417


	   757







	Very active


	   842


	   678


	1,520







	Total


	2,139


	2,321


	4,460













Figure 1.2 displays this information in a component or stacked bar chart. Figure 1.3 is a cluster, or side-by-side, bar chart of the same data.




Figure 1.2 HEI–2005 Participants’ Activity Level (First Interview) by Gender (Component Bar Chart)


[image: Image]







Figure 1.3 HEI–2005 Participants’ Activity Level (First Interview) by Gender (Cluster Bar Chart)


[image: Image]









Pie Charts


If we want to draw attention to the proportion of frequencies in each category, then we will probably use a pie chart to depict the division of a whole into its constituent parts. The circle (or “pie”) represents the total, and the segments (or “pieces of the pie”) cut from its center depict shares of that total. The pie chart is constructed so that the area of each segment is proportional to the corresponding frequency.




Example 1.3 Browser Wars: Market Shares (Pie Chart)


In the competition for market share by Internet browsers, StatCounter Global Stats, the research arm of StatCounter Stats (StatCounter Global Stats Firefox 2011) reported that in December 2010, for the first time Internet Explorer (IE) was not the lead browser in Europe. However, we note that IE’s market share of 37.52% in December 2010 does not appear to be significantly different from Firefox’s market share of 38.11%. The data file Browser Wars contains market-share data for IE, Firefox, Chrome, Safari, and Opera for a 14-month period from January 2010 through February 2011 (StatCounter Global Stats Top 2011). Construct pie charts of European and North American market shares for February 2011. In Section 1.4 we develop a graphical procedure to show the trend in market share over a period of time.


Solution Table 1.3 lists the market shares for various browsers in both Europe and North America during the month of February 2011. Figure 1.4 is a pie chart of the European market shares, and Figure 1.5 is a pie chart of the North American market shares.




Table 1.3 Market Shares (Pie Chart)








	 


	European Market


	North American Market









	Firefox


	37.69


	26.24







	Internet Explorer


	36.54


	48.16







	Google Chrome


	16.03


	13.76







	Safari


	  4.90


	10.58







	Opera


	  4.26


	  0.58







	Others


	  0.58


	  0.68










SOURCE: http://gs.statcounter.com







Figure 1.4 Browser Wars: European Market Share (Pie Chart)


[image: Image]







Figure 1.5 Browser Wars: North American Market Share (Pie Chart)


[image: Image]








Pareto Diagrams


Managers who need to identify major causes of problems and attempt to correct them quickly with a minimum cost frequently use a special bar chart known as a Pareto diagram. The Italian economist Vilfredo Pareto (1848–1923) noted that in most cases a small number of factors are responsible for most of the problems. We arrange the bars in a Pareto diagram from left to right to emphasize the most frequent causes of defects.




Pareto Diagram


A Pareto diagram is a bar chart that displays the frequency of defect causes. The bar at the left indicates the most frequent cause and the bars to the right indicate causes with decreasing frequencies. A Pareto diagram is used to separate the “vital few” from the “trivial many.”





Pareto’s result is applied to a wide variety of behavior over many systems. It is sometimes referred to as the 80–20 rule. A cereal manufacturer may find that most of the packaging errors are due to only a few causes. A student might think that 80% of the work on a group project was done by only 20% of the team members. The use of a Pareto diagram can also improve communication with employees or management and within production teams.


Example 1.4 illustrates the Pareto principle applied to a problem in a health insurance company.




Example 1.4 Insurance Claims Processing Errors (Pareto Diagram)


Analysis and payment of health care insurance claims is a complex process that can result in a number of incorrectly processed claims leading to an increase in staff time to obtain the correct information, an increase in costs, or a negative effect on customer relationships. A major health insurance company set a goal to reduce errors by 50%. Show how we would use Pareto analysis to help the company determine the most significant factors contributing to processing errors. The data are stored in the data file Insurance.


Solution The health insurance company conducted an intensive investigation of the entire claims’ submission and payment process. A team of key company personnel was selected from the claims processing, provider relations and marketing, internal auditing, data processing, and medical review departments. Based on their experience and a review of the process, the team members finally agreed on a list of possible errors. Three of these errors (procedural and diagnostic, provider information, and patient information) are related to the submission process and must be checked by reviewing patient medical records in clinics and hospitals. Three possible errors (pricing schedules, contractual applications, and provider adjustments) are related to the processing of claims for payment within the insurance company office. The team also identified program and system errors.


A complete audit of a random sample of 1,000 claims began with checking each claim against medical records in clinics and hospitals and then proceeded through the final payment stage. Claims with errors were separated, and the total number of errors of each type was recorded. If a claim had multiple errors, then each error was recorded. In this process many decisions were made concerning error definition. If a child were coded for a procedure typically used for adults and the computer processing system did not detect this, then this error was recorded as error 7 (Program and System Errors) and also as error 3 (Patient Information). If treatment for a sprain were coded as a fracture, this was recorded as error 1 (Procedural and Diagnostic Codes). Table 1.4 is a frequency distribution of the categories and the number of errors in each category.




Table 1.4 Errors in Health Care Claims Processing








	Category


	Error Type


	Frequency









	1


	Procedural and Diagnostic Codes


	40







	2


	Provider Information


	  9







	3


	Patient Information


	  6







	4


	Pricing Schedules


	17







	5


	Contractual Applications


	37







	6


	Provider Adjustments


	  7







	7


	Program and System Errors


	  4













Next, the team constructed the Pareto diagram in Figure 1.6.




Figure 1.6 Errors in Health Care Claims Processing (Pareto Diagram)


[image: Image]





From the Pareto diagram the analysts saw that error 1 (Procedural and Diagnostic Codes) and error 5 (Contractual Applications) were the major causes of error. The combination of errors 1, 5, and 4 (Pricing Schedules) resulted in nearly 80% of the errors. By examining the Pareto diagram in Figure 1.6, the analysts could quickly determine which causes should receive most of the problem correction effort. Pareto analysis separated the vital few causes from the trivial many.


Armed with this information, the team made a number of recommendations to reduce errors.





Exercises


[image: Image] Visit www.mymathlab.com/global or www.pearsonglobal editions.com/newbold to access the data files.


Basic Exercises


1.9A university administrator requested a breakdown of travel expenses for faculty to attend various professional meetings. It was found that 31% of the travel expenses was spent for transportation costs, 25% was spent for lodging, 17% was spent for food, and 20% was spent for conference registration fees; the remainder was spent for miscellaneous costs.




	Construct a pie chart.



	Construct a bar chart.





1.10A company has determined that there are seven possible defects for one of its product lines. Construct a Pareto diagram for the following defect frequencies:








	Defect Code


	Frequency









	A


	10







	B


	70







	C


	15







	D


	90







	E


	  8







	F


	  4







	G


	  3










1.11Bank clients were asked to indicate their level of satisfaction with the service provided by the bank’s tellers. Responses from a random sample of customers were as follows: 69 were very satisfied, 55 were moderately satisfied, 5 had no opinion, 3 were moderately dissatisfied, and 2 were very dissatisfied.




	Construct a bar chart.



	Construct a pie chart.





1.12The supervisor of a plant obtained a random sample of employee experience (in months) and times to complete a task (in minutes). Graph the data with a component bar chart.








	Experience/Time


	Less Than 5 Minutes


	5 Minutes to Less Than 10 Minutes


	10 Minutes to Less Than 15 Minutes









	Less than 3 months


	10


	13


	25







	3 < 6 months


	10


	13


	12







	6 < 9 months


	  9


	22


	  8







	9 < 12 months


	  5


	18


	19










Application Exercises


1.13Suppose that an estimate of U.S. federal spending showed that 46% was for entitlements, 18% was for defense, 15% was for grants to states and localities, 14% was for interest on debt, 6% was for other federal operations, and 1% was for deposit insurance. Construct a pie chart to show this information.


1.14The Statistical Abstract of the United States provides a reliable and complete summary of statistics on the political, social, and economic organization of the United States. The following table gives a partial list of the number of endangered wildlife species both inside and outside the United States as of April 2010 (Table 383, Statistical Abstract of the United States 2011):








	Item


	Endangered Wildlife Species in United States


	Endangered Wildlife Species Outside the United States









	Mammals


	70


	255







	Birds


	76


	182







	Reptiles


	13


	  66







	Amphibians


	14


	    8







	Fishes


	74


	  11










SOURCE: U.S. Fish and Wildlife Service. http://www.census.gov/compendia/statab/cats/geography_environment.html (accessed February 12, 2011).




	Construct a bar chart of the number of endangered wildlife species in the United States.



	Construct a bar chart of the number of endangered wildlife species outside the United States.



	Construct a bar chart to compare the number of endangered species in the United States to the number of endangered species outside the United States.





1.15[image: Image] Jon Payne, tennis coach, kept a record of the most serious type of errors made by each of his players during a 1-week training camp. The data are stored in the data file Tennis.




	Construct a Pareto diagram of total errors committed by all players.



	Construct a Pareto diagram of total errors committed by male players.



	Construct a Pareto diagram of total errors committed by female players.



	Construct a component bar chart showing type of error and gender of the player.





1.16On what type of Internet activity do you spend the most time? The responses from a random sample of 700 Internet users were banking online, 40; buying a product, 60; getting news, 150; sending or reading e-mail, 200; buying or making a reservation for travel, 75; checking sports scores or information, 50; and searching for an answer to a question, 125. Describe the data graphically.


1.17[image: Image] A random sample of 100 business majors was asked a series of demographic questions including major, gender, age, year in school, and current grade point average (GPA). Other questions were also asked for their levels of satisfaction with campus parking, campus housing, and campus dining. Responses to these satisfaction questions were measured on a scale from 1 to 5, with 5 being the highest level of satisfaction. Finally, these students were asked if they planned to attend graduate school within 5 years of their college graduation (0: no; 1: yes). These data are contained in the data file Finstad and Lie Study.




	Construct a cluster bar chart of the respondents’ major and gender.



	Construct a pie chart of their majors.





1.18[image: Image] The Healthy Eating Index–2005 measures how well the population follows the recommendations of the 2005 Dietary Guidelines for Americans. Table 1.2 is a frequency distribution of males and females in each of three activity level lifestyles: sendentary, active, and very active. This activity level was taken at the first interview (daycode = 1).




	Use the data in Table 1.2 or data (coded daycode = 1) contained in the data file HEI Cost Data Variable Subset to construct a pie chart of the percent of males in each of the activity level categories.



	Use the data in Table 1.2 or data (coded daycode = 1) contained in the data file HEI Cost Data Variable Subset to construct a pie chart of the percent of females in each of the activity level categories.





1.19[image: Image] Internet Explorer (IE) dropped below 50% of the worldwide market for the first time in September 2010 (StatCounter Global Stats Microsoft 2010). IE’s worldwide market share continued to decrease over the next several months. Worldwide market share data from January 2010 through February 2011 for IE, Firefox, Chrome, Safari, and Opera are contained in the data file Browser Wars.




	Depict the worldwide market shares for February 2011 for the data contained in the data file Browser Wars using a pie chart.



	Use a pie chart to depict the current market shares for these Internet browsers (Source: gs.statcounter.com).



	Select a country or region from the list provided by StatCounter Global Stats and depict the market shares for the current time period with a pie chart (Source: gs.statcounter.com).












1.4 Graphs to Describe Time-Series Data


Suppose that we take a random sample of 100 boxes of a new variety of cereal. If we collect our sample at one point in time and weigh each box, then the measurements obtained are known as cross-sectional data. However, we could collect and measure a random sample of 5 boxes every 15 minutes or 10 boxes every 20 minutes. Data measured at successive points in time are called time-series data. A graph of time-series data is called a line chart or time-series plot.




Line Chart (Time-Series Plot)


A time series is a set of measurements, ordered over time, on a particular quantity of interest. In a time series the sequence of the observations is important. A line chart, also called a time-series plot, is a series of data plotted at various time intervals. Measuring time along the horizontal axis and the numerical quantity of interest along the vertical axis yields a point on the graph for each observation. Joining points adjacent in time by straight lines produces a time-series plot.





Examples of time-series data include annual university enrollment, annual interest rates, the gross domestic product over a period of years (Example 1.5), daily closing prices for shares of common stock, daily exchange rates between various world currencies (Example 1.6), government receipts and expenditures over a period of years (Example 1.7), monthly product sales, quarterly corporate earnings, and social network weekly traffic (such as weekly number of new visitors) to a company’s Web site (Example 1.8). In Chapter 16 we consider four components (trend, cyclical, seasonal, and irregular) that may affect the behavior of time-series data, and we present descriptive procedures for analyzing time-series data.




Example 1.5 Gross Domestic Product (Time-Series Plot)


One of the world’s most prominent providers of economic statistics is the Bureau of Economic Analysis (BEA), an agency of the U.S. Department of Commerce. The BEA provides economic data such as the annual (or quarterly or monthly) Gross Domestic Product (GDP), as well as many other regional, industrial, national, and international economic statistics. These data are valuable to government officials, business executives, and individuals in making decisions in the face of uncertainty. The annual GDP from 1929 through 2009 (in billions) is contained in the data file Macro 2009. GDP and other data provided by Bureau of Economic Analysis are available online at www.bea.gov. Graph GDP from 1929–2009 with a time-series plot.


Solution The time-series plot in Figure 1.7 shows the annual GDP data growing rather steadily over a long period of time from 1929 through 2009. This pattern clearly shows a strong upward trend component that is stronger in some periods than in others. This time plot reveals a major trend component that is important for initial analysis and is usually followed by more sophisticated analyses (Chapter 16).




Figure 1.7 Gross Domestic Product by Time: 1929–2009 (Time-Series Plot)


[image: Image]










Example 1.6 Currency Exchange Rates (Time-Series Plot)


Investors, business travelers, tourists, and students studying abroad are all aware of the fluctuations in the exchange rates between various world currencies. Exchange rates between U.S. dollars (USD) and the euro (EUR) as well as the exchange rates between USD and the British pound (GBP) for the 6-month period from August 22, 2010, through February 17, 2011, are contained in the data file Currency Exchange Rates. Plot these data with time-series plots.


Solution Figure 1.8 shows the currency conversion from USD to 1 EUR. Figure 1.9 is a time series plot of the currency exchange rate from USD to 1 GBP.




Figure 1.8 Currency Exchange Rates: USD to EUR (Time-Series Plot)


[image: Image]







Figure 1.9 Currency Exchange Rates: USD to GBP (Time-Series Plot)


[image: Image]








Example 1.7 and Example 1.8 illustrate that sometimes a time-series plot is used to compare more than one variable over time




Example 1.7 Federal Government Receipts and Expenditures: 1929–2009 (Time-Series Plot)


The state of the economy is important to each of us. It is not just a topic for government officials. The data file Macro 2009 contains information such as the gross domestic product, personal consumption expenditure, gross private domestic investment, imports, exports, personal savings in 2005 dollars, and many other variables from 1929 through 2009. Graph the annual U.S. federal government receipts and expenditures from 1929 to 2009.


Solution From the data in the data file Macro 2009 we construct two time-series plots. Figure 1.10 is a time plot that shows the annual U.S. federal government receipts and expenditures in billions of real 2005 dollars from 1929 through 2009. In Figure 1.11 the annual U.S. federal government receipts and expenditures are plotted as a percent of the GDP.




Figure 1.10 U.S. Federal Government Receipts and Expenditures: 1929–2009 (Time-Series Plot)


[image: Image]







Figure 1.11 U.S. Federal Government Receipts and Expenditures as Percent of GDP: 1929–2009 (Time-Series Plot)


[image: Image]










Example 1.8 Social Network Traffic (Time-Series Plot)


RELEVANT Magazine keeps records of traffic (such as the number of weekly new visitors) to its Web site from various social networks such as Facebook and Twitter (Butcher 2011). This information may be helpful to Richard Butcher, Marketing Assistant of RELEVANT Magazine. Plot the number of weekly new visitors for a recent 9-week period from both Facebook and Twitter. Use a time-series plot. The data are stored in the data file RELEVANT Magazine.


Solution From the data file RELEVANT Magazine we obtain the number of weekly new visitors for a recent 9-week period from both Facebook and Twitter. This information is given in Table 1.5. The time series plot in Figure 1.12 shows the trend over this same time period.




Table 1.5 Social Network Traffic: Weekly New Visitors to RELEVANT Magazine Web Site








	Week


	Twitter


	Facebook









	1


	5,611


	20,499







	2


	6,799


	22,060







	3


	6,391


	21,365







	4


	6,966


	17,905







	5


	6,111


	17,022







	6


	8,101


	20,572







	7


	7,370


	22,201







	8


	7,097


	17,628







	9


	7,531


	24,256















Figure 1.12 RELEVANT Magazine: Social Network Traffic of Weekly New Visitors (Time-Series Plot)


[image: Image]








Exercises


[image: Image] Visit www.mymathlab.com/global or www.pearsonglobal editions.com/newbold to access the data files.


Basic Exercises


1.20Construct a time-series plot for the following number of customers shopping at a new mall during a given week.








	Day


	Number of Customers









	Monday


	525







	Tuesday


	540







	Wednesday


	469







	Thursday


	500







	Friday


	586







	Saturday


	640










1.21The number of males and females enrolled in colleges (undergraduate and postbaccalaureate) in the United States from 2000 through 2008 is given here. Graphically present these data with a time-series plot.








	College Enrollment (in thousands)


	Males


	Females









	2000


	6,721.8


	  8,590.5







	2001


	6,960.8


	     967.2







	2002


	7,202.1


	  9,409.6







	2003


	7,255.6


	  9,644.9







	2004


	7,387.3


	  9,884.4







	2005


	7,455.9


	10,031.6







	2006


	7,574.8


	10,184.1







	2007


	7,815.9


	10,432.2







	2008


	8,188.9


	10,913.9










SOURCE: Table 275. (2011). Statistical Abstract of the United States.


Application Exercises


1.22[image: Image] From the data file Macro 2009 use a time plot to graph both gross domestic investment and gross private savings in billions of real 2005 dollars.


1.23Information about the GDP in the area of manufacturing of durable and nondurable goods is important to business owners and economists.




	Use a time-series plot to graph the GDP in manufacturing in current and real (2005) dollars by industry for durable goods (such as wood products, furniture and related products, motor vehicles, and equipment) from 2000 to 2009. Data are in billions of dollars (Source: Table 1002. 2011. Statistical Abstract of the United States).



	Use a time-series plot to graph the GDP in manufacturing in real dollars (2005) by industry for nondurable goods (such as food, apparel, and leather products) from 2000 to 2009. Data are in billions of dollars (Source: Table 1002 2011).





1.24[image: Image] In Example 1.6 we plotted the USD to 1 EUR for a 6-month time period.




	Use a time-series plot to graphically display the currency conversion from the EUR to 1 USD. The data are contained in the data file Currency Exchange Rates.



	Use a time-series plot to graphically display the currency conversion from the GBP to 1 USD. The data are contained in the data file Currency Exchange Rates.



	Compare your currency with an appropriate world currency for the last 30 days.





1.25[image: Image] Market shares for a period of 14 months for various Internet providers are contained in the data file Browser Wars.




	Use a time-series plot to graphically display the worldwide market shares of IE, Firefox, Chrome, Safari, and Opera.



	Use a time-series plot to graphically display the European market shares of IE, Firefox, Chrome, Safari, and Opera.



	Use a time-series plot to graphically display the North American market shares of IE, Firefox, Chrome, Safari, and Opera.





1.26Select annual returns on a stock market index over 14 years from the Internet. Graph the data with a time-series plot.


1.27[image: Image] The data file Gold Price shows the year-end price of gold (in dollars) over 14 consecutive years. Graph the data with a time-series plot.


1.28[image: Image] The data file Housing Starts shows private housing units started per thousand persons in the U.S. population over a period of 24 years. Describe the data with a graph.


1.29[image: Image] Earnings per share of a corporation over a period of 28 years are stored in the data file Earnings per Share. Graph the series and comment on the plot.









1.5 Graphs to Describe Numerical Variables


In this section we briefly present histograms, ogives, and stem-and-leaf displays that summarize and describe numerical data. First, we consider a frequency distribution for numerical data.


Frequency Distributions


Similar to a frequency distribution for categorical data (Section 1.3), a frequency distribution for numerical data is a table that summarizes data by listing the classes in the left column and the number of observations in each class in the right column. However, the classes, or intervals, for a frequency distribution of numerical data are not as easily identifiable.


Determining the classes of a frequency distribution for numerical data requires answers to certain questions: How many classes should be used? How wide should each class be? There are some general rules (such as Equation 1.1) for preparing frequency distributions that make it easier for us to answer these types of questions, to summarize data, and to communicate results.




Construction of a Frequency Distribution




	Rule 1: Determine k, the number of classes.



	
Rule 2: Classes should be the same width, w; the width is determined by the following:








	w=class⁢ width=L⁢argest⁢ observation−Smallest⁢ ObservationNumber⁢ of Classes


	(1.1)










Always round class width, w, upward.




	Rule 3: Classes must be inclusive and nonoverlapping.








Rule 1: Number of Classes


The number of classes used in a frequency distribution is decided in a somewhat arbitrary manner.




Quick Guide to Approximate Number of Classes for a Frequency Distribution








	Sample Size


	Number of Classes









	Fewer than 50


	5–7







	50 to 100


	7–8







	101 to 500


	  8–10







	501 to 1,000


	10–11







	1,001 to 5,000


	11–14







	More than 5,000


	14–20










Practice and experience provide the best guidelines. Larger data sets require more classes; smaller data sets require fewer classes. If we select too few classes, the patterns and various characteristics of the data may be hidden. If we select too many classes, we will discover that some of our intervals may contain no observations or have a very small frequency.





Rule 2: Class Width


After choosing the number of classes, the next step is to choose the class width:


w=class⁢ width=L⁢argest⁢ observation−Smallest⁢ ObservationNumber⁢ of Classes


The class width must always be rounded upward in order that all observations are included in the frequency distribution table.


Rule 3: Inclusive and Nonoverlapping Classes


Classes must be inclusive and nonoverlapping. Each observation must belong to one and only one class. Consider a frequency distribution for the ages (rounded to the nearest year) of a particular group of people. If the frequency distribution contains the classes “age 20 to age 30” and “age 30 to age 40,” to which of these two classes would a person age 30 belong?


The boundaries, or endpoints, of each class must be clearly defined. To avoid overlapping, the age classes could be defined as “age 20 but less than age 30,” followed by “age 30 but less than age 40” and so on. Another possibility is to define the age classes as 20–29, 30–39, and so forth. Since age is an integer, no overlapping occurs. Boundary selection is subjective. Simply be sure to define class boundaries that promote a clear understanding and interpretation of the data.


In Section 1.3 we defined a frequency distribution and a relative frequency distribution. Now we introduce two special frequency distributions, the cumulative frequency distribution and the relative cumulative frequency distribution.




Cumulative and Relative Cumulative Frequency Distributions


A cumulative frequency distribution contains the total number of observations whose values are less than the upper limit for each class. We construct a cumulative frequency distribution by adding the frequencies of all frequency distribution classes up to and including the present class. In a relative cumulative frequency distribution, cumulative frequencies can be expressed as cumulative proportions or percents.







Example 1.9 Employee Completion Times (Statistical Thinking)


The supervisor of a very large plant obtained the time (in seconds) for a random sample of 

n = 110 employees to complete a particular task. The goal is to complete this task in less than 4.5 minutes. Table 1.6 contains these times (in seconds). The data are stored in the data file Completion Times. What do the data indicate?




Table 1.6 Completion Times (seconds)








	271


	236


	294


	252


	254


	263


	266


	222


	262


	278


	288







	262


	237


	247


	282


	224


	263


	267


	254


	271


	278


	263







	262


	288


	247


	252


	264


	263


	247


	225


	281


	279


	238







	252


	242


	248


	263


	255


	294


	268


	255


	272


	271


	291







	263


	242


	288


	252


	226


	263


	269


	227


	273


	281


	267







	263


	244


	249


	252


	256


	263


	252


	261


	245


	252


	294







	288


	245


	251


	269


	256


	264


	252


	232


	275


	284


	252







	263


	274


	252


	252


	256


	254


	269


	234


	285


	275


	263







	263


	246


	294


	252


	231


	265


	269


	235


	275


	288


	294







	263


	247


	252


	269


	261


	266


	269


	236


	276


	248


	299













Solution Table 1.6 by itself offers little guidance to the supervisor. We can find some information in Table 1.6, such as the quickest time that the task was completed by an employee was 222 seconds, and the maximum time used was 299 seconds. However, we need more information than this before submitting any report to senior-level executives. To better understand what the data in Table 1.6 indicate, we first develop a frequency distribution.


From the Quick Guide we develop a frequency distribution with eight classes for the data in Table 1.6. From Equation 1.1, the width of each class is




w=299−2228=10 (rounded up)




Since the smallest value is 222, one choice for the first class is 220 but less than 230. Subsequent classes of equal width are added to the frequency distribution, as well as the number of seconds that belong to each class. Table 1.7 is a frequency distribution for the mobile phone data in Table 1.6.




Table 1.7 Frequency and Relative Frequency Distributions for Completion Times








	Completion Times (in Seconds)


	Frequency


	Percent









	220 less than 230


	  5


	  4.5







	230 less than 240


	  8


	  7.3







	240 less than 250


	13


	11.8







	250 less than 260


	22


	20.0







	260 less than 270


	32


	29.1







	270 less than 280


	13


	11.8







	280 less than 290


	10


	  9.1







	290 less than 300


	  7


	  6.4













Table 1.8 is a cumulative frequency distribution and a cumulative percent distribution.




Table 1.8 Cumulative Frequency and Relative Cumulative Frequency Distributions for Completion Times








	Completion Times (in Seconds)


	Cumulative Frequency


	Cumulative Percent









	Less than 230


	    5


	    4.5







	Less than 240


	  13


	  11.8







	Less than 250


	  26


	  23.6







	Less than 260


	  48


	  43.6







	Less than 270


	  80


	  72.7







	Less than 280


	  93


	  84.5







	Less than 290


	103


	  93.6







	Less than 300


	110


	100.0













The frequency distributions in Table 1.7 and Table 1.8 are an improvement over the original list of data in Table 1.6. We have at least summarized 110 observations into eight classes and are able to tell the supervisor that less than three-fourths (72.7%) of the employees sampled completed the task within the desired goal. The supervisor may initiate an extra training session for the employees who failed to meet the time constraint.






Histograms and Ogives


Once we develop frequency distributions, we are ready to graph this information. In this section we discuss two graphs, histograms and ogives.




Histogram


A histogram is a graph that consists of vertical bars constructed on a horizontal line that is marked off with intervals for the variable being displayed. The intervals correspond to the classes in a frequency distribution table. The height of each bar is proportional to the number of observations in that interval. The number of observations can be displayed above the bars.







Ogive


An ogive, sometimes called a cumulative line graph, is a line that connects points that are the cumulative percent of observations below the upper limit of each interval in a cumulative frequency distribution.





Figure 1.13 is a histogram of the completion times in Table 1.7. Figure 1.14 is an ogive that describes the cumulative relative frequencies in Table 1.8.




Figure 1.13 Completion Times (Histogram)


[image: Image]







Figure 1.14 Completion Times (Ogive)


[image: Image]





Shape of a Distribution


We can describe graphically the shape of the distribution by a histogram. That is, we can visually determine whether data are evenly spread from its middle or center. Sometimes the center of the data divides a graph of the distribution into two “mirror images,” so that the portion on one side of the middle is nearly identical to the portion on the other side. Graphs that have this shape are symmetric; those without this shape are asymmetric, or skewed.




Symmetry


The shape of a distribution is said to be symmetric if the observations are balanced, or approximately evenly distributed, about its center.







Skewness


A distribution is skewed, or asymmetric, if the observations are not symmetrically distributed on either side of the center. A skewed-right distribution (sometimes called positively skewed) has a tail that extends farther to the right. A skewed-left distribution (sometimes called negatively skewed) has a tail that extends farther to the left.





Figure 1.15(a), Figure 1.15(b), and Figure 1.15(c) illustrate a histogram for a continuous numerical unimodal variable with a symmetric distribution, a skewed-right distribution and a skewed-left distribution, respectively.




Figure 1.15(a) Symmetric Distribution


[image: Image]







Figure 1.15(b) Skewed-right Distribution


[image: Image]







Figure 1.15(c) Skewed-left Distribution


[image: Image]





Distribution of incomes is often skewed-right because incomes tend to contain a relatively small proportion of high values. A large proportion of the population has relatively modest incomes, but the incomes of, say, the highest 10% of all earners extend over a considerable range. An example of a skewed-left distribution is given in Example 1.10.




Example 1.10 Grade Point Averages (Skewed Left)


Describe the distribution of grade point averages contained in the data file Grade Point Averages.


Solution The data file Grade Point Averages contains a random sample of 156 grade point averages for students at one university. Figure 1.16 is a histogram of the data. Notice the long tail to the left, indicating that the shape of this distribution is skewed-left.




Figure 1.16 Grade Point Averages (Skewed-left Distribution)


[image: Image]








Although histograms may provide us with insight about the shape of a distribution, it is important to remember that poorly designed histograms may be misleading. In Section 1.7 we provide some warnings about histograms that distort the truth. In Chapter 2 we discuss a numerical measure to determine the skewness of a distribution.


Stem-and-Leaf Displays


Exploratory data analysis (EDA) consists of procedures used to describe data in simple arithmetic terms with easy-to-draw pencil-and-paper pictures. One such procedure, the stem-and-leaf display, is a quick way to identify possible patterns when you have a small data set.




Stem-and-Leaf Display


A stem-and-leaf display is an EDA graph that is an alternative to the histogram. Data are grouped according to their leading digits (called stems), and the final digits (called leaves) are listed separately for each member of a class. The leaves are displayed individually in ascending order after each of the stems.





The number of digits in each class indicates the class frequency. The individual digits indicate the pattern of values within each class. Except for extreme outliers (data values that are much larger or smaller than other values in the data set), all stems are included, even if there are no observations (leaves) in the corresponding subset. We illustrate a stem-and-leaf display in Example 1.11.




Example 1.11 Grades on an Accounting Final Exam (Stem-and-Leaf Display)


Describe the following random sample of 10 final exam grades for an introductory accounting class with a stem-and-leaf display.




88516385796579707377


Solution In constructing a stem-and-leaf display, each final exam grade is separated into two parts. For example, the grade of 63 is separated as 6|3, where 6 is called a stem; it appears on the left side of the straight line. The number 3 is called a leaf and appears on the right side of the straight line. From Figure 1.17 we see that the lowest grade was 51, the hightest grade was 88, and most of the students in the sample earned a grade of C on the accounting final exam.




Figure 1.17 Accounting Final-exam Grades (Stem-and-Leaf Display)


[image: Image]








Scatter Plots


In Section 1.3 we discussed graphs (bar chart, pie chart, Pareto diagram) to describe a single categorical variable, and we also discussed graphs (component bar chart and cluster bar chart) to describe the relationship between two categorical variables. In this section we presented histograms, ogives, and stem-and-leaf displays as graphs to describe a single numerical variable. We now extend graphical measures to include a scatter plot, which is a graph used to investigate possible relationships between two numerical variables.


Business and economic analyses are often concerned about relationships between variables. What is the effect of advertising on total profits? What is the change in quantity sold as the result of a change in price? How are total sales influenced by total disposable income in a geographic region? What is the change in infant mortality in developing countries as per capita income increases? How does one asset perform in relation to another asset? Do higher SAT mathematics scores predict higher college GPAs?


In these examples we notice that one variable may depend to a certain extent on the other variable. For example, the quantity of an item sold may depend on the price of the commodity. We then call the quantity sold the dependent variable and label it Y. We call the price of the commodity the independent variable and label it X.


To answer these questions, we gather and analyze random samples of data collected from relevant populations. A picture often provides insight as to the relationship that may exist between two variables. Our analysis begins with constructing a graph called a scatter plot (or scatter diagram). A more extensive study of possible relationships between numerical variables is considered in Chapters 11–13.




Scatter Plot


We can prepare a scatter plot by locating one point for each pair of two variables that represent an observation in the data set. The scatter plot provides a picture of the data, including the following:




	The range of each variable



	The pattern of values over the range



	A suggestion as to a possible relationship between the two variables



	An indication of outliers (extreme points)








We could prepare scatter plots by plotting individual points on graph paper. However, all modern statistical packages contain routines for preparing scatter plots directly from an electronic data file. Construction of such a plot is a common task in any initial data analysis that occurs at the beginning of an economic or business study. In Example 1.12 we illustrate a scatter plot of two numerical variables.




Example 1.12 Entrance Scores and College GPA (Scatter Plots)


Are SAT mathematics scores a good indicator of college success? All of us have taken one or more academic aptitude tests as part of a college admission procedure. The admissions staff at your college used the results of these tests to determine your admission status. Table 1.9 gives the SAT math scores from a test given before admission to college and the GPAs at college graduation for a random sample of 11 students at one small private university in the Midwest. Construct a scatter plot and determine what information it provides.




Table 1.9 SAT Math Versus GPA








	Sat Math


	GPA









	450


	3.25







	480


	2.60







	500


	2.88







	520


	2.85







	560


	3.30







	580


	3.10







	590


	3.35







	600


	3.20







	620


	3.50







	650


	3.59







	700


	3.95













Solution Using Excel, we obtain Figure 1.18, a scatter plot of the dependent variable, college GPA, and the independent variable, SAT math score.




Figure 1.18 GPA vs. SAT Math Scores (Scatter Plot)


[image: Image]





We can make several observations from examining the scatter plot in Figure 1.18. GPAs range from around 2.5 to 4, and SAT math scores range from 450 to 700. An interesting pattern is the positive upward trend–GPA scores tend to increase directly with increases in SAT math scores. Note also that the relationship does not provide an exact prediction. Some students with low SAT math scores have higher GPA scores than do students with higher SAT math scores. We see that the basic pattern appears to indicate that higher entrance scores predict higher grade point averages, but the results are not perfect.





Exercises


[image: Image] Visit www.mymathlab.com/global or www.pearsonglobal editions.com/newbold to access the data files.


Basic Exercises


1.30Use the Quick Guide to find an approximate number of classes for a frequency distribution for each sample size.




	n = 47

		n = 80

		n = 150



	n = 400

		n = 650





1.31Determine an appropriate interval width for a random sample of 110 observations that fall between and include each of the following:




	20 to 85

		30 to 190



	40 to 230

		140 to 500





1.32Consider the following data:








	17


	62


	15


	65







	28


	51


	24


	65







	39


	41


	35


	15







	39


	32


	36


	37







	40


	21


	44


	37







	59


	13


	44


	56







	12


	54


	64


	59












	Construct a frequency distribution.



	Construct a histogram.



	Construct an ogive.



	Construct a stem-and-leaf display.





1.33Construct a stem-and-leaf display for the hours that 20 students spent studying for a marketing test.








	3.5


	2.8


	4.5


	6.2


	4.8


	2.3


	2.6


	3.9


	4.4


	5.5







	5.2


	6.7


	3.0


	2.4


	5.0


	3.6


	2.9


	1.0


	2.8


	3.6










1.34Consider the following frequency distribution:








	Class


	Frequency









	  0 < 10


	  8







	10 < 20


	10







	20 < 30


	13







	30 < 40


	12







	40 < 50


	  6












	Construct a relative frequency distribution.



	Construct a cumulative frequency distribution.



	Construct a cumulative relative frequency distribution.





1.35Prepare a scatter plot of the following data:




(5,53)(21,65)(14,48)(11,66)(9,46)(4,56)(7,53)(21,57)(17,49)(14,66)(9,54)(7,56)(9,53)(21,52)(13,49)(14,56)(9,59)(4,56)


Application Exercises


1.36The following table shows the ages of competitors in a charity tennis event in Rome:








	Age


	Percent









	18–24


	18.26







	25–34


	16.25







	35–44


	25.88







	45–54


	19.26







	  55+


	20.35












	Construct a relative cumulative frequency distribution.



	What percent of competitors were under the age of 35?



	What percent of competitors were 45 or older?





1.37[image: Image] The demand for bottled water increases during the hurricane season in Florida. The manager at a plant that bottles drinking water wants to be sure that the process to fill 1-gallon bottles (approximately 3.785 liters) is operating properly. Currently, the company is testing the volumes of 1-gallon bottles. A random sample of 75 bottles is tested. Study the filling process for this product and submit a report of your findings to the operations manager. Construct a frequency distribution, cumulative frequency distribution, histogram, and a stem-and-leaf display. Incorporate these graphs into a well-written summary. How could we apply statistical thinking in this situation? The data are stored in the data file Water.


1.38[image: Image] Percentage returns for the 25 largest U.S. common stock mutual funds for a particular day are stored in the data file Returns.




	Construct a histogram to describe the data.



	Draw a stem-and-leaf display to describe the data.





1.39[image: Image] Ann Thorne, the operations manager at a suntan lotion manufacturing plant, wants to be sure that the filling process for 8-oz (237 mL) bottles of SunProtector is operating properly. Suppose that a random sample of 100 bottles of this lotion is selected, the contents are measured, and the volumes (in mL) are stored in the data file Sun. Describe the data graphically.


1.40A company sets different prices for a particular DVD system in eight different regions of the country. The accompanying table shows the numbers of units sold and the corresponding prices (in dollars). Plot the data using a scatter plot with sales as the dependent variable and price as the independent variable.








	Sales


	420


	380


	350


	400


	440


	380


	450


	420







	Price


	104


	195


	148


	204


	  96


	256


	141


	109










1.41A corporation administers an aptitude test to all new sales representatives. Management is interested in the possible relationship between test scores and the sales representatives’ eventual success. The accompanying table records average weekly sales (in thousands of dollars) and aptitude test scores for a random sample of eight representatives. Construct a scatter plot with weekly sales as the dependent variable and test scores as the independent variable.








	Weekly sales


	10


	12


	28


	24


	18


	16


	15


	12







	Test score


	55


	60


	85


	75


	80


	85


	65


	60










1.42Doctors are interested in the possible relationship between the dosage of a medicine and the time required for a patient’s recovery. The following table shows, for a sample of 10 patients, dosage levels (in grams) and recovery times (in hours). These patients have similar characteristics except for medicine dosages. Describe the data graphically with a scatter plot.








	Dosage level


	1.2


	1.3


	1.0


	1.4


	1.5


	1.8


	1.2


	1.3


	1.4


	1.3







	Recovery time


	 25


	 28


	 40


	38


	10


	 9


	 27


	 30


	 16


	 18










1.43[image: Image] Bishop’s supermarket records the actual price for consumer food products and the weekly quantities sold. Use the data file Bishop to obtain the scatter plot for the actual price of a gallon of orange juice and the weekly quantities sold at that price. Does the scatter plot follow the pattern from economic theory?


1.44A Hong Kong snack-food vendor offers 3 types of boxed ”lunches to go,” priced at $3, $5, and $10, respectively. The vendor would like to establish whether there is a relationship between the price of the boxed lunch and the number of sales achieved per hour. Consequently, over a 15-day period the vendor records the number of sales made for each of the 3 types of boxed lunches. The following data show the boxed-lunch price (x) and the number sold (y) during each of the 15 lunch hours.


(3,7)(5,5)(10,2)(3,9)(5,6)(10,5)(3,6)(5,6)(10,1)(3,10)(5,7)(10,4)(3,5)(5,6)(10,4)


Prepare a scatter plot of the points and comment on the relationship between the price of the boxed lunches and the numbers sold each lunchtime.


1.45[image: Image] Sales revenue totals (in dollars) by day of the week are contained in the data file Stordata. Prepare a cross table that contains the days of the week as rows and the four sales quartile intervals as columns.




	Compute the row percentages.



	What are the major differences in sales level by day of the week as indicated by the row percentages?



	Describe the expected sales volume patterns over the week based on this table.





1.46[image: Image] Many small cities make significant efforts to attract commercial operations such as shopping centers and large retail stores. One of the arguments is that these facilities will contribute to the property that can be taxed and thus provide additional funds for local government needs. The data stored in the data file Citydatr come from a study of municipal revenue-generation capability. Prepare a scatter plot of “taxbase”—the assessed value of all city property in millions of dollars—versus “comper”—the percent of assessed property value that is commercial property. What information does this scatter plot provide about the assessable tax base and percent of commercial property in the city?
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