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Preface




Introduction

With the prominence of the concept of e-business and the increased use of business information systems (BIS) within organisations, the need for all working professionals to have a good knowledge of ICT and IS has also increased. With the vast, rapidly changing choice of IS available, important business skills are understanding and assessing the range of options available, and then choosing the solution best suited to the business problem or opportunity. This is, essentially, our aim in writing this book: to provide a source of knowledge that will explain how the right systems can be chosen by a business, then developed appropriately and managed effectively.

Despite the rising expenditure on IS, surveys also show that the potential of IS is often not delivered, often due to problems in the management, analysis, design or implementation of the system. The intention in this book is to acknowledge that there are great difficulties with developing and using IS and to explain the measures that can be taken to try to minimise these difficulties in order to make the systems successful.

IS form an integral part of modern organisations and businesses. Computer-based IS are now used to support all aspects of an organisation’s normal functions and activities. New technology creates new opportunities for forward-thinking companies. Higher levels of automation, high-speed communications and improved access to information can all provide significant benefits to a modern business organisation. However, the benefits of new and emerging technologies can only be realised once they have been harnessed and directed towards an organisation’s goals.




Aims

This book is intended to provide a comprehensive, yet accessible, guide to choosing the right systems for an organisation, developing them appropriately and managing them effectively. The book was conceived as a single source book that undergraduate business students would refer to throughout their course, without the need to purchase a separate book for different topics such as ICT, information management, systems analysis and design, and strategy development. It covers, in detail, the software and hardware technologies which form IS, the activities involved in acquiring and building new IS, and the elements of strategy required to manage IS effectively.

Key skills necessary to participate in the implementation of ICT in businesses are developed, and these skills, which form the main themes of the book, are:


	an understanding of the terms used to describe the components of BIS to assist in the selection of systems and suppliers;

	assessing how BIS applications can support different areas of an organisation;

	managing IS development projects;

	systems analysis and design;

	developing an IS or e-business strategy and managing its implementation.



The book assumes no prior knowledge of IS or ICT. New concepts and terms are defined as simply as possible, with clear definitions given in the margins of the book. It explains the importance of information in developing a company’s business strategy and assisting decision making. The uses of relevant hardware and software components of computer systems are defined and explained in the context of a range of business applications. The book also explains the benefit of innovations such as big data and analytics.

After using the book as part of IS modules on their course, students will be able to:


	evaluate and select ICT solutions for deployment within different functional parts of a business to achieve benefits for the business;

	participate actively in ICT projects, applying skills such as selection of suppliers, procurement of hardware and software, systems analysis and design, and project management;

	communicate effectively with ICT specialists when collaborating on a task or project;

	use ICT to access a wide range of information sources for research and acquisition of knowledge.






Changes for the sixth edition

The logical structure of the fifth edition has been retained, but many changes have been incorporated based on lecturer and student feedback. The main changes are as follows:


	New developments in areas such as the Internet of Things (IoT), big data, analytics, cloud computing and Industry 4.0 are now covered.

	Numerous new case studies with questions have been included in this edition.






The structure of this book

The book is divided into three parts, each covering a different aspect of how BIS are used within organisations to help achieve competitive advantage:


	
Part 1 focuses on the hardware and software technologies, known collectively as ICT, which make up IS. It is intended for introductory courses in ICT and BIS.

	
Part 2 explains how IS are acquired and developed by considering the activities involved with each of the stages of developing IS. This part is intended for more advanced courses in systems analysis and design.

	
Part 3 describes how IS need to be managed, and a strategy developed, to ensure they effectively support the mission of the business. This part is appropriate for courses which consider the strategic management of IS.



Each part is self-contained and is the equivalent of what might be covered in a single module, or course, in a programme of study.


Part 1: Introduction to business information systems

Part 1 introduces the basic concepts of BIS. Its main focus is the technology that forms BIS, but it starts by reviewing the importance of information and what makes good-quality information. Many people who work in the ICT industry tend to believe it is the technology part of ICT that is important, whereas most business people will tell you it is the information part of ICT that is crucial to business performance. To enable a business user to communicate effectively with his or her suppliers of ICT, a knowledge of the often bewildering terminology used to describe the components of IS and a basic idea of how these components interact are important. To aid understanding, basic concepts and characteristics of IS are reviewed in Chapter 2. Hardware, software, communications and networking technologies are then described in subsequent chapters.

The different aspects of ICT are introduced as follows:


	
Chapter 1: Basic concepts – understanding information provides an introduction to how information is used within a business.

	
Chapter 2: Basic concepts: an introduction to business information systems introduces the different types of BIS, including the concept of e-business, and how they can be used to gain strategic advantage.

	
Chapter 3: Hardware and software describes the issues in the selection of different hardware components of IS which are used to capture, process, store and output information. It also reviews the selection and use of general-purpose applications software such as word processors, spreadsheets and databases, which are often referred to as ‘productivity software’. Internet software is also covered.

	
Chapter 4: Databases and analytics explains the role of databases in the storage and sharing of information and the use of analytics to provide information for decision making.

	
Chapter 5: Networks, telecommunications and the Internet explains how BIS are linked using telecommunications links which form networks within and between businesses.

	
Chapter 6: Enterprise and functional BIS considers how BIS can be implemented as enterprise or functional business systems. The chapter also covers departmental applications of BIS.






Part 2: Business information systems development

Part 2 focuses on how BIS are acquired and built. A basic understanding of this is necessary to every business user of BIS so that they can appreciate the context of their use of the system and which is of particular importance when they are involved in testing or using a new system since they will need to understand the reason for introducing new systems as well as their limitations. A more detailed understanding of building BIS is important to users and managers who are responsible for, or are involved in, a systems development project. In this case they will need to know the different stages of systems development to help plan the project or work with the developers of the system. They will also need to be aware of the different alternatives for sourcing IS, such as buying pre-written ‘off-the-shelf’ systems or specially written ‘bespoke’ systems, to decide which is best for their company or department.

This book provides a reference framework known as the ‘systems development lifecycle’ which puts all the activities involved with building a system into a business context. Chapters give guidelines on how best to approach systems development, giving examples of activities that need to occur in order to avoid any pitfalls and enabling a quality system to be produced which meets the needs of the users and the business. The chapters in Part 2 are sequenced in the order in which activities occur in the systems development lifecycle:


	
Chapter 7: An introduction to acquiring and developing BIS gives an introduction to alternatives for acquiring new systems. It also introduces the software development lifecycle which acts as a framework for the next chapters.

	
Chapter 8: Initiating systems development covers the initiation phase of system development when the need for the new system and the feasibility of different development methods are assessed.

	
Chapter 9: BIS project management describes how project management can be used to ensure the new system is built within the time and budget constraints, while also providing the features and quality required by the business and end-users.

	
Chapter 10: Systems analysis details systems analysis techniques including methods of capturing the requirements for the system and summarising them. Different diagramming techniques are also covered.

	
Chapter 11: Systems design reviews different aspects of the design of IS from overall architectural or systems design to aspects of detailed design, such as database and user interface design.

	
Chapter 12: System build, implementation and maintenance: change management describes the final stages of a systems development project when the system is released to end-users, following programming, testing and installation, and is then maintained. The area of change management at the levels of software, IS and the organisation is also considered.







Part 3: Business information systems management


Part 3 considers issues involved with the management of IS within an organisation. Of these, probably the most important is ensuring that the strategy defined is consistent with the mission and objectives of the business. Techniques for achieving this are reviewed, together with trends in IS strategy, such as location of IS within a large company and outsourcing IS management to third-party companies. Key issues in implementing the strategy are detailed in the areas of ensuring IS are secure; managing end-user facilities such as desktop PCs, development tools and the help desk; and ensuring the company is acting within moral, ethical and legal guidelines.

The chapters are structured as follows:


	
Chapter 13: Information systems strategy considers tools for developing IS strategy, including the integration of the IS and business strategy.

	
Chapter 14: Information systems management explores the management of IS investments and the location of IS resources.

	
Chapter 15: Managing information security describes how information and systems can be protected through controls from threats such as destruction, failure or loss as part of business continuity planning.

	
Chapter 16: End-user computing – providing end-user services explains why managing use of systems and, in particular, development by end-users is a significant trend in IS.

	
Chapter 17: Ethical, legal and moral constraints on information systems discusses the importance of protecting personal data and other ethical, moral and legal requirements which must be met by the IS manager.








Who should use this book?

The book discusses key aspects of BIS development and management for students who need to understand the application of ICT to assist businesses. It is designed for college students, undergraduate degree and postgraduate students taking courses with modules giving a grounding in the practical ICT skills of selection, implementation, management and use of BIS. The main types of reader will be as follows:


	
Undergraduates taking general business courses such as Business Administration and Business Studies or specialised business courses such as Accounting, Marketing, Tourism and Human Resources Management.

	
Undergraduates on computer science courses in Business Information Systems or e-commerce which involve the study of business applications of information technology and the management of the development of IS.

	
Students at college aiming for vocational qualifications such as the HNC/HND in Business Management or Computer Studies.

	
Postgraduate students on MBA, Certificate in Management, Diploma in Management Studies or specialist masters degrees which involve courses on information management or IS strategy or electives in e-business and e-commerce.



Managers in industry involved in the development and use of IS who will also find the practical sections in this book of use are as follows:


	
Business analysts working with customers to identify business problems and propose solutions.

	
Systems analysts and software designers specifying how the solution will be implemented.

	
‘Hands-on’ managers responsible for implementing ICT solutions as either a supplier or a client.







What does it offer to lecturers teaching these courses?


The book is intended to be a comprehensive guide to the business applications, development and management of BIS. As such, it can be used across several modules to help integrate different modules. Lecturers will find that the book has a good range of excellent case studies to support their teaching. These include industry case studies of the applications of BIS together with problems encountered and simplified practical exercises for systems analysis and design. Web references are given in the text to important information sources for particular topics.




Student learning features

A range of features have been incorporated into this book to help the reader get the most out of it. They have been designed to assist understanding, reinforce learning and help readers find information easily. These features are described below.

At the start of each chapter:


	
Chapter introductions: succinct summaries of why the topic is relevant to the management of IS and its content and structure.

	
Learning outcomes: lists describing what readers should learn through reading the chapters and completing the exercises.

	
Links to other chapters: a summary of related information in other chapters.



In each chapter:


	
Definitions: when significant terms are first introduced the main text contains explanations and succinct definitions in the margin for easy reference.

	
Web links: where appropriate, web addresses are given as reference sources to provide further information on a particular topic. They are provided in the main text where they are directly relevant as well as at the end of the chapter.

	
Case studies: real-world examples of how technologies are used to support businesses. Case studies are taken from around the world but there is a particular emphasis on the UK and Europe. They are referred to from related material within the text they support. Questions at the end of the case study are intended to highlight the main learning points from each case study.

	
Activities: exercises in the main text which give the opportunity to practise and apply the concepts and techniques described in the text.

	
‘Focus on’ sections: used to consider topical issues of IS in more detail. Such sections may be used to support the essay or discussion-style questions, or may provide areas for further student research, perhaps giving ideas for student dissertations and projects.

	
Chapter summaries: intended as revision aids which summarise the main learning points from chapters.



At the end of each chapter:


	
Self-assessment exercises: short questions which will test understanding of terms and concepts described in the chapters.

	
Discussion questions: require longer essay-style answers discussing themes from the chapters, and can be used for essays or as debate questions in seminars.

	
Essay questions: conventional essay questions.

	
Examination questions: typical short-answer questions which would be encountered in an exam and can also be used for revision.

	
References: these give details of books, articles or papers referred to within the chapter.

	
Further reading: supplementary text or papers on the main themes of the chapter. Where appropriate a brief commentary is provided on recommended supplementary reading on the main themes of the chapters.

	
Web links: extensive lists of relevant web sites and particular articles together with a brief description of what information is available.



At the end of the book:


	
Glossary: a list of all definitions of key terms and phrases used within the main text.

	
Index: all key words, abbreviations and authors referred to in the main text.






Support material

An Instructor Manual for this book is available for download from www.pearsoned.co.uk/bis
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Introduction to Part 1

When beginning the study of the use of information systems (IS) in business, it is important to understand a number of concepts drawn from a variety of different fields. In order to create, improve and manage business information systems (BIS), one must combine an understanding of information, systems concepts, business organisations, and information and communications technology (ICT). Part 1 is intended as an introductory section to IS which provides a background supporting further study in Parts 2 and 3. In addition to explaining basic terms and concepts, Part 1 shows, through examples in each chapter, why IS are vital to business today. The role of BIS in transforming organisations through the application of electronic commerce and electronic business is also introduced in Part 1.

Understanding the terms and components that define IS is necessary in order that business users can communicate with the IT suppliers building and maintaining their systems. All systems involve transforming inputs such as data into outputs such as information by a transformation process. The UK Academy for Information Systems defines information systems as follows:

Information systems are the means by which organisations and people, using information technologies, gather, process, store, use and disseminate information.

In simpler terms, BIS can be described as systems that provide the information needed by managers to support their activities in achieving the objectives of a business. Computer-based information systems can be described as IS which use information technology in the form of hardware, software and communications links. The term ‘information and communications technology’ (ICT) is often used to emphasise the growing importance of communications technology such as local-area networks and the Internet. Throughout this book, the terms ‘information technology’ and ‘information and communications technology’ are used interchangeably. Note that IS can be manual or computer-based. For simplicity, computer-based information systems and business information systems are referred to as BIS throughout this book.
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LINKS TO OTHER CHAPTERS







	
Chapter 2 


	builds upon the concepts described within this chapter and introduces new ideas, such as BIS.





	Chapter 6


	gives examples of how decision support systems assist decision making.





	Chapter 10


	describes the techniques used in analysing information flows within an organisation.





	Chapter 13


	reviews the ways in which information systems can support an organisation’s business strategy.





	
Chapter 15 


	considers techniques for increasing the security of information.










CHAPTER AT A GLANCE

MAIN TOPICS


	Data and information

	Creating information

	Qualities of information

	Knowledge and wisdom

	The business environment

	Managerial decision making



FOCUS ON…


	Knowledge management



CASE STUDIES

1.1 Link between tech and productivity is elusive

1.2 Dealing with the data deluge




LEARNING OUTCOMES

After reading this chapter, you will be able to:


	distinguish between data, information and knowledge;

	describe and evaluate information quality in terms of its characteristics;

	classify decisions by type and organisational level;

	identify the information needed to support decisions made at different organisational levels;

	identify some of the tools and techniques used to help make decisions.






MANAGEMENT ISSUES

The purpose of business information systems (BIS) is to produce high-quality information that can be used to support the activities of an organisation. In order to gain a good understanding of BIS, managers must first understand the nature of information and how effective decisions are made. From a managerial perspective, this chapter addresses the following areas:


	the importance of managing information and knowledge as a key organisational asset;

	the transformation process from data to information of high quality;

	the process and constraints of decision making;

	the different kinds of decisions that managers make and how these affect the organisation.







INTRODUCTION


The general aim of this chapter is to introduce readers to the basic concepts needed to gain a thorough understanding of business information systems (BIS). However, before looking at BIS themselves, it is important to understand something of the nature of information. For BIS to be effective, the quality of information provided is vital. In this chapter, we look at how we can assess and improve the quality of data and information. The topics covered are intended to give readers an understanding of:


	the nature of data, information and knowledge;

	the value of information;

	the characteristics that can be used to describe information quality;

	information in the context of the e-business environment;

	managerial decision making, including the characteristics of decisions at different organisational levels;

	the information needed to support decision making.






DATA AND INFORMATION

As will be shown a little later, much of a manager’s work involves using information to make decisions and ensuring that information flows through the organisation as efficiently as possible. Increasingly, technology is used to capture, store and share information throughout the organisation and with business partners. Many organisations are keenly aware that using information – and information technology – effectively can have an impact on every aspect of their operations, from reducing running costs to dealing with competition in the marketplace. In his best-selling book Business at the Speed of Thought, Bill Gates (2001) says, ‘Information technology and business are becoming inextricably interwoven. I don’t think anybody can talk meaningfully about one without talking about the other.’ In this chapter we present an insight into the natures of data, information and knowledge to provide a foundation for learning about BIS.

Russell Ackoff’s ‘DIKW’ model (Rowley, 2007: 176) provides a good framework for helping to understand the relationships between data, information, knowledge and wisdom. As can be seen in Figure 1.1, these concepts can be shown as a hierarchy. The hierarchy suggests three important ideas. The first is that data become information, information becomes knowledge and knowledge ultimately becomes wisdom. In other words, there is a progression from one level to the next. The second idea is that knowledge and wisdom are somehow more valuable, desirable or important than data and information. This is because wisdom and knowledge sit at the top of the triangle. In turn, this leads to the third idea, that data are relatively common while knowledge and wisdom are less so.

We will look at each of the levels in the hierarchy in detail throughout the rest of this chapter, starting with data in the next section.


What is meant by data?

Data are raw facts or observations that are considered to have little or no value until they have been processed and transformed into information. A single piece of data is called a datum. Unrelated items of data are considered to be essentially without meaning and are often described as ‘noise’. It is only when data have been placed in some form of context that they become meaningful to a manager.




Data

A collection of non-random facts recorded by observation or research.






Figure 1.1 The ‘DIKW’ model
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There are several definitions for data that are in common use:


	a series of non-random symbols, numbers, values or words;

	a series of facts obtained by observation or research and recorded;

	a collection of non-random facts.




Examples of data include:


	today’s date;

	measurements taken on a production line;

	records of a business transaction, such as a single visit to a web site.





Data can exist naturally or can be created artificially. Naturally occurring data need only to be recorded. In business, organisations often establish procedures to make sure data are recorded properly. When a customer makes a telephone enquiry, for example, staff may be instructed to ask for up-to-date contact details and make sure they are recorded in the company’s database.

Artificial data are often produced as a by-product of a business process. Processing an organisation’s accounts, for example, might produce the number of sales made in a particular month.




What is information?

As with the concept of data, there are several definitions of information that are in common use:


	data that have been processed so that they are meaningful;

	data that have been processed for a purpose;

	data that have been interpreted and understood by the recipient.










Information

Data that have been processed so that they are meaningful.







Three important points can be drawn from these definitions. First, there is a clear and logical process that is used to produce information. This process involves collecting data and then subjecting them to a transformation process in order to create information. The concept of a transformation process will be discussed in more detail in the next section. Secondly, information involves placing data in some form of meaningful context, so that they can be understood and acted upon. Thirdly, information is produced for a purpose, to serve an information need of some kind. The concept of an information need is described in more detail later on.


Information need

Information is produced to meet a specific purpose or requirement.




Some examples of information include:


	a bank statement;

	a sales forecast;

	a telephone directory;

	graphs of trends in visitor numbers to a web site.





A somewhat different view of information can be examined by introducing an additional definition:

Information acts to reduce uncertainty about a situation or event.

Although uncertainty can never be eliminated entirely, it can be reduced significantly. Information can help to eliminate some possibilities or make others seem more likely. Managerial decision making can be improved by using information to reduce uncertainty. Information is said to influence decision behaviour, the way in which people make decisions. Managerial decision making is dealt with in more detail in a later section.

To summarise the key points made in the preceding section, information:


	involves transforming data using a defined process;

	involves placing data in some form of meaningful context;

	is produced in response to an information need and therefore serves a specific purpose;

	helps to reduce uncertainty, thereby improving decision behaviour.



At this point it is also worth considering the question of whether or not data has any value. One view suggests that, since data are effectively meaningless until processed further, they have no real value. However, it can be argued that the costs associated with capturing and storing data impart some value and importance to them. Ownership of data may also add value since data can be seen as an exclusive resource that can be exploited in many ways. The idea of value is discussed again a little later on.






CREATING INFORMATION

Processing data is necessary to place them into a meaningful context so that they can be easily understood by the recipient. Figure 1.2 illustrates the conversion of data into information.

A number of different transformation processes can be used to transform data into information. Transformation processes are sometimes also known as ‘data processes’. The next section describes a range of common transformation processes.


Transformation process

A process used to convert data into information. Examples include summarising, classifying and sorting.




Figure 1.2 Transforming data into information using a data process
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Transformation processes


Some examples of transformation processes include the following:


	
Classification. This involves placing data into categories, for example categorising an expense as either a fixed or a variable cost.

	
Rearranging/sorting. This involves organising data so that items are grouped together or placed into a particular order. Employee data, for example, might be sorted according to surname or payroll number.

	
Aggregating. This involves summarising data, for example by calculating averages, totals or subtotals.

	
Performing calculations. An example might be calculating an employee’s gross pay by multiplying the number of hours worked by the hourly rate of pay.

	
Selection. This involves choosing or discarding items of data based on a set of selection criteria. A sales organisation, for example, might create a list of potential customers by selecting those with incomes above a certain level.



It is worth noting that any action that serves to place data into a meaningful context can be considered a valid transformation process. In addition, several processes may be used in combination to produce information.



Activity 1.1 Data v. information

From the point of view of a student at university, which of the following might be examples of information? Which might be examples of data?






(a)  the date;


(b)  a bank statement;


(c)  the number 1355.76;


(d)  a National Insurance number;


(e)  a balance sheet;


(f)   a bus timetable;


(g)  a car registration plate.















Value of information

While it may be debatable whether data have value, there is a general consensus that information has value and that it is often possible to measure that value directly. The tangible value of information is often measured in terms of financial value. An example might be the use of inventory information to improve stock control procedures. A simple calculation can be used to determine the value of a given item or collection of information:

Value of information – Cost of gathering information


Tangible value

A value or benefit that can be measured directly, usually in monetary terms.



However, in many cases, it is not possible to calculate the value of information directly. Although it is certain that the information is of benefit to the owner, it is difficult – or even impossible – to quantify its value. In such cases, the information is said to have intangible value. A good example might involve attempting to measure the extent to which information can improve decision behaviour. Such a calculation might appear as shown below:

Improvements in decision behaviour – Cost of gathering information


Intangible value

A value or benefit that is difficult or impossible to quantify.



There can be little doubt that the ability to make better decisions can be of great value to any organisation. However, one cannot readily quantify any improvements in decision making since a large number of other factors must also be taken into account. We will see in later chapters that this makes performing a cost–benefit analysis for BIS difficult (Chapters 8 and 14).



Activity 1.2 Tangible and intangible information

When information is used effectively, it can bring about many of the improvements listed below. State and explain why each of the items listed illustrates a tangible or intangible value of information:




(a)  improved inventory control;


(b)  enhanced customer service;


(c)  increased production;


(d)  reduced administration costs;


(e)  greater customer loyalty;


(f)  enhanced public image.
















Activity 1.3 Information value

Using the Internet as a resource, find three case studies that show the value of information in the context of a business organisation. As an example, you might locate a news story in Computer Weekly (www.computerweekly.com) describing the savings made as a result of implementing a new stock control system.






Sources of information

Information can be gathered through both formal and informal communication. Formal communication can include reports and accounting statements. Informal communication can include conversations and notes.


Formal communication

Formal communication involves presenting information in a structured and consistent manner.




Informal communication

This describes less well-structured information that is transmitted by informal means, such as casual conversations between members of staff.




Formal communication

Information transmitted by formal communication tends to be presented in a consistent manner. Company reports, for example, will often use the same basic format. This allows the recipient to locate items of interest quickly and easily. Since formal communications tend to be presented in a more structured manner, they are also more likely to present a more comprehensive view of the situations or circumstances they describe. In addition, the information transmitted in this way is likely to be accurate and relevant, since it is normally created for a specific purpose.


BIS can be used to help apply a ‘house style’ for standard documents. Memos, reports and other documents are produced by making use of the templates that are found in most modern word processing packages. These templates contain the basic structure of a given document and can be compared to completing a standard form. Templates can also contain detailed instructions that specify what information should be included in the document and, more importantly, what information should be excluded.



However, formal communication also has several disadvantages. The structure imposed on information is often inflexible, sometimes limiting its type, form and content. In addition, formal communications often overlook information obtained by informal means. This can affect the decision-making process, reducing the quality and accuracy of any decisions made. Finally, formal communications often ignore group and social mechanisms. A formal report, for example, might marginalise or ignore staff opinions, causing offence and leading to reduced morale.




Informal communication

Informal communication is always present in an organisation, regardless of its size or nature. Information of this kind can be considered a valuable resource and one of the aims of knowledge management (described later in this chapter) is to harness it to work for the benefit of the organisation. Perhaps the most common means by which informal communication takes place is by word of mouth. This kind of communication is sometimes known as water-cooler conversation. In a sales organisation, for example, a casual conversation between a salesperson and a client might yield information that can be used to enhance a product or find new ways of making it more attractive to customers. If this information is not recorded the feedback will not be available to the new product development group.

Informal communication tends to offer a high degree of flexibility since there is more freedom to choose how information is structured and presented. Information obtained in this way also tends to be highly detailed, although it may often contain inaccuracies and may not be entirely relevant.



Activity 1.4 Informal communication

Consider the role of informal communication within an organisation such as a local government department or hospital.



The scope of information obtained in this way is often very narrow, relevant only to localised problems and situations. However, even at a local level, this can improve problem solving and decision making since it allows managers to gain a more detailed and in-depth understanding of a given situation.

One of the major disadvantages of informal communication is that it cannot deal with large volumes of information. Furthermore, as a means of communication, it is relatively slow and inefficient. Informal communication can also be highly selective: for example, a person taking part in a conversation may be able to restrict what information is transmitted and who is able to receive it. Perhaps a more serious disadvantage is that informal communication is often ignored in favour of formal communication.








QUALITIES OF INFORMATION

Information can be said to have a number of different characteristics that can be used to describe its quality. The differences between ‘good’ and ‘bad’ information can be identified by considering whether or not it has some or all of the attributes of information quality.


Attributes of information quality

A group of characteristics by which the quality of information can be assessed, normally grouped into categories of time, content and form.



Lucey (2005) provides a list of characteristics likely to be present in information considered to be of good quality. However, others, such as O’Brien and Marakas (2010), take a more structured approach and describe the attributes of information quality as being divided into three basic categories: time, content and form. Table 1.1 summarises information characteristics that can be used to assess quality. Note that each column is independent; reading down each column lists the attributes associated with a particular factor.


Table 1.1 Summary of attributes of information quality







	Time


	Content


	Form


	Additional characteristics





	Timeliness


	Accuracy


	Clarity


	Confidence in source





	Currency


	Relevance


	Detail


	Reliability





	Frequency


	Completeness


	Order


	Formatted correctly





	Time period


	Conciseness


	Presentation


	Appropriateness





	 


	Scope


	Media


	Received by correct person





	 


	 


	 


	Sent by correct channels










Time dimension

The time dimension describes the time period that the information deals with and the frequency at which the information is received:


	
Timeliness. The information should be available when needed. If information is provided too early, it may no longer be current when used. If the information is supplied too late, it will be of no use.

	
Currency. The information should reflect current circumstances when provided. One can go further and suggest that as well as being up to date the information should also indicate those areas or circumstances liable to change by the time the information is used.

	
Frequency. In addition to being available when needed, information should also be available as often as needed. This normally means that information should be supplied at regular intervals, for example some organisations may require weekly sales reports while others need only monthly reports.

	
Time period. The information should cover the correct time period. A sales forecast, for example, might include information concerning past performance, current performance and predicted performance so that the recipient has a view of past, present and future circumstances.




Time dimension

Characteristics of information quality such as timeliness, currency and frequency which are related to the time of collection and review.






Content dimension

The content dimension describes the scope and contents of the information:


	
Accuracy. Information that contains errors has only limited value to an organisation.

	
Relevance. The information supplied should be relevant to a particular situation and should meet the information needs of the recipient. Extraneous detail can compromise other attributes of information quality, such as conciseness.

	
Completeness. All of the information required to meet the information needs of the recipient should be provided. Incomplete information can compromise other attributes of information quality, such as scope and accuracy.

	
Conciseness. Only information relevant to the information needs of the recipient should be supplied. In addition, the information should be provided in the most compact form possible. As an example, sales figures are normally provided in the form of a graph or table – it would be unusual for them to be supplied as a descriptive passage of text.

	
Scope. The scope of the information supplied should be appropriate to the information needs of the recipient. The recipient’s information needs will determine whether the information should concern organisational or external situations and whether it should focus on a specific area or provide a more general overview.




Content dimension

Characteristics of information quality such as accuracy, relevance and conciseness which are related to the scope and contents of the information.







Form dimension


The form dimension describes how the information is presented to the recipient:


	
Clarity. The information should be presented in a form that is appropriate to the intended recipient. The recipient should be able to locate specific items quickly and should be able to understand the information easily.

	
Detail. The information should contain the correct level of detail in order to meet the recipient’s information needs. For example, in some cases highly detailed information will be required while in others only a summary will be necessary.

	
Order. Information should be provided in the correct order. As an example, management reports normally contain a brief summary at the beginning. This allows a manager to locate and understand the most important aspects of the report before examining it at a higher level of detail.

	
Presentation. The information should be presented in a form that is appropriate to the intended recipient. Different methods can be used to make information clearer and more accessible to the recipient, for example it is common to present numerical information in the form of a graph or table.

	
Media. Information should be presented using the correct medium. Formal information, for example, is often presented in the form of a printed report, whereas a presentation might make use of a video projector.




Form dimension

Characteristics of information quality related to how the information is presented to the recipient.






Additional characteristics

In addition to the attributes described above, one might also add several others. Of particular importance is confidence in the source of the information received. Recipients are more likely to accept and trust the information they obtain if it is received from a source that has been accurate and reliable in the past.

A further attribute of information quality is that of reliability. It can be argued that recipients should be confident that they can rely upon information being available when required and that the information will be of a consistent quality in terms of other attributes of information quality, such as accuracy and conciseness.

The widespread use of computer-based information systems raises a number of issues related to the sheer quantity of information that is freely available via sources such as the Internet. In addition, the use of computer-based information systems also raises concerns in relation to security. In view of this, one might suggest that a further attribute of information quality is that the information provided should be appropriate to the recipient’s activities. This might restrict information from being supplied if it is of a confidential nature or beyond the duties or responsibilities of a person’s role.

The past decade has also seen an increased emphasis on finding new ways to exploit the huge quantities of information available to organisations. Many of the tools and techniques developed use technology to analyse information automatically. In order to do this effectively, it is necessary to store the information in a form that makes it easy to process by machine. In this way, we can say that information often needs to be formatted correctly, according to its intended use. Data to be processed by computer often need to be placed in a specific format – usually following one or more standards – before they can be used. We see many of these standards in use every day. On the Internet, for instance, web pages are formatted using the HTML specification. The formats and standards used by an organisation can be its own internal ones, or can follow national or international standards. Internal data formats are often described as being proprietary while national and international standards are usually defined by official agencies. In the UK, for instance, official standards are usually set by the British Standards Institute (BSI). International standards are often set by the International Organisation for Standardization (ISO).


proprietary

Related to an owner or ownership.



The Semantic Web is often used to describe information accessible via the Internet that is meaningful to computers. This allows computers to deal with information more like human beings by understanding the meaning of the information and its associations with other pieces of information. One of the ways in which information can be made more accessible to machines is by including metadata. We can think of metadata as ‘data about data’, meaning that it is used to provide information about the content of a given item. A word processing document, for instance, will contain more than just text; it will contain additional information such as the name of the author, the date and time the document was created, comments and more.


Semantic Web

Refers to information accessible via the Internet that is understandable by machines. Such information has been placed in a form that allows machines to understand the meaning of the information and its associations with other pieces of information.




Metadata

Additional information used to describe the content of a given item. Metadata are often described as ‘data about data’.



According to the World Wide Web Consortium (W3C, 2001):

The Semantic Web is about two things. It is about common formats for integration and combination of data drawn from diverse sources, where on the original Web mainly concentrated on the interchange of documents. It is also about language for recording how the data relates to real world objects. That allows a person, or a machine, to start off in one database, and then move through an unending set of databases which are connected not by wires but by being about the same thing.

It also seems natural to suggest that some confirmation that the information has been received by the correct person is required. Unless the information has been received and acted upon, then it is of no value. Thus, it can be suggested that an additional attribute of information quality is that it can be verified that the information has been received and understood.

Finally, it can be argued that another attribute of information quality is that that information should be capable of being transmitted via the correct channels. Most organisations have formal policies and procedures for dealing with particular situations. For example, a complaint against a member of staff is normally presented in a written form and travels upwards through the management hierarchy until it is received by the correct person. If the information were to be sent in any other way, for example by word of mouth, it might not reach its destination or might become garbled during the journey.



Activity 1.5 Information quality

Visit the web sites of two different online booksellers. For each example, assess whether the information provided about a particular book is of ‘good’ or ‘poor’ quality. Explain your reasoning with reference to the characteristics of information described in this chapter, and in particular Table 1.1. Can you differentiate between the offerings of the companies using the information provided?




CASE STUDY 1.1

Link between tech and productivity is elusive

By Emily Cadman

Rowan Crozier, chief executive of the 125-year-old UK manufacturing company Brandauer, based in the Midlands, pauses for a moment while describing the company’s shift to a new state-of-the-art computer system.

‘We switched from a highly flexible, largely paper-based, system to one that was a lot more rigid … there was a lot we had to go through,’ he says.

Brandauer’s business is based on technical excellence. Its precision presses make metal components, from dental floss cutters to ethernet connector pins, with such efficiency that it is one of the rare UK companies to export parts to China rather than import them.

But the IT challenges Brandauer has faced reflect a wider struggle among businesses overhauling creaking, but functional, software systems in order to become more productive. Changes have meant that practices that were once second nature must be relearnt, old shortcuts no longer work and executives doubt whether it will all be worth it.

Meanwhile, software has continued to improve. Applications that only a few years ago would have not been out of place in a science fiction movie – such as video calls – are now commonplace.

Yet across the developed world productivity growth has fallen since the financial crisis began in 2007.

The great age of productivity growth was between around 1920 and 1970, an era that saw technological advances from telephones and washing machines to cars and aircraft. There was a second boost in the 1990s, when wider use of workplace computers helped companies produce more goods and services per worker – and ditch whole classes of employees such as secretaries.

The expectation was that the internet revolution of the early 2000s meant another rise in productivity was on its way. But it has not worked out like that.

In the UK, the output of the average worker has not risen for nearly a decade. The Center for American Progress estimates the US will produce $2.8tn less in goods and services than was forecast before the 2008 financial markets crash, slower productivity growth being the main reason for the shortfall.

Productivity growth matters because without it companies will struggle to increase wages. This affects both workers and a nation’s tax receipts.

There is no agreement among economists about the reasons for the decline.

Professor Robert Gordon, of Northwestern University in the US, believes some inventions, however flashy, are just not as significant as others. His argument is in the ascendance, partly because alternative suggestions on their own – from a lack of business investment to mismeasurement of the digital economy – do not seem sufficient.

Global corporate IT spending had been rising, but research company Gartner forecasts it will be flat in 2016. Despite this, Gartner still estimates that $3.41tn will be spent on IT this year, more than the UK’s GDP, up from $2.6tn four years ago.

In terms of economic output generated by each employee, John-David Lovelock, an analyst at Gartner, says the research shows a clear relationship with higher corporate IT spending. But it is not a perfect fit by any means.

On the question of mismeasurement, former deputy governor of the Bank of England, Sir Charlie Bean, concluded, in a review of the digital economy published this year, that official statistics were not capturing all of the benefits of the digital economy. If these were fully accounted for, the average annual UK growth rate over the past decade would have been between 0.4 and 0.7 percentage points higher, the review said. Though this is significant, productivity growth has nonetheless stalled.

Chad Syverson at the Chicago Booth School of Business has calculated that the unrecorded value of the digital economy to the average US citizen would need to be $8,400 per year – or a fifth of net disposable income – to make up the difference in the productivity gap.

Despite the apparent gloom, there is a more optimistic argument: that we are in a temporary pause before the gains from improved IT begin to show. Professors Erik Brynjolfsson and Andrew McAfee at MIT argue there has always been a delay between the time when technology arrives and when it really begins to make a difference. The gains are on the way, they argue.

Brandauer’s Mr Crozier takes this view. His company’s £400,000 IT investment was necessary even if it took time to bed in. ‘We’ve gone from making decisions based on gut instinct, to judgements based on data,’ he says. The company is seeing measurable benefits and expects the investment to have paid for itself inside 18 months, he says.

This is just as well. All of our future living standards depend on this small example becoming commonplace.

[image: FT]

Source: Cadman, E. (2016) Link between tech and productivity is elusive, Financial Times, 5 October.
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QUESTION

Discuss the relationship between the use of information technology and productivity.








KNOWLEDGE AND WISDOM

Although there are numerous definitions of knowledge, many tend to agree that it involves harnessing a person’s unique abilities, such as their perceptions, experiences, intuition and analytical skills. When these abilities are combined with the information the person holds, this represents knowledge. In other words, knowledge can be thought of as the combined result of a person’s experiences and the information they possess. This idea can be seen clearly in common definitions, such as this one proposed by Wang, Hjelmervik and Bremdal (2001):

Knowledge is the full utilisation of information and data, coupled with the potential of people’s skills, competencies, ideas, intuitions, commitments and motivations.


Knowledge

Knowledge can be thought of as the combined result of a person’s experiences and the information they possess.



We can also see this idea in more recent definitions, such as Rainer and Cegielski’s (2011):

Knowledge consists of data and/or information that have been organised and processed to convey understanding, experience, accumulated learning, and expertise as they apply to a current business problem.

In general, knowledge can be described as explicit or tacit. It may help to think of explicit knowledge as ‘know-what’ and tacit knowledge as ‘know-how’.


explicit knowledge

Knowledge that can be readily expressed and recorded within information systems.




Tacit knowledge

Mainly intangible knowledge that is typically intuitive and not recorded since it is part of the human mind.



Explicit knowledge is easily captured and stored within documents and other media. This type of knowledge tends to be highly detailed, formal and systematic. It is often stored in the form of manuals, documents, procedures and database files. Examples of explicit knowledge include minutes of meetings, employee handbooks and user manuals. Since explicit knowledge tends to be structured, it is easy to transmit to others.

Tacit knowledge is ‘the intangible, internal, experiential, and intuitive knowledge that is undocumented and maintained in the human mind. It is a personal knowledge contained in human experience’ (Waltz, 2003). Tacit knowledge is characterised by factors such as perceptions, beliefs, values, intuition and experience. Since a great deal of tacit knowledge may be held unconsciously, it is difficult to elicit, describe or record. Examples of tacit knowledge include skills (e.g. riding a bike), knowing how to respond in social situations and knowing how to respond to management reports.

Knowledge management (described in more detail later on) is involved with collecting (eliciting) knowledge and converting (codifying) it into a form that allows it to be shared across the organisation. A key part of this process involves gathering tacit knowledge and converting it into explicit knowledge.

For completeness, it is also worth taking a brief look at the concept of wisdom. Wisdom combines the characteristics of knowledge with the ability to apply such knowledge to new situations and problems. Wang, Hjelmervik and Bremdal (2001: 43), for instance, define wisdom as ‘sufficiently generalised approaches and values that can be applied in numerous and varied situations’. A good way of thinking about wisdom involves the journey many people take as they move from being beginners to experts in many different areas. In engineering, for instance, an apprentice spends several years learning a wide range of skills before becoming a craftworker. We might argue that the difference between an apprentice and a craftworker is that the latter has greater knowledge, experience and understanding.



Activity 1.6 What is knowledge?

Using the Internet, locate at least five definitions or descriptions of knowledge. What do these definitions have in common and how do they differ from each other?






THE BUSINESS ENVIRONMENT

All business organisations operate within an environment that influences the way in which the organisation operates. Legislation, for example, will act to control some of the organisation’s activities. However, the actions of an organisation may also influence parts of the environment. For example, companies may launch an advertising campaign designed to draw customers away from a competitor.


Environment

All businesses operate within an environment that includes social, political and business influences.




Figure 1.3 The business environment of an organisation and the main factors that influence it
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Figure 1.3 illustrates some of the elements that may influence the way in which an organisation operates. For managers, gathering and using information about the external environment is an essential part of decision making. Increasingly, IS are needed to help collect and make sense of information about the environment.


Internal business resources

To operate within the business environment, organisations use a business resource base which supports their activities. The resource base consists of tangible resources (sometimes called ‘physical resources’) and intangible resources (sometimes called ‘conceptual resources’).


Business resource base

The resources that a company has available to it which are made up of physical and conceptual resources known as tangible and intangible assets.



BIS can be applied to make best use of physical and conceptual resources to help an organisation to reduce costs, improve productivity and enhance overall efficiency.




Tangible assets (physical resource base)

Physical resources are often known as tangible assets and are normally directed towards the production of a product or service. Examples of physical resources include money, land, plant and labour power. The hardware and software making up BIS are also physical resources.


Physical resources

Tangible assets or resources owned by a company such as land, buildings and plant.






Intangible assets (conceptual resource base)

Conceptual resources are often known as intangible assets and are normally used to support an organisation’s activities, for example by helping managers to make better decisions. Examples of intangible resources include experience, motivation, knowledge, ideas and judgement. The data and information that are part of BIS can be thought of as a valuable intangible resource.


Conceptual resources

Non-physical resources or intangible assets owned by a company, such as organisational knowledge.




Intangible assets on average account for over 20 per cent of the market capitalisation of UK high-technology companies, according to a study by Taylor Johnson Garrett, a City law firm.

Source: Computer Weekly, 22 March 2001.






The e-business concept

Modern organisations rely heavily upon ICT to manage internal communications with external agencies, such as customers and suppliers. This reliance, particularly upon the Internet, has given rise to the e-business concept. The European Commission describes e-business like this:

The term ‘e-business’ covers both e-commerce (buying and selling online) and the restructuring of business processes to make the best use of digital technologies.


Electronic business (e-business)

The use of information and communication technologies, particularly the Internet, to support day-to-day business activities.



In general, e-business is concerned with making day-to-day business activities more efficient by improving information exchanges within the organisation and between the organisation and its partners. A common misconception is that e-business focuses primarily on buying and selling via the Internet or on the marketing of products and services.






MANAGERIAL DECISION MAKING

In order for an organisation to function effectively, all activities must be planned and monitored by managers according to well-informed decisions. In this part of the chapter we review the role of BIS in supporting different aspects of managerial decision making as follows:







	
1. 


	An introduction to how managers use information, including their decision behaviour.





	2.


	The three key levels of managerial decision making: operational, tactical and strategic.





	3.


	A description of the decision-making process, assessing how BIS can assist at different stages of this process.





	4.


	A section on decision-making theory, showing how structured decisions can be formally described in order to incorporate them into BIS.





	5.


	The final section on knowledge management, illustrating how businesses are looking to manage information that can be used to assist less clearly structured decision making.








The information requirements of managers

Henri Fayol (1841–1925) devised a classic definition of management that is still widely used in both industry and academia. Of course, it is considered somewhat inappropriate nowadays to talk about commanding people:

To manage is to forecast and plan, to organise, to command, to coordinate and to control.

Fayol’s definition should make it clear that much of a manager’s work involves making decisions about the best way to achieve the organisation’s objectives and that there is a direct link between a manager’s decision-making and planning activities. A forecast, for example, is created to help managers decide what actions are necessary to prepare the organisation for the future. The success of all of the activities described in Fayol’s definition depends upon access to high-quality information. It is here that BIS have a role, as a means of supporting the manager’s work by providing the information he or she needs. The next sections discuss managerial decision making in more detail.

The view of Max Weber (1864–1920) of a bureaucratic form of organisation suggests that as an organisation grows in size and complexity, it becomes more difficult to control. For Weber, an ideal organisation displayed a number of characteristics, such as well-defined hierarchy or legitimate authority, the division of labour based on functional specialism and the existence of rules and procedures to deal with all situations and decisions. Large organisations, such as public utilities, often adopt some or all of the characteristics of a bureaucracy.

As organisations grow in size or complexity, the importance of effective and efficient management increases. In turn, greater reliance is placed upon the BIS used by the organisation. Put simply, as an organisation becomes larger, effective IS become critical to continued survival.




Decision behaviour

The way in which managers make decisions, and the factors that influence those decisions, are often described as decision behaviour.


Decision behaviour

The way in which managers make decisions.



Decisions can be classed as structured or unstructured (sometimes referred to as ‘programmable’ and ‘non-programmable’ decisions). In reality, however, many decisions fall somewhere in between the two extremes and are known as semi-structured decisions.

Structured decisions tend to involve situations where the rules and constraints governing the decision are known. They tend to involve routine or repetitive situations where the number of possible courses of action is relatively small. A good example involves stock control. The decision to reorder a given item will be governed by a fairly simple set of rules and constraints. When the amount of stock held falls below a certain point, a fixed quantity of new stock will be ordered. Structured decisions are often described as programmable, meaning that they are easily automated.


Structured decisions

Situations where the rules and constraints governing the decision are known.



Unstructured decisions tend to involve more complex situations, where the rules governing the decision are complicated or unknown. Such decisions tend to be made infrequently and rely heavily on the experience, judgement and knowledge of the decision maker. A good example of an unstructured decision might be whether or not an organisation should open a new branch in a particular area.


Unstructured decisions

Complex situations, where the rules governing the decision are complicated or unknown.



The behaviour of a manager will influence the way in which he or she absorbs information and reaches a decision. This is often referred to as a person’s cognitive style. A manager’s cognitive style will fall between analytical and intuitive styles.


Cognitive style

This describes the way in which a manager absorbs information and reaches decisions. A manager’s cognitive style will fall between analytical and intuitive styles.



The analytical manager typically displays a high level of analytical thought and is able to provide detailed justifications for any decisions made. He or she tends to prefer quantitative information as the basis for a decision and will often overlook any qualitative information received. This type of manager examines situations in fine detail and often overlooks the wider issues that might influence a decision.


Data are often described as ‘hard data’ or ‘soft data’.

Hard data, also known as quantitative data, tend to make use of figures, such as statistics. Hard data are often collected in order to measure or quantify an object or situation.




Quantitative data

Includes use of figures, such as statistics. Also known as hard data, often collected in order to measure or quantify an object or situation.




Soft data, often known as qualitative data, tend to focus on describing the qualities or characteristics of an object or situation. Interviews, for example, are often used to collect qualitative data related to a person’s opinions or beliefs.




Qualitative data

Describe, without the use of figures, the qualities or characteristics of an object or situation. Also known as soft data.



The intuitive manager relies heavily on prior experience, judgement and intuition. He or she tends to examine situations as a whole, adopting a holistic view that takes into account the wide range of factors that might influence a decision. This kind of manager will also be more willing to accept qualitative information when making a decision.

It should be evident that a manager with an analytical cognitive style is likely to be most effective when making structured decisions. Intuitive managers are likely to be most effective when making unstructured decisions. Systems to assist in decision making are described later (see Chapter 6).




Levels of managerial decision making

The characteristics of the decisions taken in an organisation vary according to the level at which they are taken. Figure 1.4 shows the distribution of managerial responsibility within a typical organisation. As can be seen, the largest proportion of managers tends to be located at the operational level of the organisation. The smallest proportion of managers, typically less than 10 per cent, is located at the strategic level.


	At the strategic level, managers are largely concerned with long-term organisational planning. Decisions tend to be unstructured and are made infrequently. However, the decisions made at this level are likely to have a large impact on the organisation as a whole and cannot be reversed easily. An example of a decision taken at the strategic level might be a choice of new markets to move into.

	At the tactical level managers are largely concerned with medium-term planning. Managers monitor the performance of the organisation, control budgets, allocate resources and set policies. Decisions taken at this level are used to set medium-term goals that form stages leading to the accomplishment of the organisation’s strategic objectives. An example of a decision taken at the tactical level might be setting a departmental budget.

	At the operational level managers deal with short-term planning and the day-to-day control of the organisation’s activities. The decisions taken at this level direct the organisation’s efforts towards meeting the medium-term goals, abiding by the budgets, policies and procedures set at the tactical level. Operational decisions tend to be highly structured and have little impact on the organisation as a whole. An example of a decision taken at the operational level might be setting a daily or weekly production schedule.




Figure 1.4 Levels of managerial decision making
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Table 1.2 Decision characteristics and management level
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Example of decision types

Structured decisions: operational planning


	How should we process a sales order?

	What level of discount shall we give our customer on this order?



Semi-structured decision: tactical planning


	How do we target our most profitable customers and what are their characteristics?

	Which foreign markets should we target?

	What is the best pricing structure for this product?



Unstructured decision: strategic planning


	Which business area should the organisation be in?

	How should the organisation be structured?

	What should our distribution channels be?









A direct relationship exists between the management level at which a decision is taken and the characteristics of the information required to support decision making. Tables 1.2 and 1.3 illustrate how the characteristics of the information needed by managers change according to the type of decision being made.



Activity 1.7 Organisation-level decisions

Classify the following decisions by type (structured, semi-structured, unstructured) and organisational level (strategic, tactical, operational). In addition, determine whether or not the decision-making process could be automated, and if possible describe the name or type of BIS used.








	 
	(a) 


	At what level should we set the budget for next year?




	 
	(b)


	Does this customer qualify for a discount on a large order?




	 
	(c)


	How should we deal with a takeover bid?




	 
	(d)


	Should we employ more staff to cope with an urgent order?




	 
	(e)


	Should we expand abroad?




	 
	(f)


	Should we launch an advertising campaign?




	 
	(g)


	Should we take a short-term loan to help our current cashflow position?




	 
	(h)


	What new markets should we move into?



	 

	(i)


	What should we do about a faulty machine?













Table 1.3 Information characteristics for decisions by management levels
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Later (see Chapter 2, Figure 2.7 and Chapter 6) we consider how particular types of BIS are used to support activities at the three different levels of operational, tactical and strategic.




The decision-making process

The work of H. Simon (1977) provides a framework from which to examine the way in which managerial decisions are made. Although presented in a modified form, this framework can be used to show how the act of making a decision involves moving through five stages. Each stage must be completed before it is possible to move on to the next. As you read about each stage, consider how BIS might be used to support it. Table 1.4 provides an overview of the decision-making process.

The intelligence stage involves gathering information concerning the decision to be made. It recognises that managers must be made aware that a problem exists before any action can be taken. Once a problem has been identified, information is collected in order to achieve a thorough understanding of the problem and the circumstances in which it arose. Unless this understanding is achieved, managers may take an inappropriate approach to the problem, resulting in a less efficient or even ineffective solution. The background to a problem is sometimes called the problem domain.


problem domain

The background to a problem and the circumstances surrounding it.



In the design stage, as many as possible of the potential solutions to the problem are identified and evaluated. At this point, the decision maker will begin to discard unsatisfactory solutions in order to reduce the number of alternatives as far as possible. The solution that will be implemented is then chosen during the choice stage.

Having made a decision, the action required to achieve a resolution to the problem is taken in the implementation stage. Following implementation, the evaluation stage considers how successful the solution has been. If further action is required, the decision maker returns to the intelligence stage and examines the problem again.


Table 1.4 A model of decision making







	Stage


	Activities





	Intelligence


	• Awareness that a problem exists





	 


	• Awareness that a decision must be made





	Design


	• Identify all possible solutions





	 


	• Examine possible solutions





	 


	• Examine implications of all possible solutions





	Choice


	• Select best solution





	Implementation


	• Implement solution





	Evaluation


	• Evaluate effectiveness or success of decision









This model can be used to highlight two important points. First, it is important to recognise that information plays a critical part in arriving at an effective and successful decision. In the design stage, for example, it is essential to examine the implications of each possible solution. Unless the decision maker has access to adequate information, he or she may reject or accept potential solutions for the wrong reasons.

Secondly, the information required to support the decision-making process is determined by the decision itself. In other words, decision needs determine information needs. This is an important idea since it acknowledges that producing information has cost and resource implications, meaning that only the information needed to make an effective decision should be obtained. In turn, this emphasises the importance of understanding the problem domain.


An information need can be thought of as a specific requirement for information. As an example, when a student sits an examination, he or she is asked to meet an information need by providing answers (information) to a series of specific questions.




CASE STUDY 1.2

Dealing with the data deluge

By Clive Cookson

At the turn of the millennium, many pundits described the 20th century as one of physics-based innovation and anticipated the 21st as the century of biology. Now, 13 years in, it looks increasingly as though we are living in the century of data.

Though research in biology and medicine continues to make exciting progress in the lab, it has yet to make much difference to the lives of most people. By far the biggest changes so far this century are due to the processing and communication of data (in the broad sense) from mass participation in the internet and associated social media to the digital takeover of writing, music and photography.

The issue of ‘big data’ – how to make the most of the truly gigantic deluge of data to emerge – is exercising the minds of many scientists and engineers. Trillions of bits of information are pouring out from billions of sources. Besides conventional Web sites, we have social networks leaving behind ‘digital crumbs’ for us to study, and the sensors embedded in everything from cars to cameras, creating the ‘internet of things’. This data is largely unstructured.

Shirley Ann Jackson, president of Rensselaer Polytechnic Institute, New York, and a prominent figure in US science policy for two decades, is one of those considering this issue. I caught up with her on a visit to London to deliver a speech at the Royal Academy of Engineering.

‘One could say that, concerning big data, we are still pre-web,’ Jackson says. ‘The world wide web is one huge “library” but it has not yet provided uniform access to data. In a word, there is no Google for all data.’

Recovering information is difficult because there is no consistent system for tagging data to identify its origins, history, context, rights, and so on. ‘We need better means to take what may be implicit in the data, and obvious in context, and make that explicit in its description,’ Jackson says. ‘We also need to improve the credibility of information by automating processes that cross-reference and cross-check.’

One remedy is the ‘semantic web’, a collaborative movement led by the World Wide Web Consortium to promote common data formats. The goal is to have a global mesh of information linked in a way that is easily processed by computers. The approach is based on semantic technology that encodes meanings separately from data in content files. This will allow intelligent software agents to search for connections among different data, by ‘semantic inference’. ‘One only can imagine what the impact will be, once this work is completed,’ Jackson observes.

Jackson boasts several firsts as an African-American woman, including being the first elected to the US National Academy of Engineering and the first to lead a top research-orientated university. She is a passionate advocate of interdisciplinary working as the way to draw more power from the data deluge.

It is fashionable now to talk about the need to knock down academic silos and collaborate across all disciplines. But Jackson has been putting that approach into practice at Rensselaer since becoming president in 1999.

In Britain the term polytechnic has somewhat unfortunate associations of two-tier academic institutions, but Jackson has a much more positive view – and indeed advocates the ‘new polytechnic’ as an umbrella term to encompass multidisciplinary working to tackle the problems and opportunities of big data. ‘I define the new polytechnic as an entirely fresh collaborative endeavour merging across a multiplicity of disciplines, sectors and global regions,’ she says. ‘It is animated by new technologies and tools – high-performance computing is an example – applied in new ways, with input from big data, amplified by new platforms such as the semantic web, probed by advanced analytics, and guided by societal concerns and ethics.’

We can look forward to many benefits from tackling big data in this way, in fields from climate change to genomic medicine. It will also be important to understand the effects of pervasive computing and communications technology itself on human behaviour.

How is the age of big data and pervasive information affecting us as people? Are we becoming more or less moral? If we can look anything up immediately on a mobile device, what will happen to our memories and our ability to learn? How will cognition respond to frequent and lengthy immersion in virtual reality? No one knows – and, as Jackson says, only by engaging the arts, humanities and social sciences are we likely to find out.
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QUESTION

Explain the social and technical issues involved in extracting personal information from the Web.




Decision-making theory

As mentioned earlier, structured decisions involve situations where the rules and constraints are known and where information needs can be clearly defined. These characteristics allow structured decisions to be automated by incorporating them within BIS. Decision-making theory provides a framework for presenting structured decisions in a formal and systematic way.

A key concept associated with decision-making theory is that of the business rule. A business rule describes the actions that will be taken when a particular situation arises. Business rules are made up of three parts: an event that triggers the rule; a condition to test; and the action(s) to be taken according to the outcome of the test. As an example, a bank might use a business rule that specifies only customers who have held an account for three or more years can be considered for a loan.


Business rule

A rule describing what action the organisation should take when a particular situation arises. As an example, a bank might have a rule specifying that customers applying for a loan will only be considered if they have held an account for three years or more.



Since the business rules governing a particular situation can be complicated, various tools are used to make sure they applied in a logical and consistent way. Diagrams and tables, for instance, provide a standardised way of presenting rules that makes them easier to understand and follow. These tools also make it easier to implement business rules within computer programs. Although there are a number of different ways to present business rules, the example given earlier might be represented like this:






	 
	1  Name of event


	Loan enquiry




	 
	2  Condition


	Held account for




	 
	3  Possible results


	3+ years?




	 
	4  Possible actions    


	Yes or no




	 
	 


	Yes: allow application




	 
	 


	No: refuse application







As this example shows, the need to make a decision is usually triggered when an event occurs. In this case, the decision is triggered when the customer makes an enquiry about a loan. The condition governing the outcome of the business rule is usually expressed as a question. In this example the question is this: has the customer held an account for three or more years? If the result is ‘no’, the customer is not allowed to make a loan application, otherwise he or she is invited to apply.

This example has only a single condition with only two possible actions. However, more complex business rules may involve several questions and numerous actions. In these cases, it is common to use decision trees and decision tables to analyse a given situation. In general, a decision tree is drawn first; a decision table is then constructed using the decision tree as a basis.


Decision tree

A diagram showing the events, conditions and outcomes associated with making a business decision. The decision tree is a graphical representation of the decision-making process.




Decision table

A means of representing the logic of a decision. A matrix is used to show all contingencies and the actions to be taken for each.



A decision tree is a diagram showing the events, conditions and outcomes associated with making a business decision. Diagrams are produced using flowchart notation. Figure 1.5 shows a simple decision tree for the loan application example.

A decision table breaks down a business process into a table that shows all the possible outcomes of the process. A matrix is used to show the different components of the decision and what outcomes will occur depending on the conditions governing the decision. Typically, the decision table uses the format shown in Figure 1.6.

A more detailed example may help to make the use of decision trees and decision tables clearer. Imagine the case of a customer applying for credit from a bank. The bank only offers loans to customers who have held an account for three or more years and who are in full-time employment or can offer some form of security. A simple decision tree is shown in Figure 1.7.

The process begins when the customer makes an enquiry at the bank. The first question asked is: has the customer held an account for three or more years? If so, the next question is whether or not the customer is in full-time employment. If the customer is, he or she can be offered credit. If the customer is not in full-time employment, he or she can still be offered credit if able to offer some other form of security. Otherwise, the application will be rejected.


Figure 1.5 Decision tree notation for checking loan application
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Figure 1.6 Framework for a decision table
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Figure 1.7 Decision tree for the loan application example
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Figure 1.8 Decision table for Figure 1.7
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Figure 1.8 shows the decision table for this example. The four rules correspond to the outcomes shown at the end of each branch in the decision tree in Figure 1.7. The upper part of the table shows the test conditions and all of the possible outcomes. The lower part of the table shows the possible actions to be taken according to the results of the test conditions. A dash signifies that the result of the test is unimportant. In the case of the first rule, for example, if the customer has not held an account for three or more years, the application will be rejected regardless of the customer’s employment status or ability to offer security.

As the example shows, decision tables provide clear and concise summaries of even the most complex business rules. A decision table can also help software developers incorporate the underlying logic of a business rule within IS. For instance, it is fairly simple to translate a decision table into Structured English (also known as pseudocode) and from pseudocode into program code. Pseudocode is a simple but effective way of designing computer programs. Figure 1.9 shows the Structured English for the decision table in Figure 1.8.


Figure 1.9 Structured English program code for implementing the decision table shown in Figure 1.7


[image: Figure 1.9 Structured English program code for implementing the decision table shown in Figure 1.7]











FOCUS ON… KNOWLEDGE MANAGEMENT

In this chapter we have shown that much of a manager’s work involves making decisions about the best way to achieve the organisation’s objectives. In addition, the quality of a manager’s decisions depends upon the quality of the information he or she has access to. Since information influences almost every activity within an organisation, it is an important asset and must be treated accordingly.

Knowledge management is a fairly new term that describes a range of activities intended to make sure an organisation uses its information resources as effectively as possible. Bergeron (2003) defines knowledge management like this:

Knowledge Management (KM) is a deliberate, systematic business optimisation strategy that selects, distils, stores, organises, packages, and communicates information essential to the business of a company in a manner that improves employee performance and corporate competitiveness.

In many countries there has been a general shift away from traditional industries, such as manufacturing, towards what has been termed the ‘knowledge economy’. In the knowledge economy, companies exploit their knowledge and skills in order to generate profits. Many organisations have adapted to the knowledge economy by adopting new structures and by creating new roles for managers. The term knowledge worker describes a person whose role is based around creating, using, sharing and applying knowledge. Similarly, the work of a knowledge engineer focuses on eliciting knowledge from experts so that it can be recorded and shared with others within the organisation.

Although knowledge management is important within any organisation, it is of particular value in situations where organisations rely upon the knowledge and skills of individual staff. This is sometimes called key person dependency. In such cases, the loss of a key person can cause significant disruption until an appropriate replacement can be found. Knowledge management aims to capture the knowledge and experience of key personnel, placing it in a form where it will remain accessible to the organisation at all times.


Key person dependency

Describes a situation where an organisation relies heavily upon the knowledge and skills of a single employee and where the loss of the employee would bring significant disruption to normal activities.



Many organisations have been enthusiastic about adopting knowledge management because of the potential benefits it brings. For example, CIO’s online magazine suggests that an effective knowledge management programme will bring about one or more of the following benefits (Levinson, 2007):


	foster innovation by encouraging the free flow of ideas;

	improve customer service by streamlining response time;

	
boost revenues by getting products and services to market faster;

	enhance employee retention rates by recognising the value of employees’ knowledge and rewarding them for it;

	streamline operations and reduce costs by eliminating redundant or unnecessary processes.



Other writers, such as Bixler (2005) and Bergeron (2003), supply long lists of additional tangible and intangible benefits associated with effective knowledge management programmes. We can summarise some of these benefits like this:


	an improved ability to sustain competitive advantage, leading to increased market share and market leadership;

	increased profit margins leading to increased shareholder satisfaction;

	the ability to identify best practices and better approaches towards problem solving;

	formalised system for transferring knowledge, allowing knowledge to be transferred between employees more easily and more efficiently;

	increased collaboration with customers;

	increased customer satisfaction, loyalty and retention;

	reduced costs through streamlining of internal processes and improved efficiency;

	higher staff morale and satisfaction, leading to lower staff turnover, increased innovation and greater productivity;

	increased organisational stability.



Applications of knowledge management are described in more detail later (see Chapter 4) and cover analytic techniques such as data mining.


Competitive intelligence

Competitive intelligence (CI) is a typical example of knowledge management. As mentioned earlier, CI involves gathering information from a range of sources with the aim of maintaining or increasing competitive advantage. Although there are a number of definitions of competitive intelligence, most share some common elements. As an example, consider the definition given by the Institute for Competitive Intelligence (www.institute-for-competitive-intelligence.com):

‘Competitive Intelligence’ (CI) can be described as a systematic process of information retrieval and analysis, in which fragmented (raw) information on markets, competitors and technologies can be transformed into a vivid understanding of the corporate environment for the decision maker.

Thus CI involves collecting data from a number of disparate sources and converting it into useful information about an organisation’s competitors. The information gathered is used to support decision making within the organisation, allowing it to respond more effectively to competition. CI is sometimes confused with activities such as industrial espionage. However, it is worth pointing out that CI is both legal and ethical; information is gathered lawfully, often openly, and usually from sources that are publicly accessible.






SUMMARY







	
1. 


	Data can be described as a collection of non-random facts obtained by observation or research.





	2.


	Information can be described as data that have been processed so that they are meaningful. An alternative view of information suggests that it acts to reduce uncertainty about a situation or event.





	3.


	Information can have tangible or intangible value. One view suggests that the value of information can be measured in terms of the improvements it brings to managerial decision making.











EXERCISES



Self-assessment exercises







	
1. 


	What are the three dimensions of information quality?





	2.


	How can the value of information be measured?





	3.


	What are the functions of management?





	4.


	What are the stages involved in making a decision?





	5.


	How will a manager’s cognitive style affect the decisions he or she makes?





	6.


	Explain how the concept of knowledge management relates to data and information.





	7.


	What differences in perspective about managerial decision making are introduced by the e-business concept?





	8.


	In brief, what is knowledge?










Discussion questions







	
1. 


	Some people argue that employees should be restricted in terms of the information they have access to in the course of their duties. Others argue that they are able to work more efficiently if they have access to all of an organisation’s information resources. Using relevant examples, make a case for one side of this argument.





	2.


	It has been said that decision needs should determine information needs. Is this always true or is there a case for an organisation gathering all available data and information?





	3.


	Select an article of your choice from a newspaper, journal or magazine. Analyse the information contained within the article using concepts related to the attributes of information quality. Use the web links provided at the end of this chapter to locate suitable articles.





	4.


	‘Knowledge management is nothing new, it is merely a repackaging of existing information management techniques.’ Discuss.










Essay questions







	
1. 


	Select an organisation you are familiar with. Identify at least one major decision that the organisation has taken recently. Describe the decision-making process that took place, paying particular attention to the following points:





	 


	(a) 


	describe how managers became aware that a problem existed and that a decision was required;





	 


	(b) 


	describe what information was gathered so that managers could achieve a good understanding of the problem;





	 


	(c) 


	provide examples of any alternative solutions that were considered and explain why these were eventually rejected;





	 


	(d) 


	explain why the final solution was selected and describe how it was implemented;





	 


	(e) 


	discuss how the solution was evaluated and whether or not it was successful.





	
2. 


	The survival of a large organisation depends upon access to high-quality information. Discuss this statement, providing relevant examples where necessary.





	
3. 


	The Microsoft Corporation is arguably one the most successful companies in the world. Conduct any research necessary to complete the following tasks:





	 


	(a) 


	Provide an overview of the company and its activities.





	 


	(b) 


	Selecting appropriate examples, describe the company’s physical and conceptual resource bases.





	 


	(c) 


	Identify and describe some of the factors in the company’s business environment. Provide examples of factors that act either to support or obstruct the company’s activities.





	
4. 


	Write a report on how knowledge management could enhance an organisation of your choice.










Examination questions







	
1. 


	It is generally agreed that one of the key functions of management is decision making. Using specific examples, you are required to:
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