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Preface

From time to time it is good to pause and wonder how we got where we are now. For instance, why did you open this book? How did you become interested in psychology? But also: for how long has one been able to study psychology? Why has this book been published? Why do all good degrees of psychology today include a course on historical and conceptual issues? What is the position of psychology in society? Is psychology really a science? What is a science?

These are some of the questions addressed in this book (although you will not be surprised to hear that many of them cannot be fully answered on the basis of present knowledge). They refer to the historical and conceptual foundations of psychology.

Historical issues refer to the past of the discipline and can be approached in many different ways (see Chapter 10). One distinction is whether history is studied to find out what people at different points in time thought and knew, or whether history is studied to gain insight into how the present situation came about. The latter is the approach taken in this book, because it is of particular relevance to everyone wanting to become a psychologist.

Conceptual issues are more difficult to define. Basically, they refer to the big questions underlying a discipline. For psychology, these are questions like: ‘What is the human mind?’, ‘Is it possible to know the mind of someone else?’, ‘Is it possible to know my own mind?’, ‘Is such information reliable and useful?’ Importantly, these issues cannot readily be addressed in the way scientists love to do: by collecting data and testing new predictions made on the basis of the available knowledge (see Chapter 9). Conceptual issues relate to the assumptions, convictions and opinions that underlie a particular discipline and that determine the meanings of the terms used (e.g. the meanings of ‘consciousness’, ‘process’ and ‘personality’). Conceptual issues are shared by the researchers and practitioners of a discipline and are imposed on all newcomers. However, they usually remain tacit. They exert their influence by reliance on common understanding rather than explicit teaching (if this sounds a bit woolly at the moment, come back to this section after you have read the part on paradigms in Chapter 9). Indeed, even for us authors, writing this book has been eye-opening at times. Quite often we found ourselves saying ‘Oh, that’s where it comes from! That’s what it means!’

Needless to say, historical and conceptual issues are closely intertwined. Historical developments depended on the conceptual beliefs at the time and, in turn, had an impact on the concepts and the convictions shared by the next generations. For instance, many psychologists today talk about ‘cognitive processes’ and ‘cognitive representations’. However, they would find it hard to define what exactly they mean by these terms. They just know that every psychologist is taught them and that the words refer to information-processing in the mind (or perhaps brain; see Chapter 7). Where these terms came from, why at a certain point in time they were introduced, and why they subsequently conquered the complete discipline are questions that are left out of consideration in most teachings (e.g. you don’t find them in introductory books on psychology). One reason for this is that you need a certain amount of historical, philosophical, and technical background before you can address them.

The main danger of a book on historical and conceptual issues is that it tries to cover too much. Just imagine: everything that ever happened and that was ever thought of is a possible topic that could be included! Every chapter of this book could easily have been expanded into a 500-page book. Indeed, the most common complaint about courses of historical and conceptual issues is that lecturers try to cram too much into a short period of time. To tackle this problem head-on, we decided not to try to write a ‘complete book’ (which is impossible anyway), but to start from the question of what is feasible for a series of 14 two-hour lectures. Which are the main issues that must be covered? What is informative and interesting for psychology students (rather than what is known to historians and philosophers of science)? Therefore, do not expect to find everything in this book. Our purpose is simply to provide you with a basis. If this book entices you to want to know more, then we have achieved our goal. To help you with this, each chapter includes a list of the books that we found particularly interesting. There is also a lot of information freely available on the internet, links to which you can find on our website at www.pearsoned.co.uk/brysbaert.

While writing the various editions of this book, we noticed two patterns. The first is that many ideas and findings tend to be considerably older than we thought. There is a tendency to attribute views and insights to specific time periods, whereas it is often possible to find precursors centuries earlier. Throughout the book we give examples of this bias.

The second, related pattern is that we often have simplistic views about the knowledge at a certain time. When reading the original publications, the degree of sophistication and perspective is invariably much higher than assumed nowadays. In a few cases this had led to the formation of outright myths, which we summarize in myth-busting boxes.

As we want to keep pace with major developments, the third edition has a new chapter on a series of events in the 2010s that are likely to shape the future of psychology and science for decades to come. Indeed, the past decade has been quite turbulent with a replication crisis and a call for open science and paywall-free publications (described in Chapter 11). These developments have important implications for our understanding of science and for your education.

We end by thanking our families for giving us the freedom and time to write a book like this. We know how lucky we are, as not all families can cope with members whose minds regularly wander off to times long past and yet another startling new perspective.


Guided tour
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1


The wider picture


Where did it all start?





This chapter will cover . . .


1.1 The invention of writing


The preliterate culture


The first writing systems


Characteristics of writing systems


Written documents form an external memory


The reader


1.2 The discovery of numbers


The limits of visual perception and the special status of the number five


Giving numbers names and symbols


Representing numbers by symbols


1.3 The Fertile Crescent


Ancient Egypt


Ancient Mesopotamia


Conditions for growth in knowledge


1.4 The Greeks


The start of philosophy


Plato


Aristotle


The foundation of schools


The shift to Alexandria


1.5 Developments from the Roman Empire to the end of the Middle Ages


The Romans


The Byzantine Empire


The Arab Empire


The remains of the Western Roman Empire


1.6 Turning the tide in the West


The foundation of schools and universities


A cultural movement based on imitation of the Greek and Roman civilisations


The Protestant Reformation


Book printing


Colonisation of the world


1.7 Focus on: The limits of history writing


Biases in history writing


History writing: rewriting or streamlining the past?


Questions to consider




Historical issues addressed in this chapter


• When did the first writing systems appear? When did the first writing When did the first writing


• When did the first number systems appear, and what did they look like? When did the first number systems appear, and what did they look like?


• Did the Ancient Greek civilisation end after it was conquered by the Romans?


• How did information from the Greek and Roman cultures survive the Dark Ages?


• How long did the Middle Ages last?


• Why did countries such as the UK, parts of Germany and the Netherlands at a certain point become more productive than the other European countries?


Conceptual issues addressed in this chapter


• In what ways does the availability of written records change human thought?


• In what ways do current writing systems differ from the first ones? Is this an improvement?


• Can education change the way in which we read texts?


• How does arithmetic depend on the code that is used to represent numbers?


• Why were Christian schools after the fall of the Roman Empire unable to prevent a sharp decline in scientific knowledge?


• Is it possible to write a complete history of science?


• To what extent does our current scientific knowledge depend on the contribution of a small number of geniuses who achieved the major scientific breakthroughs?





Introduction




If you, reader, had been born, say, two or more centuries ago, the chances are that you would have been poor, indeed extremely poor. You would have spent your whole life working the land, with no hope or prospect of change. Except for the odd tenacious survivor, your numerous children would have predeceased you. You would have taken it for granted that you would probably not live beyond the age of about forty-five. Your home would have been a country hovel, heated in winter with whatever firewood you had managed to gather. The only source of other comforts would have been the few coppers you had hoarded. Apart from everyday conversation, infant wailing and the clucking of chickens, you would have been surrounded by silence, broken every so often by a clap of thunder, communal singing, the occasional drums and trumpets of passing armies, or perhaps the tolling of a solitary bell. You would have believed firmly and unquestioningly in the literal existence of spirits or gods, or a single God, as the guiding or all-determining force in life and especially after death.


(Cohen, 2010)





Human life has changed profoundly in the last few centuries, due to the growing impact of science on our lives. If you look around, it is easy to see how society is filled with scientific products and scientifically-based solutions to social problems. Because of the ubiquity of science, we often forget how recent this state of affairs really is.


This book describes the growth of psychology as an independent branch of learning and tries to comprehend the essence of the discipline. Because it deals with fundamental and long-standing questions, we begin rather a long time ago. We begin by discussing the invention of writing and numerical systems, as these were critical developments that allowed the accumulation of knowledge and understanding. We then present a short account of the ancient civilisations – the Greeks, the Romans, the Byzantine and Arab empires – and consider the role each played in the evolution of knowledge. In particular, we focus on the key figures whose ideas and philosophies have had a strong impact on Western civilisation. We end with a brief description of the Renaissance. We focus on those events that shaped the emergence of the scientific approach as we now know it. Our review starts thousands of years ago and ends on the eve of the scientific revolution in the seventeenth century.


1.1The invention of writing


The introduction of written records represents one of the most important moments in the development of science. Therefore, it is important to know when and where writing systems were invented and what is so important about them.


The preliterate culture


One way that we can start to answer why the invention of writing was so significant in the development of science is by exploring the nature of preliterate civilisations. Though these civilisations have not left us with written testimonies, it is possible to discern several important features of them by studying existing cultures that do not use writing, as advanced by Lindberg (1992). His research revealed three important characteristics of knowledge in these kinds of cultures.


preliterate civilisation


civilisation before writing was invented


First, Lindberg observed that although cultures without literacy know how to make tools, start fires, obtain shelter, hunt, fish, and gather fruit and vegetables, their skills are not based on an understanding of how things work, but rather on practical rules of thumb of what to do when. Their knowledge is confined to ‘know-how’ without theoretical understanding of the underlying principles.


A second characteristic of a culture without written records is the fluidity of knowledge. Knowledge of the actual history of the tribe is limited to two generations and the function of the oral tradition mainly is the transmission of practical skills.


A third feature of these cultures is the existence of a collection of myths and stories about the beginning of the universe, life and natural phenomena, in which human traits are projected onto objects and events (e.g. in the form of gods). The belief that objects and nature are inhabited by spirits with human-like characteristics, which cause events to happen, is called animism. The term was introduced by Sir Edward Burnett Tylor (1832–1917), one of the first anthropologists, to draw a distinction between the thinking of ‘primitive people’ as opposed to the then growing ‘scientific thinking’ in the Western world. In Tylor’s view, primitives (as they were called) looked at the world like children and endowed all things, even inanimate ones, with a nature analogous to their own (Bird-David, 1999).


animism


explanation of the workings of the world and the universe by means of spirits with human-like characteristics


Lindberg (1992) looked down upon the animistic thinking of preliterate civilisations less than Tylor did. For him, the myths and stories reinforced the values and attitudes of the community and fulfilled the human need for explanatory principles capable of bringing order, unity and meaning to events. In general, the myths are also related to the treatment of illnesses: the person with the greatest knowledge of the myths is the person to whom people turn when they have an ailment. At the same time, Lindberg noticed that myths often contradict each other and contain inconsistencies, without any evidence that this hinders the preliterate people. Each story stands on its own. It is only when information is written down that patterns start to emerge and incompatibilities become visible. Therefore, Lindberg argued, scientific thinking cannot occur without written records.


The first writing systems


Written language appeared separately in at least four cultures: in China (around 6000 BCE),1 Egypt (around 3200 BCE), Sumer (also around 3200 BCE) and America (Olmec and Mayan, 300 BCE). These four written languages were preceded by proto-writing, the use of symbols to represent entities without linguistic information linking them.


Characteristics of writing systems


From an early stage, writing systems were a combination of pictograms (pictures that resemble the persons, animals and objects they represent) and phonograms (signs to represent sounds of the spoken language). The Egyptian hieroglyphs, for instance, could only be deciphered when scientists realised that most hieroglyphs represented spoken syllables. The phonograms were gradually replaced by simpler signs symbolising meaningful sounds in the language (phonemes) or syllables. The use of phonograms to represent phonemes led to the alphabetic writing systems, starting with the Phoenician alphabet that formed the basis of the Arabic, Hebrew and Greek alphabets. The writing system that has remained closest to the pictograms is Chinese, where the correspondence between the physical signs and the word meanings they represented rapidly decreased, so that the writing system became logographic rather than pictographic (words are represented by written signs – characters – that no longer resemble the meanings they stand for). However, in this language as well, most written words consist of two characters that have a relationship to the word’s meaning and that often include cues to the pronunciation.


pictogram


an information-conveying sign that consists of a picture resembling the person, animal or object it represents


phonogram


a sign that represents a sound or a syllable of spoken language; forms the basis of writing systems


logograph


a sign representing a spoken word, which no longer has a physical resemblance to the word’s meaning


Written documents form an external memory


Writing and the accumulation of knowledge


The importance of writing lies in the external memory written records provide about the knowledge available at a certain point in time. This is important because it allows an accumulation of knowledge. New thinkers do not have to rediscover what was previously thought; they can simply read what their predecessors wrote. This does not mean that insights are never overlooked (certainly not when a lot is published and not always readily available), but it usually implies that the insights can be retrieved if one is motivated to look for them (the history of science is full of rediscoveries of seminal teachers who were only known to a small circle of ex-students).


A particularly revealing excerpt illustrating the importance of written documents is provided by a remark made by Socrates. Socrates (c. 470–399 BCE) was an important philosopher in Ancient Greece, who was not at all interested in keeping written records of his thoughts. In a dialogue with a young student (Phaedrus) Socrates recounted how the god Thoth of Egypt offered the king of Egypt all types of inventions, including dice, checkers, numbers, geometry, astronomy and writing. The god and the king discussed the merits and drawbacks of the various gifts and were in general agreement until they reached the gift of writing. Whereas the god stressed the advantage of being able to remember information, the king objected: ‘If men learn this, it will implant forgetfulness in their souls; they will cease to exercise memory because they will rely on that which is written, calling things to remembrance no longer from within themselves, but by means of external marks.’ From the remainder of the dialogue it is clear that Socrates wholeheartedly agreed with the king of Egypt and thought that the availability of books made students lazy and discouraged them from properly studying.




What do you think?


Very much the same criticism is made nowadays about the use of the internet by students. Because all information is easily available, there is no need for them to learn it any more. What do you think? Is the internet changing our thinking in the same way as the invention of writing did?





The irony of the dialogue is that we would never have heard of this, or indeed of any of Socrates’ other memorable dialogues, if they had not been documented by his student, Plato. An oral tradition would most certainly have changed the wording of the story and in all likelihood it would not have survived. In addition, the dialogue would not have been included in the present book, if it had not been present in Manguel’s (1996) A History of Reading (on page 58), which we read in the preparation of this chapter.


Written records not only made more information available; they also subtly changed the way in which knowledge was preserved. Before the advent of writing, important legends were memorised as verses. The rhythm and the rhyme of the poem helped the narrator to remember the correct phrases, so that the contents did not change too dramatically from one storyteller to the next. Written texts allowed cultures to relax the formal constraints and concentrate on the content.


The reader


Who can read?


Written records only have an impact if there is somebody to read them. For most of human history the number of people who could read was relatively small (it still is nowadays in some communities). For many centuries a large proportion of the population was excluded from acquiring reading skills. In addition, the early scripts lacked an important characteristic that makes alphabetic languages easier to read: spaces between the words. Even the ancient Greek and Latin texts were written in so-called scriptio continua (continuous script). Only in the eighth century did writers start to put spaces between the words. Saenger (1997) argues that this quality of texts made silent reading possible. Before, nearly all readers read aloud or at least had to mumble while reading (a practice that was still widespread in the nineteenth century). In 383 Aurelius Augustine (known as Saint Augustine in the Catholic Church) expressed his surprise when he met the bishop of Milan and saw that he could read silently. ‘When he read,’ said Augustine, ‘his eyes scanned the page and his heart sought out the meaning, but his voice was silent and his tongue was still’ (as cited in Manguel, 1996: 42).


The influence of orthography


Reading is still a demanding skill, as is illustrated by the many efforts beginning readers have to invest to acquire it. Reading acquisition is easiest in languages with a transparent relationship between spelling and sound, such as Spanish, Italian, Serbo-Croatian, German and Korean, where most children ‘crack the code’ in less than a year (although they need many more years of practice before the processes become automatic). In languages with a more opaque correspondence, such as English and Hebrew, children need up to four years in order to reach the same level of performance and are more likely to be confronted with reading difficulties (Hanley et al., 2004; Landerl et al., 2012).


Reading without critical thinking


Readers in the past differed in one more aspect from present-day scientific readers. For a long time students were taught to read and understand texts exactly as they were. They were in no way encouraged (and were often discouraged) to question the writings or to compare them with other writings. Books were the world’s wisdom that had to be transmitted in its original form from generation to generation. As Manguel (1996: 74) noted:


Essentially the scholastic method consisted in little more than training the students to consider a text according to certain pre-established, officially approved criteria which were painstakingly and painfully drilled into them. As far as the teaching of reading was concerned, the success of the method depended more on the students’ perseverance than on their intelligence.


scholastic method


study method in which students unquestioningly memorise and recite texts that are thought to convey unchanging truths


The scholastic method was prevalent in schools up to the twentieth century. For example, Gupta (1932) complained that Indian education was still adversely affected by the remnants of the ancient Indian system of requiring pupils first to learn a book by heart and only then to receive an explanation of it.




What do you think?


Currently psychology textbooks emphasise ‘critical thinking’. From our discussion of the scholastic method, you can understand why this is the case. However, could such an emphasis be exaggerated? Is it possible to think critically without first knowing the facts? What do you think of the arguments in the following quote?


In the past 15–20 years, the most important buzz words . . . , from kindergardens to graduate schools, have been ‘critical thinking’. When it comes up, it is either from a stance of attack (‘You are not teaching students enough critical thinking skills!’), or a stance of pride (‘We emphasize critical thinking in all our classes!’). The need to teach these skills is felt strongly, and the attitude accompanying it is definitely one of a teacher–student relationship. It is assumed that the teachers can do it, but that most students cannot, and that the best means to get students to do it is through explicit instruction of some type. This burden is not felt equally by professors in all disciplines; often such rhetoric is strongest in the social sciences. As a result, teaching ‘critical thinking’ is a declared goal of most Introductory Psychology professors. Alas, the goal of teaching critical thinking is inherently flawed; the teacher–student attitude does not create an environment that supports critical thinking; instead, it creates an environment in which the task is to reflect the teacher’s critique of the issues, which itself cannot be criticized . . . Rather than trying to set up artificial situations in which students are told to challenge particular views, class should be a context in which students begin to master the knowledge that makes up the field of psychology, which will aid them in challenging things on their own in later classes.


(Charles, 2008: Problem 2)





Interim summary


• Features of the preliterate civilisation:


– knowledge confined to ‘know-how’ without theoretical knowledge of the underlying principles


– fluidity of knowledge


– collection of myths and stories about the beginning of the universe (animism).


• Written language appeared separately in at least four cultures; in each case it was preceded by proto-writing.


• Writing consists of a combination of pictograms and phonograms.


• Written records form an external memory, which allows an accumulation of knowledge.


• For a long time the number of readers was limited. In addition, they were not encouraged to think critically about what they were reading (scholastic method).


1.2The discovery of numbers


Another development that has been crucial for the growth of knowledge is the discovery of numbers. When we do a simple arithmetic operation, we rarely realise how much insight and knowledge are hidden behind the procedures we use. Interestingly enough, the history of numbers and numerical operations remained largely unexplored until the French maths teacher Georges Ifrah decided to take the issue in hand, a quest that took him over ten years to finish (see Ifrah, 1998).


The limits of visual perception and the special status  of the number five


The ease of understanding the numbers one to three


The possession of goods required the ability to count them. The earliest archaeological evidence of counting dates back to 35,000–20,000 BCE and has been found in Africa (Powell & Frankenstein, 1997). The evidence consists of lines or other markings carved in bones and stones, as for example found on the Ishango bone (Huylebrouck, 2006).  It is reasonable to assume that quite early in their evolution humans could make distinctions up to three, which were represented by one, two and three markings. Newborn babies and all kinds of animals can distinguish between one, two and three entities, a phenomenon that is known as subitising. Also, a number of isolated tribes have been described as having a number naming system that essentially consisted of three terms: one, two and many.


Larger numbers and the need for grouping the tallies


A problem with tallies to represent numbers is that they rapidly exceed the limits of perception. Whereas nobody has difficulties understanding the symbols I, II and III, the use of an analogue code (i.e. a code that represents numbers by a physical magnitude) rapidly starts to fall apart for larger quantities. Number representations like IIIIII and IIIIIIII are not very useful, even though they are still limited to quantities as small as six and eight. A first solution to this problem was a grouping of the tallies, as we still do when we write IIII I or IIII III. This method was used independently in several cultures. The most popular grouping had a base five (as in the example above). There are two reasons why this base appeared in many places. First, the number five is the first entity that really exceeds the perceptual limits (it is possible to grasp a grouping of four perceptually without counting the tallies, as in IIII). The number five also coincides with the number of fingers on a hand. Gradually, the base number five started to get a different symbol. For instance, the Etruscan civilisation used the following symbols for the numbers one to five in the sixth to the fourth centuries BCE: I, II, III, IIII, Λ (notice the similarity to the Roman numerals; the Etruscans lived in ancient Italy before they were conquered by the Romans).


Giving numbers names and symbols


The names one to ten


An analysis of the origin of the number names gives some indication of the struggle humans had before they could come up with a handy numerical system. For instance, it is probably no coincidence that the number nine is related to the word ‘new’ in the Indo-European family of languages. At some point in time, this probably was a newly discovered number. The fact that all Indo-European languages share the same roots for the numbers one to ten further suggests that their names already existed before the original language began to split into its many branches around 2000 BCE. On the basis of the similarities of the number names in over 20 languages as divergent as Sanskrit, Russian and Spanish, Ifrah (1998: 32) postulates the following original number-set:


1. oino, oiko, oiwo


2. dwo, dwu, dwoi


3. tri


4. kwetwores, kwetesres, kwetwor


5. penkwe, kwenkwe


6. seks, sweks


7. septm


8. okto, oktu


9. newn


10. dekm


Notice how little these names have changed in the 4,000 or so years since.


The problem of naming the teens


Another feature of many of the Indo-European number names is the irregularity of the number names of the teens (i.e. the numbers 11–19). It is clear that some of these numbers were given their names before the base 10 of the number system was fully grasped. Due to the groupings of the tallies, at some point it was realised that large numbers were best represented as multiples of smaller numbers, so-called base numbers. The most frequently chosen base number was 10 (double five, not coincidentally the numbers of fingers on our two hands). However, the Sumerian number system had a base 60, the consequences of which we still experience in our time units (1 hr = 60 min = 60 × 60 s) and the French number names betray the fact that at some time a base 20 was used  (97 = quatre-vingt dix-sept [four-twenty ten-seven]). On the basis of historical analysis, Bauer (2004) argued that the integration of base 20 in the French language (and some other languages) was a medieval development, due to the ways in which goods and land were measured.


The names of the teens in the Indo-European languages illustrate the struggle humans had to integrate the base 10 system in their number names (Calude and Verkerk, 2016). So, instead of calling the number 11 ‘ten-one’ (analogous to twenty-one), the English name turned out to be ‘eleven’. This name is still related to the counting of the fingers (it comes from ‘one left’ [when the fingers of both hands have been counted]; the same is true for twelve, ‘two left’), but the structure of the name betrays that it came into being before it was realised that the best way to represent numbers above ten was to treat them as combinations of tens and units. The irregular naming of the teens is not present in the Chinese number system, which according to some researchers may be one of the reasons why Chinese children have less of a problem understanding the base 10 system of numbers.


Representing numbers by symbols


Once the different numbers had their names, it was a small step to represent them by different symbols. From 600 BCE the Greeks developed a written system for the numbers 1–24 based on the 24 letters of their alphabet, going from alpha (1) to omega (24). This system is still in use in Hebrew for expressing the date by the Hebrew calendar, for chapters and verses of the Torah, and sometimes for the page numbers of books.


The fact that numbers in Ancient Greece could be represented by letters does not mean that such a notation was used for calculations. This would have created insurmountable difficulties as it would suggest a base system of 24. Instead, the Greeks used a notation that was in line with a base 10 structure, which they adapted from previous cultures. This notation is shown overleaf. Notice the similarity to Roman numerals.




[image: images]




Apart from the vertical line for 1, all symbols are the first letter of the number names (Γ is the archaic form of pi, standing for Πεντε [Pente, five]; Δ stands for Δεκα [Deka, ten]; H for Ηεκατον [Hekaton, hundred], X for Χιλιοι [Khilioi, thousand]; M for Μυριοι [Murioi, ten thousand].


Source: Ifrah (1998: 182).




The discovery of place coding


Although the Greek and the Roman number notation was a major achievement, it was not the most parsimonious or transparent system, because the length of the symbol series was not systematically related to the base 10 structure of the numbers (e.g. 38 was represented by seven symbols, XXXVIII, whereas the number 50 was represented by a single symbol, L).


A much better system was developed in India. There people started to work with nine different symbols to represent the numbers one to nine. In addition, they used the place of the symbols in the digit string to represent powers of 10. The first digit represented the units, the second digit the tens, the third digit the hundreds, and so on. So, ‘thirty-two’ no longer consisted of two vertical lines to represent the two units and three symbols of ten to represent the 30, but became a symbol of 2 in the units position and a symbol of 3 in the tens position. Such a place coding system only works properly if there is a symbol for the absence of a quantity at a certain slot. Otherwise, it is impossible to know whether the digit string 22 refers to the number 22 or to 202, 220, 2020, 2200, or to any other combination of two 2s and voids. In the beginning this problem was solved by inserting spaces between the symbols. Eventually, a symbol for 0 was invented. There is evidence that this system – with the symbol for 0 – was fully in use by 500 CE (see Ifrah (1998) for a review; see also Seife (2000) for a discussion of the history of the number 0). The system was adopted and extended by the Arabs and subsequently taken up in Western Europe. The transition via the Arabs changed the order of the digits (i.e. the rightmost stood for the units, the second rightmost for the tens, etc.) and resulted in our current practice of calling them Arabic numerals (Figure 1.1).


place coding system


system in which the meaning of a sign not only depends on its form but also on its position in a string; is used for instance in Arabic numerals




[image: A timeline showing the way numbers were written in different periods of time.]

Figure 1.1 The history of Hindu-Arabic numbers.




Description

The timeline shows in the following: 


Second century AD: Indian Brahmi numerals from 1 to 9; AD 870: Indian Gwalior inscription from 1 to 9 and 0; undated: west Arabic Gobar numerals from 1 to 0; first half of eleventh century AD: European apices from 1 to 0; 1474: European printed numerals from 1 to 0. From the beginning to 1474 the clarity of numbers has increased and the numbers in the last stage are quite similar to the ones used currently.







This figure shows how digits were written in various periods of time. Notice that the number 0 was not initially part of numbering systems.


Source: Butterworth (1999: 91).


[image: images]


Was calculation difficult for the Greeks and the Romans?




In many books you can read that the Greek and the Roman number notation hindered the development of mathematics in these cultures, because their number notation made calculations difficult. The argument is that IX + CXI (C = hundred, X = ten, I = one ) is much more difficult to solve than 9 + 111, and that IX × CXI is more difficult to solve than 9 × 111.


Schlimm and Neth (2008) took issue with this view. As they wrote:


Our initial motivation to compare the Arabic and Roman number systems was rooted in surprise and disbelief. Given the myth that Roman numerals are unsuited for arithmetic computations it is puzzling how Romans could conduct commerce, administer armies, or rule an empire.


Schlimm and Neth started their argument by claiming that we have incorrect ideas about the Roman number system. For instance, the Romans did not use the symbols IV and IX to refer to four and nine. These notations were used in the Middle Ages. Rather, the Romans used IIII and VIIII.


Next, Schlimm and Neth showed that it is possible to come up with rather simple algorithms to do addition and multiplication with Roman numerals. For example, to solve the problem VIIII + CXI, all you have to do is make separate rows for each type of symbol in the Roman system and count the number of instances in each row. So, for VIIII + CXI we get:
















	 Row C (100):


	C







	 Row L (50):


	–







	 Row X (10):


	X







	 Row V (5):


	V







	 Row I (1):


	I I I I I










Next, whenever there are five symbols in the rows C, X or I, these have to be replaced by a symbol in the row above. The same is true for two symbols in the rows V and L. So, the rows have to be rewritten as:


[image: images]


Schlimm and Neth (2008) argued that this calculation is no more difficult (and sometimes even easier) than the addition of Arabic numerals.


To multiply two Roman numerals, one needs a multiplication table, which includes the outcome for all pairs of symbols. So, for the symbols up to C one would use the following table (in which D = 500, M = 1000, v = 5000, x = 10000):


[image: images]


To multiply VIIII by CXI, one must read out the multiplication of each symbol of the first numeral with each symbol of the second numeral. So,


[image: images]


All the symbols are added by means of the line system we saw above. Thus,
















	Row D (500):


	D







	Row C (100):


	C C C C







	Row L (50):


	L







	Row X (10):


	X X X X







	Row V (5):


	V







	Row I (1):


	I I I I










This gives a total of DCCCCLXXXXVIIII or 999. According to Schlimm and Neth, once one is familiar with the operations, they are no more difficult to perform than those for the multiplication of Arabic numerals.





Interim summary


• Knowledge depends on counting and measuring. The first written forms of counting consisted of lines (tallies) in bones and stones.


• Because it is difficult to discern more than four lines in a glance, the tallies were grouped. The grouping usually occurred in fives (i.e. base 5 system).


• Gradually a separate symbol was used for five and multiples of five.


• Later number systems were based on multiples of 10 (i.e. base 10 system).


• Number names indicate that the invention of numbers was a slow process; it took quite some time before a useful system was discovered.


• The Greek and Roman number systems were suboptimal because their notation did not assign a meaning to the place of the digits. Such a place coding system was developed in India. This required the invention of a symbol for 0.


1.3The Fertile Crescent


The presence of written records marks the distinction between prehistory and history. As indicated above, the invention of writing happened independently in China, Egypt, Sumer and America. Because only the developments in Egypt and Sumer are important within the history of psychology, we will limit our discussion to these civilisations and the ones that followed them.


The Sumerian and Egyptian cultures were part of the so-called Fertile Crescent. This is a region south-east of the Mediterranean Sea (Figure 1.2), which included Ancient Mesopotamia (Sumerian culture: 3500–2300 BCE; Babylonian culture: 2000–500 BCE) and Ancient Egypt (3200–340 BCE). One of the many innovations coming from this region was the use of the wheel in the fifth millennium BCE. Mesopotamia and Egypt also started keeping written records and developed a number system. Whether the inventions in both regions occurred independently, or whether the cultures influenced each other, is still a matter of debate.


Fertile Crescent


region in the Middle East with a high level of civilisation around 3000 BCE; included the Ancient Mesopotamian and the Ancient Egyptian civilisations




[image: A map showing the region between Red Sea, Mediterranean Sea and Persian Gulf as Fertile Crescent. It includes Lower Egypt, Upper Egypt, Phoenicia, Assyria, Mesopotamia and Elam.]

Figure 1.2 The Fertile Crescent.







Ancient Egypt


Two other main contributions from the Egyptians were geometrical knowledge (e.g. calculating the area of a triangle and a circle or determining the volume of a pyramid) and the devising of a calendar consisting of 12 months of 30 days and an extra 5 days at the end of the year.


Ancient Mesopotamia


Mathematical knowledge was more sophisticated in Mesopotamia. In Babylonia, for instance, the number system was superior and they also mastered the basics of algebraic equations. One of the areas in which they applied their mathematical knowledge was astronomy, which they used for their calendar and to determine the times for planting and harvesting (in addition to astrology used to predict the king’s fate). They kept maps of the heavens, which allowed them to gain insight into the motions of the ‘wandering stars’ – the Sun, the Moon, Mercury, Venus, Mars, Jupiter and Saturn. Some of their maps were used millennia later to search for recurring patterns in, for instance, eclipses and comets.


Conditions for growth in knowledge


Contemplating the conditions that made the growth of science possible in the cultures of the Fertile Crescent, Lindberg (1992) identified the following qualities: political stability, urbanisation, patronage and the availability of a writing system that was easy enough to be learned by enough people so that a critical mass could be reached. He claimed that the same factors explained why other cultures experienced similar spurts of knowledge.




What do you think?


Lindberg described several factors that were of importance for the growth of science. Can you order them? For instance, how important is political stability? As we will see in the next chapter, the scientific revolution started in the seventeenth century. Was this a less turbulent century in Europe than the sixteenth or the eighteenth century?





Interim summary


• Civilisations in the Fertile Crescent:


– Ancient Mesopotamia: mathematics (algebra, astronomy, calendar)


– Ancient Egypt: geometrical knowledge, calendar, hieroglyphs.


1.4The Greeks


Without doubt, in the beginning the Ancient Greeks borrowed heavily from Egypt and Mesopotamia. However, they soon added their own knowledge. For instance, they edited a collection of treatises on medical conditions and treatments, the Corpus Hippocraticum, which had such an impact on medical practice that the physician Hippocrates (460–370 BCE) is generally considered to be the father of (modern) medicine, even though in all likelihood he did not write the corpus himself.


The start of philosophy


Ancient Greece was probably the first culture that started to ask serious questions about the nature of the world they lived in. This was the beginning of philosophy around 600 BCE. One of the questions pondered was whether the foundations of life were constant or ever-changing. Heraclitus (535–475 BCE), for instance, argued that everything was constantly changing and that even if you did the same thing twice, it was different because the conditions were no longer exactly the same. Others argued that at the end of the explanatory road of the perceivable changing phenomena, there had to be something fixed and unchangeable. The most famous of them was Plato who, together with Aristotle, has had an enormous influence on Western thought.


philosophy


critical reflection on the universe and human functioning; started in Ancient Greece


Plato


Plato (427–348 BCE) was the first thinker to call philosophy a distinct approach with its own subject and method. He is regarded as the one who coined the word ‘philosophy’, defined as ‘love of wisdom’. A remarkable aspect of his texts is that they consist of dialogues of persons discussing philosophical matters. One of the participants was usually Socrates, Plato’s mentor. Because of the dialogue format, it is never entirely clear whether Plato shared the position articulated by his characters, or used the dialogue to raise the argument for the reader. Because of the format there are also notable inconsistencies between the ideas/arguments put forward in different books. As a result, many generations of philosophers have debated about what can be seen as the essence of Plato’s philosophy. Below, we review some of the topics about which there is consensus.


The realm of the ideal forms


The first important element of Plato’s philosophy was the distinction he made between the realm of eternal, never-changing ideal forms and the realm of the ever-changing material reality in which the forms or ideas are imperfectly realised and which we perceive. According to Plato, we perceive nothing but the shadows of the objects. Plato further considered the soul and the body as two distinct and radically different kinds of entity, and he saw the soul as the entity defining the person. The soul was immortal, made of the leftovers of the cosmos-soul. It travelled between the stars and the human body it temporarily inhabited. Because human souls were part of the cosmos-soul, they had knowledge of the perfect realm. Therefore, humans could get access to the true ideas (e.g. about goodness, beauty, equality, change) by focusing on the innate knowledge brought by the immortal soul. For Plato, the true path to knowledge was the inward path of reasoning rather than the outward path of perception. The excerpt below summarises Plato’s view (from The Republic):


The starry heaven which we behold is the finest and most perfect of visible things, but it must necessarily be deemed to be greatly inferior, just because they are visible, to the true motions of absolute swiftness and absolute slowness, which are relative to each other. The true realities of velocities are found in pure number and in every perfect figure. Now, these are to be apprehended by reason and intelligence, but not by sight.


For Plato, the most prestigious knowledge was mathematical and geometrical knowledge, because in these disciplines new information is derived from a set of principles by means of reasoning.




[image: An illustration of soul and its three parts by Plato.]

Figure 1.3 In some of his writings, Plato distinguished three parts in the soul.




Description

The illustration shows three parts of the soul as sensation and emotion, which is compared to heart, appetite and lower passions, which is compared to liver, and reason which is compared to the brain. The brrain points to both sensation and emotion, and appetite and lower passions while sensation and emotion points to appetite and lower passions.









The first part comprised reason, allowing humans to get access to the realm of the ideal forms. The second part dealt with sensation and emotions such as anger, fear and pride. The last part dealt with appetite and lower passions such as lust, greed and desire. The parts were situated in different organs of the human body, respectively the brain, the heart and the liver.


The three parts of the soul


In some of his writings, Plato (or rather one of the characters in the dialogue) defended the idea that the soul was divided into three parts. The first part comprised reason, as discussed above. It allowed humans to get access to the realm of the ideal forms. It guided them to a virtuous life in search of abstract, non-worldly perfection, which was the ideal fulfilment of human nature. According to Plato, reason was situated in the brain. The second part of the soul dealt with sensation and emotions such as anger, fear, pride and courage. It was mortal and situated in the heart. To avoid it polluting the divine soul, a neck separated the two. Finally, the lower part of the soul dealt with appetite and the lower passions, such as lust, greed and desire. It was localised in the liver (Figure 1.3).


KEY FIGURE Plato




• Greek philosopher (427–348 BCE).


• Founder of the Academy in Athens.


• Recorded the dialogues of Socrates.


• Made a distinction between the realm of eternal, never-changing ideal forms and the realm of the ever-changing material reality in which these forms or ideas are imperfectly realised (an analogy used here is that we are in a cave and only see the shadows of the real forms).


• Method of knowledge: rationalism (truth is based on thinking, not on information from the senses; humans have innate knowledge that can be recovered through deductive reasoning).


• Made a distinction between three parts of the soul: reason (brain), sensation plus emotion (heart), and appetite plus lower passions (liver).


• Plato’s views appealed to the Christian Churches and, therefore, his books were among the most widely available in the late Roman Empires and the Middle Ages.


• Also strongly influenced René Descartes (see Chapter 2).





Aristotle


A second towering figure in Ancient Greece was Aristotle (384–322 BCE). He was a student of Plato, but deviated in important ways from his mentor (e.g. he did not postulate an independent realm of ideal forms). He was also an inspiring teacher, who usually started by reviewing the available evidence and then supplementing it with new insights. The scope and variety of the topics he covered was breathtaking, as can be deduced from the titles of his works: On Justice, On the Poets, On Wealth, On the Soul, On Pleasure, On the Sciences, On Species and Genus, Deductions, Definitions, Lectures on Political Theory, The Art of Rhetoric, On the Pythagoreans, On Animals, Dissections, On Plants, On Motion, On Astronomy, Homeric Problems, On Magnets, Proverbs, On the River Nile, and so on. Sadly, nearly all the books he published have been lost, and what we know of his philosophy mostly stems from lecture notes, which were hidden in a cave. Needless to say, these lecture notes are often rather difficult to understand without the oral explanations that would have accompanied them. Also, some of them may have been written or edited by students, rather than by Aristotle himself. As Barnes (2000: 5) notes:


. . . it will hardly be a surprise to find that the style of Aristotle’s works is often rugged. Plato’s dialogues are finished literary artefacts, the subtleties of their thought matched by the tricks of their language. Aristotle’s writings for the most part are terse. His arguments are concise. There are abrupt transitions, inelegant repetitions, obscure allusions. . . .


This again has given rise to century-long debates about what exactly Aristotle wrote and meant.


Three types of knowledge


Aristotle divided knowledge into three kinds: productive, practical and theoretical. Productive knowledge was concerned with making things, such as farming, engineering, art or rhetoric. Practical knowledge referred to how men ought to act in various circumstances, both in private and public life (e.g. ethical and political knowledge). Finally, the goal of theoretical knowledge was neither production nor action, but truth. It was further subdivided into three classes: mathematics, natural science (including biology, psychology, meteorology, chemistry, physics) and theology (including astronomy, the substances divine in the heavens and – arguably – logic2).


Theoretical knowledge starts with axioms


According to Aristotle, theoretical knowledge consisted of a series of axioms from which the remaining knowledge was derived by means of logic (notice the influence of Plato and geometry). The axioms were self-evident truths about nature, which were acquired through observation and intuition, and of which the final cause could be discerned. Final causes referred to the purpose of things within the universe. Aristotle’s universe consisted of the Earth in the centre, surrounded by the Moon, Mercury, Venus, the Sun, Mars, Jupiter, Saturn and the Fixed Stars (Figure 1.4).


Two regions were distinguished in the universe: one from the Earth up to the Moon (the sub-lunar region) and one from the Moon to the end of the universe (the super-lunar region). The super-lunar region was filled with aether, a divine and incorruptible element. This region contained immaculate stars moving in perfect harmony. The sub-lunar region was less orderly. Everything there was a mixture of four elements – air, earth, fire and water – and showed constant change: growth and decay, generation and corruption. Each of the four elements had a natural place. For earth and water this was the centre of the Earth. This is why soil, water and solid objects fall to the ground. For air and fire, the natural place was near the Moon’s orbit, which is why they spontaneously go up. All objects had a propensity to travel in a straight line to their natural place (either upward or downward). No other motions were possible, unless they had an external cause (e.g. chariots drawn by horses). The universe was further characterised by a horror of vacuum (i.e. it did not allow a part without one of the elements). This explained why water went up in a pump.




[image: An illustration of Aristotle's way of depicting the universe. It shows the earth in the centre with concentric circles around it representing the Moon, Mercury, Venus, the Sun, Mars, Jupiter, Saturn and the stars that are fixed.]

Figure 1.4 Depiction of the Aristotelian universe in the Renaissance.







Source: Oxford Science Archive/Heritage Images/The Print Collector/Alamy Stock Photo.


According to Aristotle, knowledge of the organisation of the universe and the propensities in it, together with perceptual information, provided humans with the axioms (or first principles) from which all other knowledge could be derived via logic.


Because logic was needed to deduce further knowledge from the axioms, Aristotle also developed a system of how to think logically, to decide what reasoning resulted in true knowledge.


Logic


Because theoretical knowledge was derived from the axioms by means of logic, several of Aristotle’s manuscripts dealt with how to test whether a statement is true or false. Aristotle is generally seen as the father of research on logical reasoning, and many of his insights and customs (e.g. to use letters in statements such as ‘if A then B’) have survived to this day.


Aristotle called elementary statements ‘propositions’. They consisted of two terms related to each other, either in an affirmative way (as in ‘all As are Bs’) or in a negative way (‘no As are Bs’). Propositions were combined into a syllogism. This is an argument consisting of three propositions: the major premise, the minor premise, and the conclusion. A typical example of a syllogism would be:


syllogism


argument consisting of three propositions: the major premise, the minor premise, and the conclusion. The goal of logic is to determine which syllogisms lead to valid conclusions and which do not
















	Major premise:


	All men are mortal.







	Minor premise:


	Aristotle is a man.







	Conclusion:


	Aristotle is mortal.










In his writings Aristotle set out to enumerate which syllogisms invariably led to true conclusions and which led to false ones, thereby defining ways of reasoning that are valid and others that are not.


Aristotle’s writings on logic (of which we will see more in later chapters) are generally considered one of the pinnacles of the Ancient Greek literature. Interestingly, however, Minto (1893) argued that Aristotle’s texts on logic were not in the first instance written from a philosophical point of view, but to help students in a popular word game of that time. In Greek society, one of the social pastimes was ‘Socratic disputations’. In these games, a thesis or proposition was put up for debate, for example, ‘It is a greater evil to do wrong than to suffer wrong’. There were two disputants (and an audience): one questioner, who was limited to asking questions, and one respondent, who was limited to answering with ‘yes’ or ‘no’. The aim of the game was for the questioner to put the respondent in such a position that he was forced to admit the opposite of the original thesis. Aristotle’s writings on logic were in the first place meant to help questioners and respondents to win such games. Or as Minto (1893: 3) wrote:


Aristotle’s Logic has been so long before the world in abstract isolation that we can hardly believe that its form was in any way determined by local accident. A horror of sacrilege is excited by the bare suggestion that the author of this grand and venerable work, one of the most august monuments of transcendent intellect, was in his day and generation only a pre-eminent tutor or schoolmaster, and that his logical writings were designed for the accomplishment of his pupils in a special art in which every intellectually ambitious young Athenian of the period aspired to excel. Yet such is the plain fact, baldly stated. Aristotle’s Logic in its primary aim was as practical as a treatise on Navigation.


The role of observation


Aristotle struggled much more with the role of observation in the generation of true knowledge than Plato (who denied such a role). On the one hand, Aristotle attached much importance to careful observation and documentation. He published the first books with detailed drawings of animals and plants, which laid the foundations of zoology and biology. His History of Animals mentioned more than 500 species of animals, often based on skilful dissection. He also frequently made reference to reports of others, such as hunters, fishermen and beekeepers. As Barnes (2000) noted, Aristotle was an indefatigable collector of facts – whether zoological, astronomical, meteorological, historical and sociological. The next quote also illustrates the importance Aristotle attached to observation (Posterior Analytics, Book II, Part 13):


To resume our account of the right method of investigation: We must start by observing a set of similar – i.e. specifically identical – individuals, and consider what element they have in common. We must then apply the same process to another set of individuals which belong to one species and are generically but not specifically identical with the former set. When we have established what the common element is in all members of this second species, and likewise in members of further species, we should again consider whether the results established possess any identity, and persevere until we reach a single formula, since this will be the definition of the thing. But if we reach not one formula but two or more, evidently the definiendum cannot be one thing but must be more than one.


On the other hand, Aristotle was equally clear that observation alone was not enough for true knowledge. Theoretical knowledge for Aristotle first consisted of knowledge derived from axioms by means of logic. Observation helped to formulate the axioms, but was not enough, as can be seen in the following quote (Aristotle, Posterior Analytics, Book I, Part 3):


Our own doctrine is that not all knowledge is demonstrative: on the contrary, knowledge of the immediate premises is independent of demonstration. (The necessity of this is obvious: for since we must know the prior premises from which the demonstration is drawn, and since the regress must end in immediate truths, those truths must be indemonstrable.) Such, then, is our doctrine, and in addition we maintain that besides scientific knowledge there is its originative source which enables us to recognize the definitions.3


The axioms were more fundamental than observations. They defined the essence of things, what it was to be that thing within the universe. Or as Aristotle wrote (Posterior Analytics, Book I, Part 2):


. . . the premises of demonstrated knowledge must be true, primary, immediate, better known than and prior to the conclusion, which is further related to them as effect to cause. . . . The premises must be the causes of the conclusion, better known than it, and prior to it. . . . Now ‘prior’ and ‘better known’ are ambiguous terms, . . . In saying that the premises of demonstrated knowledge must be primary, I mean that they must be ‘appropriate’ basic truths, for I identify primary premise with basic truth. A ‘basic truth’ in a demonstration is an immediate proposition. An immediate proposition is one which has no other proposition prior to it.


Perception was the source of knowledge, but was not knowledge itself. As Aristotle remarked, all animals have perception, but they do not have theoretical knowledge. The subservient role of observation to knowledge became clear when there was a mismatch between an observation and an existing theory. This is how Barnes (2000: 90–1) summarised Aristotle’s view of deviating observations:


Did he leave any room for chance in nature? He certainly believed . . . that in nature many things happen not invariably but only for the most part. If something happens one way for the most part, then it must happen another way for the least part. Aristotle identified ‘the accidental’ with such exceptions to what happens for the most part. . . . Aristotle adds that such accidental happenings are beyond the purview of science. . . . there are accidental phenomena in nature, and they are not subject to scientific knowledge.


As we will see in later chapters, the relationship between observation and theory has remained a contentious issue in the philosophy of science up to the present day. However, currently deviating observations are no longer considered as ‘exceptions’ that can happen, but rather as an indication that the prevailing theory may be false (see Chapter 9).


On the soul


In the treatise On the Soul, Aristotle further introduced the existence of an animating force in the universe. This force was called psyche (anima in Latin translations) and it was what discriminated living from non-living things. It consisted of three kinds. The lowest, the vegetative soul, was present in all living things, including plants. It enabled organisms to nourish themselves and to reproduce. Animals and humans further had animal souls (or sensitive souls), which provided them with locomotion, sensation, memory and imagination. Finally, humans also had rational souls, enabling them to reason consciously and to lead virtuous lives.




What do you think?


In a previous section we saw that the preliterate culture was characterised by animistic thinking. Do you consider Aristotle’s inclusion of a soul in the universe an example of animism as well? If you don’t know, type ‘Aristotle’ and ‘animism’ in your internet search engine. What do you get?





KEY FIGURE Aristotle




[image: images]


Source: MidoSemsem/Shutterstock.


• Greek philosopher (384–322 BCE).


• Student of Plato.


• Founder of the Lyceum in Athens.


• Contributed to many subjects, such as:


– biology (careful descriptions of animals and plants)


– view of the universe (model of the universe consisting of the earth surrounded by different spheres; the existence of five basic elements: aether, air, earth, fire, water)


– logic (was the first to define propositions, syllogisms, and the rules that result in necessarily true conclusions)


– psychology (his book On the Soul would be central in teachings on psychology well into the eighteenth century).


• Knowledge less based on reason than with Plato; also room for observation.


• Would become the most popular author in the Renaissance; initially led to some tensions with the Roman Catholic Church.





The foundation of schools


Something else the Greek society introduced was a class of literate individuals who hired themselves out for teaching and who transferred the culture. As a result, reading and writing were quite widespread in Ancient Greece. In addition, it resulted in the creation of four prestigious schools, which continued to educate pupils for centuries. The first was the Academy, founded by Plato in 388 BCE. The second was the  Lyceum, established by Aristotle in 335 BCE. Previously, Aristotle had been a member of Plato’s school for 20 years, but some years after Plato’s death he established his own school, presumably because his opinions started to deviate too much from the Platonian view.


Plato’s and Aristotle’s schools were later joined by the Stoa (312 BCE) and the Garden of Epicurus (307 BCE), which are both still famous for the lifestyle they promoted (the Stoic approach based on self-control, fortitude and detachment from distracting emotions vs. the Epicurean approach based on a virtuous and temperate life with the enjoyment of simple pleasures obtained by knowledge and friendship).


The shift to Alexandria


The Greek culture underwent a big expansion under Alexander the Great (356–323 BCE). As a result of his military successes, the Greek culture was propagated over a much wider area, expanding from Egypt to India, and including the whole Fertile Crescent. This created a completely new dynamic of interactions, which became known as the Hellenistic culture. The culture continued after Alexander the Great’s death when the empire fell apart into different states governed by his generals and when the Romans occupied the Hellenistic world (see Figure 1.5).


Much of the new dynamic took place in Alexandria, a city created by Alexander the Great in Egypt that was famous for its massive library. Here thinking was more influenced by mathematics and became much more specialised than the grand, universal philosophies of Plato and Aristotle (Cohen, 2010). The names of the scholars working in this tradition are the ones we usually find in history books of mathematics and sciences. These are a few names:




[image: A map showing major cities in different empires in 240BCE.]

Figure 1.5 The Hellenistic world, cities and empires in 240 BCE.




Description

The four empires with major cities are as follows:




	Antigonid Empire: Petra and Crete 



	Independent states: Bithynia



	Seleucid Empire: Pergamum, Ephesus, Antioch, Seleucia, Babylon and Dura-Europos.



	Ptolematic Empire: Gaza, Tyre, Damascus, Alexandria, Rhodes and Cilicia.













• Euclid (around 300 BCE): best known for his work on geometry, which resulted in the organisation of all available evidence within a coherent framework, known as Euclidian geometry.


• Herophilos (335–280 BCE) and Erasistratos (304–250 BCE): physicians who extended Aristotle’s work on the human anatomy (based on dissections of human bodies). They founded the medical school in Alexandria.


• Archimedes (287–212 BCE): contributed greatly to geometry and also made major contributions to physics, often resulting in new or improved machines.


• Ptolemy (c. 90–c. 168 CE): best known for his book Almagest, which was the most comprehensive treatise on astronomy, along the lines of the Aristotelian universe (Figure 1.4) but more detailed in the description of the movements of the (wandering) stars.


Interim summary


• Ancient Greece was the birthplace of philosophy (Heraclitus, Socrates, Plato, Aristotle). It also saw major advances in medicine (Hippocrates).


• Two great philosophers were Plato and Aristotle.


• Plato and Aristotle also founded schools (respectively the Academy and the Lyceum), which together with two other schools would educate students for centuries. The two other schools were the Stoa (which had an emphasis on self-control) and the Garden of Epicurus (which emphasised the enjoyment of simple pleasures).


• Under Alexander the Great, there was significant expansion and interaction with  other cultures, leading to what is called the Hellenistic culture and a shift to Alexandria, where knowledge became more mathematical and specialised (Euclid, Archimedes, Ptolemy).


1.5Developments from the Roman Empire to the end of the Middle Ages


The Romans


Assimilation of Greek culture


By 200 BCE the Roman Empire had already expanded well outside the Italian peninsula and had started to annex the Greek provinces (Figure 1.6). Because the Romans had much admiration for and interest in the Greek culture, this did not lead to its collapse. Rather, the Greek methods and learning were transferred to Rome, where there was already quite a strong Greek presence and where many educated people mastered Ancient Greek and visited the Greek schools as part of their education. According  to the Roman writer Horace, Rome might have captured Greece militarily and politically, but the artistic and intellectual conquest belonged to the Greeks (as cited in Lindberg 1992: 134).




[image: A map showing Roman Empire in 100 CE.]

Figure 1.6 The Roman Empire at its largest (around 100 CE).




Description

The roman empire in 100 CE included Dalmatia, Dacia, Epirus, Thracia, Macedonia, Achaia, Sicilia, Bithynia, Galatia, Phrygia, Pontus, Cappadocia, Cilicia, Lycia, Syria, Palestina, Arabia Aegyptus, Cyrenaica, Belgica, Lugdunensis, Aquitania, Gallaecia et Asturia, Corsica, Narbonensis, Sardinia Baleares, Baetica Lusitania, Terraconensis, Numidia inf. Proconsularis, Numidia sup., Mauretania, Rom Mare Tyrrhenum, Pontus Euxinus, Gallia Cis, Sarmatia., Moesia sup., Moesia inf. and Britannia.









A typical example of the interactions between the Roman and the Greek cultures is the physician Galen of Pergamon (129–c. 200 CE). Born and educated in Pergamon (part of present-day Turkey), he travelled to Corinth, Crete, Cyprus and finally Alexandria, where he joined the medical school. After another brief stay in Pergamon, where he was responsible for the treatment of gladiators, in 162 CE he went to Rome, where he became one of the best-known practicing physicians. As we will see in Chapter 7, his writings had an enormous impact on medical thinking until well into the second millennium of the Common Era, which is why Galen is usually mentioned as a founder of modern medicine, together with Hippocrates.


Emphasis on practical knowledge


One major difference between the Romans and the Greeks was that the Romans were much more interested in practical questions than the philosophical debates that preoccupied the Greeks. Therefore, the transfer of Greek knowledge did not so much involve the subtleties of philosophy or the advanced levels of Greek mathematics, astronomy and anatomy, but subjects of practical value and intrinsic appeal. For the same reason, the Roman legacy is much more dominated by technological inventions and improvements (e.g. their road-building and invention of road maps) than by their profound philosophical writings.


The wittiest account of the differences between the ancient Romans and Greeks has undoubtedly been written by Cubberley (1920: 74–5). Enjoy for yourself:


The contrast between the Greeks and the Romans is marked in almost every particular. The Greeks were an imaginative, subjective, artistic, and idealistic people, with little administrative ability and few practical tendencies. The Romans, on the other hand, were an unimaginative, concrete, practical, and constructive nation. Greece made its great contribution to world civilization in literature and philosophy and art; Rome in law and order and government. . . .


As a result the Romans developed no great scholarly or literary atmosphere, as the Greeks had done at Athens. They built up no great speculative philosophies, and framed no great theories of government. Even their literature was, in part, an imitation of the Greek, though possessing many elements of native strength and beauty. They were a people who knew how to accomplish results rather than to speculate about means and ends. Usefulness and effectiveness were with them the criteria of the worth of any idea or project. They subdued and annexed an empire, they gave law and order to a primitive world, they civilized and Romanized barbarian tribes, they built roads connecting all parts of their Empire that were the best the world had ever known, their aqueducts and bridges were wonders of engineering skill, their public buildings and monuments still excite admiration and envy, in many of the skilled trades they developed tools and processes of large future usefulness, and their agriculture was the best the world had known up to that time. They were strong where the Greeks were weak, and weak where the Greeks were strong. . . .


The Greeks were an imaginative, impulsive, and a joyous people; the Romans sedate, severe, and superior to the Greeks in persistence and moral force. The Greeks were ever young; the Romans were always grown and serious men.




What do you think?


Something we usually do not realise when we read about the Greek and the Roman civilisations is how small these populations were. The Roman Empire counted some 4 million citizens out of a total of 50–60 million inhabitants. Athens counted some 100,000 citizens out of a total of 250–300,000 inhabitants. Given that only citizens were likely to receive education and take part in intellectual life, this puts their achievements in a new perspective. To what extent could the current rate of scientific progress be a sheer consequence of the number of people involved in research? What other factors might impact on scientific progress?





The Byzantine Empire


Towards the end of the second century CE, the political stability and patronage in the Roman Empire began to fade away. Civil wars gave rise to a division between an East and a West Empire around 300. Rome remained the capital of the West Empire, but the heart of the civilisation shifted to the east, the Hellenistic world, where the Byzantine Empire was founded (Figure 1.7). Its capital was Constantinople (now Istanbul in Turkey). During much of its history it was also known as the Empire of the Greeks because of the dominance of the Greek language and culture. It lasted till 1453 when Constantinople fell to the Ottoman Turks (although there had been a few upheavals in the thirteenth century when Constantinople was attacked and the Crusaders established the Latin Empire between 1204 and 1261).




[image: A map shows the Byzantine Empire in 500CE. It includes Thessalonica, Constantinople, Antioch, Jerusalem and Alexandria.]

Figure 1.7 The Byzantine Empire around 500 CE.









Preservation of the Ancient Greek legacy


Intriguingly, despite nearly 1,000 years of relative prosperity and political stability, Byzantine science never reached the same level as that of the Ancient Greeks. The main contribution of Byzantium to the history of science seems to have been the preservation of the legacy of the Ancient Greeks.


Role of religion


The main factor that is quoted for the decline of scientific advancement (also in Western Europe) is the emergence and eventual dominance of the Christian religion (see e.g. Lindberg 1992). Although it has often been claimed that the halting of science was the result of active opposition by the Christian religion, this does not seem to be true (although there are examples of unpleasant standoffs, as we will see further on). For centuries, religious orders and schools were the main conservators and proponents of the intellectual achievements. A more likely explanation is that they simply were not interested in natural science and considered it to be inferior knowledge (on a par with manual skills). Their attention was much more directed towards religion-related and cultural topics. Not only did the Christian religion have to defend its position against rival contenders, there were also internal divisions, which eventually led to the schism between Roman Catholicism and Eastern Orthodoxy in the eleventh century. As a consequence of the change of focus, the brightest pupils were directed away from scientific issues and science was often associated with paganism.




What do you think?


How has science been presented in your primary and secondary education? Was it seen as less or more interesting and creative than literature, art and rational thinking?





The Arab Empire


Expansion of the Arab Empire


The Arabian peninsula had been untouched by Alexander’s military campaigns. As a result, it was not much affected by Byzantine culture either. In one of the cities of the peninsula, Mecca, Mohammed was born late in the sixth century. He preached a new religion, Islam, on the basis of a series of revelations, which were preserved in the Koran, one of the first books written in Arabic.


By the time of Mohammed’s death in 632 his followers had taken over the Arabian peninsula and were pushing northwards into the Persian Empire. By 661 they had occupied Persia and the Fertile Crescent. By 750 they controlled the north of Africa and nearly all of Spain, where Cordoba and Toledo became important intellectual centres (Figure 1.8).


Scientific achievements


Interest in science increased when in 749 the dynasty of the Abbasid family came to power and a period of stronger political stability and patronage began. Around this time the translation of Greek and Sanskrit works into Arabic started. Agents were sent to Byzantium and India in search of manuscripts and a research institute was founded in Baghdad: the House of Wisdom (ninth century). At the same time, Islamic scholars advanced Greek/Indian knowledge in medicine, astronomy, mathematics and optics. For instance, Ibn al-Haytham’s book Optics, written in the eleventh century, far surpassed its predecessors. As we have seen in a previous section, they also adopted the Indian number system and turned it into a much more efficient mathematical system than what the Greeks and the Romans had achieved. In particular, the book Algebra of the Persian/Arabic scholar al-Khwarizmi (around 820) was a milestone.


The remains of the Western Roman Empire


Science arguably received its biggest blow in the Western part of the Roman Empire, including Rome itself. Already before the Roman Empire fell to the German tribes there was a sharp decline in scientific endeavour because of the political upheaval and economic downfall.




[image: A map shows the Arab empire in 750 CE which includes the northern part of Africa, most of Spain and West Asia.]

Figure 1.8 The Arab Empire around 750 CE.










Decreased access to Greek knowledge


One factor that contributed to this decline was the diminishing knowledge of the Greek language. As argued by Myers-Scotton (2006), the motivation to learn a second language decreases as a function of economic dominance. In particular, members of non-dominant groups are eager to learn a language in addition to their mother tongue, in order to improve their life circumstances and (in the case of scientists) to enlarge their audience. As a consequence, Myers-Scotton argues, the ‘universal language’ (lingua franca) of science has always closely followed the shifts in economic dominance (and is likely to continue to do so in the future). Because the Romans dominated the other nations, it became increasingly unnecessary to study languages other than Latin, whereas more and more individuals became inclined to learn Latin as a second language, rather than Greek. As a result, a language barrier emerged between the Romans and Greek science. This was partly alleviated by an increased availability of Latin translations, but translations did not conserve the full richness of the Greek legacy. Only the works that were thought to be of interest to the Romans made it into Latin and were preserved. For instance, when Christianity became the dominant religion in the third century, there was much more interest in Plato’s writings than in those of the other philosophers, because Plato’s views of a higher, ideal world of which we only see the shadows, coincided with the Church’s view. As a consequence, Plato’s works were among the most widely available.


The contribution of the Catholic Church


After the fall of Rome in 476 and the takeover by Germanic tribes, the Catholic Church became the patron of learning through the creation and support of schools. As in the Byzantine Empire, however, science was not at the forefront of education (to put it mildly), which was centred on theological, ecclesiastical and literary knowledge. In addition, Catholic education was not the sort to foster critical thinking in students. As a result, scientific knowledge not only stalled but fell back from the level it had reached at the height of the Roman Empire. For this reason, scholars in the fourteenth and the fifteenth centuries tended to refer to the Middle Ages in Western Europe as the  ‘Dark Ages’. Only in early twentieth century would researchers rediscover the richness of some of the manuscripts written in that time. An important name in the rediscovery was Pierre Duhem (1861–1916), a French physicist and one of the first historians of science.


Dark Ages


name given in the Renaissance to the Middle Ages, to refer to the lack of independent and scientific thinking in that age


Interim summary


• Ancient Romans:


– assimilated the Greek methods and knowledge


– were more interested in technological advances than in philosophy.


• Byzantine Empire:


– eastern part of the Roman Empire; capital Constantinople; lasted till 1453


– preservation of the legacy of the Ancient Greeks.


• Arab Empire:


– founded on Islam; contained the Fertile Crescent


– translation and extension of the Greek works


– particularly strong on medicine, astronomy, mathematics (algebra) and optics


– occupied most of Spain.


• Western Roman Empire:


– largest decline in scientific knowledge


– Catholic Church main preserver; not very science-oriented


– in the Renaissance referred to as the ‘Dark Ages’.


[image: images]


Just how dark were the Middle Ages?




A phenomenon often observed in history is that the proponents of a new movement despise the time period before them. Sometimes this results in lasting negative views of that period. This is what happened to the Middle Ages. After they were called the Dark Ages by the Italian humanists (who wanted a return to the great ancient civilisations), there has been a tendency to exaggerate just how dark they were, which gave rise to a number of myths. Below we discuss some. If you want to read more, have a look at Numbers (2009) and Hannam (2009).


Myth 1: Nothing was invented in the Middle Ages


The Middle Ages saw major advancements in farming, which led to a considerable growth in the European population. Particularly important were the development of the plough, the horse collar (so that horses and oxen could pull heavier weights), the three-field rotation (so that better crops were grown on the fields) and windmills. Further, the weaponry of the armies was constantly updated, so that countries had varying success in their wars. Eventually this led to the development of weapons that could destroy the strongest defence walls, which was one of the factors leading to the demise of the feudal system with castle lords and serfs. Towards the end of the Middle Ages, spectacles and the mechanical clock were added to the list of new instruments.


Myth 2: Medieval people thought that the earth was flat


Aristotle had already given proof of the sphericity of the earth and this was repeated by nearly all early-medieval writers. Medieval scholars also knew that moonlight was reflected from the Sun.


Myth 3: The medieval Church prohibited dissection and thereby stifled medical progress


The Medieval Church did not prohibit dissection at all. As a matter of fact, the religious authorities did it themselves (e.g. they embalmed bodies and they dissected the bodies of saints to distribute the relics). Opposition usually came from family and local governments. The strongest evidence for Church interference came from Pope Boniface VIII, who in 1299 forbade under pain of excommunication a funerary practice that was becoming increasingly frequent. However, this practice consisted of cutting up the corpse and boiling the flesh off the bones, in order to make it easier to transport for distant burial (a procedure that had gained currency among the Crusaders).


Myth 4: The rise of Christianity was responsible for the demise of ancient science


The demise of ancient science in the West was due to the fall of the Roman Empire. For centuries the Church was the only institution interested in education and preservation of the old texts. From the twelfth century on, the Church also actively promoted the foundation of universities for the education of the higher clergy. In these universities natural philosophy was studied and many theologians considered it an essential part of their training. Because nature had been created by God, man could learn about its creator by studying nature. It is true that Christianity saw natural philosophy not as a legitimate end in itself, but as a means to other ends. Natural philosophy had to accept a subordinate position as the handmaiden of theology and religion, the temporal serving the eternal, but clergy were not prohibited from studying natural philosophy, and many did so.





1.6Turning the tide in the West


The foundation of schools and universities


The revival of learning in the West has a long history. Lindberg (1992) identifies a whole series of small steps. First, there were efforts by Charles the Great around 800 to improve the education in his Carolingian Empire, in particular in the capital, Aachen. Second, as a result of better agricultural techniques there was a population explosion between 1000 and 1200. This resulted in renewed urbanisation and the foundation of larger cathedral schools with broader educational aims. These schools in turn increased the appetite for knowledge in the intellectually able, which created a market for independent teachers, called masters. To improve their living conditions, the teachers organised themselves in guilds, which they called ‘universities’. Bit by bit the guilds acquired wealth and started to lobby for tax exemptions and patronage. The first charters leading to independent university status were awarded in Bologna (1150), Paris (1200) and Oxford (1220).


Students who finished the master’s programme at the universities had the right to teach everywhere (ius ubique docendi), which led to increased mobility of the masters and a harmonisation of the curricula. At the same time, scholars became aware of the much richer cultures on the outskirts of Western Europe and the translation of Arabic and Greek texts into Latin reached a high point. The former mainly happened in Spain, the latter in Italy.


Inclusion of Greek and Arabic texts in the curricula


Many of the Greek and Arabic books were integrated within the curriculum without problems, as they were clearly superior to what was available and often filled a void. This was, for instance, the case for Euclid’s Elements, Ptolemy’s Almagest, al-Khwarizmi’s Algebra, Ibn al-Haytham’s Optics, the Greek and Arabic works on medicine, and the Canon of Medicine written by the Persian/Arabic scholar Avicenna. For instance, by the thirteenth century Ibn al-Haytham’s writings on optics were already incorporated in manuscripts on optics by Roger Bacon (c. 1265), Erasmus Witelo (c. 1275), and John Peckham (c. 1280), which had a considerable influence on Renaissance art (Falco, 2016).


There were more difficulties with Aristotle’s works. For many scientifically-minded scholars, his views and methodology were more inspiring than those of Plato and the Christian theology that had been built on it. This led to some skirmishes at the University of Paris (but not at other universities), where the teaching of Aristotle was forbidden first by the Catholic bishop in 1210 and later by the papal legate. However, in practice this did not prevent the works from being widely available, and by 1255 the University of Paris followed the other universities and put Aristotle at the centre of its teaching in philosophy.


One of the problems with Aristotle was that he claimed that the universe, including the Earth, was eternal, without beginning or end, whereas the Bible clearly indicated the beginning (Genesis) and the end of life (the Last Judgement). This aspect of Aristotle’s view called into question the dependence of life on God, the creator, and His power to intervene in worldly matters. Another problem was that Aristotle saw the soul as the actualisation of the potentialities of the body, which could be interpreted as meaning that the soul was unable to exist without a body and, therefore, ended together with the body. Needless to say, such a view was incompatible with the Christian doctrine of an independent and immortal soul.


Most universities sailed around these contentious issues by not including them in the parts of Aristotle they were teaching. However, the issues were more than isolated differences of view. They arose because Aristotle had come to his conclusions on the basis of observation and reasoning (logic) rather than biblical revelation and church tradition. As these were the elements in Aristotle’s philosophy that attracted the scholars, other disagreements were soon to follow. By 1277 the Catholic bishop of Paris, Etienne Tempier, already had a list of 219 propositions related to Aristotelian philosophy that he would not allow to be taught at the University of Paris.


A cultural movement based on imitation of the Greek and Roman civilisations


The availability of the ancient texts not only influenced scientists but also society as a whole. Slowly but surely the Middle Ages gave way to the Renaissance, a cultural movement based on an imitation of the classical Greek and Roman civilisations. This started in Italy in the fourteenth century and lasted until well into the seventeenth century. Its presence was most visible in architecture and painting (where perspective was discovered) and it produced artists such as Jan van Eyck (c. 1395–1441), Leonardo da Vinci (1452–1519), Michelangelo (1475–1564), and Raphael (1483–1520).


Renaissance


cultural movement from the fourteenth to the seventeenth century based on a rediscovery and imitation of the classical Greek and Roman civilisations


This period also saw the return of scientists in Western Europe of a stature high enough to be remembered today. One of them was Nicolaus Copernicus (1473–1543), who started to question Aristotle’s and Ptolemy’s conviction that the Earth was the centre of the universe and who we will meet again in Chapter 2. Other noteworthy names were Andreas Vesalius (1514 –1564), who restarted and dramatically extended the Greek studies on human anatomy (including dissection), and Gerardus Mercator (1512–1594) who developed a technique to make more accurate maps of the world.


The Protestant Reformation


The Renaissance also saw the birth of Martin Luther who revolted against the perceived greed and corruption of the Papacy. Eventually, this led to the Protestant Reformation, starting in 1517, which resulted in large parts of Europe no longer being under the control of the Roman Catholic Church (most of present-day Germany, the Netherlands, Scandinavia and Switzerland, see Figure 1.9). In the middle of the upheaval, Henry VIII of England founded the Church of England and joined the Reformed movement, although the Church of England always kept its independence from the other Protestant movements. The Reformed Churches stressed much more than the Roman Catholic Church the need for education and critical thinking (in order to be able to read and understand the Bible) and the importance of hard work and worldly success.


Protestant Reformation


movement against the Roman Catholic Church, which was important for the development of science, because it emphasised the need for education, critical thinking, hard work and worldly success




[image: A map of Europe highlighting religions in 1600.]

Figure 1.9 The religious map of Europe c. 1600.




Description

The map shows 5 religious groups in different countries of Europe. They are mentioned as follows:




	Anglican: England, Ireland


	Calvinist and areas of Calvinist influence: Switzerland, Piedmont, Lithuania, Netherlands, Scotland, some parts of France


	Eastern Orthodox: Ottoman empire, Russia


	Lutheran: Holy roman empire, Saxony Thuringia, Prussia


	Roman Catholic:  Portugal, Spain, Papal States, Italy, Hungary, Poland.












According to the German sociologist Max Weber (1864–1920), the Protestant ethic was one of the reasons why the Protestant countries started to outperform the Catholic countries economically. As he wrote (Weber 1904/1905: 3–6):


A glance at the occupational statistics of any country of mixed religious composition brings to light with remarkable frequency a situation which has several times provoked discussion in the Catholic press and literature, and in Catholic congresses in Germany, namely, the fact that business leaders and owners of capital, as well as the higher grades of skilled labour, and even more the higher technically and commercially trained personnel of modern enterprises, are overwhelmingly Protestant. . . .


Thus, to mention only a few facts: there is a great difference discoverable in Baden, in Bavaria, in Hungary, in the type of higher education which Catholic parents, as opposed to Protestant, give their children. That the percentage of Catholics among the students and graduates of higher educational institutions in general lags behind their proportion of the total population, may, to be sure, be largely explicable in terms of inherited differences of wealth. But among the Catholic graduates themselves the percentage of those graduating from the institutions preparing, in particular, for technical studies and industrial and commercial occupations, but in general from those preparing for middle-class business life, lags still farther behind the percentage of Protestants. On the other hand, Catholics prefer the sort of training which the humanistic Gymnasium affords.


Book printing


Interwoven with all these developments (both at the origin of them and heavily relied on by them) was the introduction of book printing in Europe. First (by 1300), letters were carved in a woodblock and printed on cloth (a technique originally invented in China), which allowed mass production of a small number of pages. Later (around 1450) movable printing was invented by Johannes Gutenberg, a technique in which individual metal letters were placed in a matrix and could be recycled for other texts. This allowed cheap production of all types of texts, leading to a rapid and massive availability of information to everyone who was interested, not only in Latin but increasingly in the native languages as well. Millions of books were printed and distributed in a short period of time. An often overlooked factor in this process was the production of paper, something the Europeans learned from the Arabs, who in turn had probably been inspired by the initial Chinese invention. Printing would never have been so easy or prevalent if printers had been forced to print on cloth or parchment.


The importance of (book) printing for the developments discussed in this book can hardly be overstated. Here are just four ways in which printing changed the lives of people interested in knowledge.


First, knowledge came much more within reach. Before the introduction of printed books, scholars only had access to the few books in the library of the institute to which they were attached. If they wanted to consult a book that was not in the library (and there were many of them), they had to travel for weeks, sometimes months, on hazardous roads. This meant that access to knowledge was very limited indeed.
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