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            Preface

        

        This textbook, available in both printed and ebook version, is designed to back beginners’ classes in
            Mathematics in all curricula of scientific nature (such as Engineering, Computer Science and Physics, for
            instance) where mathematical tools are a significant part of the education. It reflects a two-decade
            teaching practice during which it was employed with major returns; this experience, in our view, attests to
            the validity of the approach chosen. The criterion we have adopted is to present the subject matter in a
            clear and immediately applicable way, without renouncing the exposition’s rigour or reducing to a mere
            collection of recipes and formulas. The fundamental concepts and techniques regarding limits, continuity,
            differential and integral calculus for functions of one real variable are presented with the primary
            intention to train students to use them effectually and at the same time critically.

    


    
        
            How to navigate the text


            Setting up a first-year lecture course on mathematical subjects often requires one to make many choices
                about the contents, the language utilised and the level of depth with which the matter is treated. With
                this perspective, the treatise is structured along three levels of engagement, described below.

            The intermediate level corresponds to the material of the first 13 chapters. We first introduce concepts
                informally, and define them rigorously only subsequently. Then we examine the several related
                mathematical properties, and carefully discuss the analytical methods ensuing from them. The most
                important theorems and properties are provided with proofs. A wealth of examples enrich the discussion’s
                theoretical aspects.

            At the first, most basic level the reader may skip all proofs, which are purposely easy to detect,
                together with all the ‘Remarks’ disseminated throughout. To facilitate the learning process, formulas
                that are absolutely key, and important relations, have been emphasised by colours, respectively in light
                blue and grey. We have included, both in the exposition and at the end of the book, many tables
                summarising the most frequent formulas. 

            The third level requires one to work out the additional material available in the digital version only,
                which can be accessed directly from the textbook by scanning the QR Codes. This level allows the more
                motivated and interested readers to deepen their preparation; in particular, the majority of statements
                are accompanied by proofs. We believe in fact that the option of securing a solid and complete body of
                knowledge should be kept, in the tradition of the best higher-education systems.

            To allow for a gentle approach to the subject, in the first two chapters we opted for a more colloquial
                account, in which definitions and properties are often embedded in the discourse. The layout of later
                chapters, instead, highlights more emphatically these structures. Certain definitions and theorems have
                deliberately not been presented in the highest-possible generality, with the idea of favouring an
                immediate comprehension. Statements are typically followed by various examples, and the same goes for
                the description of the procedures for performing calculations. Many observations supplement the
                underlying main line of thought and put the spotlight on, among other details, special cases and
                exceptions.

            Chapter 14 has a different flavour, in that it gathers simple problems conveyed by the real world, to
                solve which it is necessary to apply the mathematical tools presented during the lectures. The printed
                version of the textbook contains a sample of problem sheets that exemplify these applications, while the
                online version offers a wider selection of solved problems.

        

    


    
        
            Self-assessment


            We made a considerable effort to render the material suitable for self-assessment. The large number of
                exercises that close each chapter consents to gauge immediately the proficiency acquired. They are
                grouped according to the chapter’s major themes and are listed by increasing complexity. All problems
                are provided with answers, and for at least half of them the solution is given in full.

            The Pearson Mylab platform makes available an assortment of additional material for self-evaluation,
                including a thousand or so theoretical questions with answers, and the same amount of multiple-choice
                quizzes with correct answers explained. All assessment instruments can be filtered by type, chapter,
                macro-topic or chosen to cover the entire syllabus.
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            The following conventions are used: definitions appear on a grey background, formal statements on light
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                delicate passages and potential sources of mistakes.

        

    


    
        
            
CAPITOLO 1 Basic notions


        

         

        In this introductory chapter we shall present, in a concise way, some of the notions that lie at the
            foundations of the successive study of Mathematical Analysis. Many of these concepts should probably be
            already known to students, perhaps even in a deeper form than what is presented in the sequel. Others might
            be completely new. In any case the following discussion aims at establishing much of the terminology and
            notation that we will frequently use in the next chapters.

        We shall begin by recalling the main operations on sets and the basics of Mathematical Logic needed to
            formalise the proofs and the arguments developed in the sequel. Then we will examine certain important
            number sets and review their properties. Relying on the ordering of real numbers, we shall introduce the
            important concepts of maximum, minimum, supremum and infimum of a numerical set. We will recall the
            definition of Cartesian product of sets and discuss a few examples of relations on the Cartesian plane. At
            last, we will define two relevant integer quantities, the factorial and the binomial coefficient, and
            explain a number of applications to Combinatorics.

    


   
      
         
1.1 Sets
         

         We shall denote setsSet mainly by upper-case letters 
                  
                     
                        X
                        ,
                        Y
                        ,
                        …
                     
                     X,Y,\dots
                  
               , while for the members or elements of a set lower-case letters 
                  
                     
                        x
                        ,
                        y
                        ,
                        …
                     
                     x,y,\dots
                  
                will be used. When an element x lies in the set X one writes 
                  
                     
                        x
                        ∈
                        X
                     
                     x\in X
                  
                (‘x is an element of X’, or ‘the element x belongs to the set
            X’); if not, the symbol 
                  
                     
                        x
                        ∉
                        X
                     
                     x\not\in X
                  
                is used.

         The majority of sets we shall consider are built starting from sets of numbers. Due to their importance, the
            main number sets deserve special symbols, namely:

          
                  
                     
                        
                           
                              
                                 
                                    N
                                 
                              
                              
                                 
                                    =
                                 
                              
                              
                                 
                                    set of natural numbers
                                 
                              
                           
                           
                              
                                 
                                    Z
                                 
                              
                              
                                 
                                    =
                                 
                              
                              
                                 
                                    set of integer numbers
                                 
                              
                           
                           
                              
                                 
                                    Q
                                 
                              
                              
                                 
                                    =
                                 
                              
                              
                                 
                                    set of rational numbers
                                 
                              
                           
                           
                              
                                 
                                    R
                                 
                              
                              
                                 
                                    =
                                 
                              
                              
                                 
                                    set of real numbers
                                 
                              
                           
                           
                              
                                 
                                    C
                                 
                              
                              
                                 
                                    =
                                 
                              
                              
                                 
                                    
                                       set of complex numbers
                                       .
                                    
                                 
                              
                           
                        
                     
                     
                        \displaystyle\begin{array}{lcl}\mathbb{N}&=&\text{set of natural
                        numbers}\\ \mathbb{Z}&=&\text{set of integer numbers}\\
                        \mathbb{Q}&=&\text{set of rational numbers}\\
                        \mathbb{R}&=&\text{set of real numbers}\\
                        \mathbb{C}&=&\text{set of complex numbers}.\end{array}
                  
                

         The definition and main properties of these sets, apart from the last one, will be briefly recalled in
            Sect. 1.3.
            Complex numbers will be dealt with separately in Sect. 3.3.

         Let us fix a non-empty set X, considered as ambient set.Setambient
            A subsetSubset A of X is a set all of whose elements belong
            to X. One writes 
                  
                     
                        A
                        ⊆
                        X
                     
                     A\subseteq X
                  
                (‘A is contained, or included, in X’) if the subset  A  is  allowed
             to  coincide with X, and 
                  
                     
                        A
                        ⊂
                        X
                     
                     A\subset X
                  
                (‘A is properly contained in X’) in case A is a proper subset
            of X, that is, if it does not exhaust the whole X. From the intuitive point of view it may be
            useful to represent subsets as bounded regions in the plane using the so-called Venn diagramsVenn
                     diagrams (see Figure 1.1 (a)).

         [image: Two Venn diagrams (a) and (b). (a): Inside a rectangular box, an uneven bounded set is labeled “A” and another uneven bounded set is labeled “B.” The region inside the two non-intersecting sets is shaded. The region inside the rectangular box and outside the two sets is X.
(b): Inside a rectangular box, an uneven, bounded set is labeled “A.” The region outside the set A and inside the rectangular box is shaded and represents X or C A.]
            Figure 1.1 Venn diagrams (a) and complement
               of a set (b)

         

      

      A subset can be described by listing the elements of X which belong to it

       
               
                  
                     A
                     =
                     {
                     x
                     ,
                     y
                     ,
                     …
                     ,
                     z
                     }
                     ;
                  
                  \displaystyle
                     A=\{x,y,\dots,z\};
               
             

      the order in which elements appear is not essential. This clearly restricts the use of such notation to subsets
         with few elements. More often the notation

       
               
                  
                     A
                     =
                     {
                     x
                     ∈
                     X
                      
                     ∣
                      
                     p
                     (
                     x
                     )
                     }
                     
                     or
                     
                     A
                     =
                     {
                     x
                     ∈
                     X
                       
                     p
                     (
                     x
                     )
                     }
                  
                  \displaystyle A=\{x\in X\ |\
                     p(x)\}\qquad\text{or}\qquad A=\{x\in X\:\ p(x)\}
               
             

      will be used (read ‘A is the subset of elements x of X such that the condition p(x) holds’); p(x) denotes the
         characteristic property of the elements of the subset, i.e., the condition that is valid for the
         elements of the subset only, and not for other elements. For example, the subset A of natural numbers
         smaller than or equal to 4 may be denoted

      
               
                  
                     A
                     =
                     {
                     0
                     ,
                     1
                     ,
                     2
                     ,
                     3
                     ,
                     4
                     }
                     
                     or
                     
                     A
                     =
                     {
                     x
                     ∈
                     N
                      
                     ∣
                      
                     x
                     ≤
                     4
                     }
                     .
                  
                  A=\{0,1,2,3,4\}\qquad\text{or}\qquad
                     A=\{x\in\mathbb{N}\ |\ x\leq 4\}.
               
            

      The expression p(x) =‘
               
                  
                     x
                     ≤
                     4
                  
                  x\leq 4
               
            ’ is an example of predicatePredicate, which we will return to in the
         following section.

      The collection of all subsets of a given set X forms the power setSetpower of X, and is denoted by 
               
                  
                     P
                     (
                     X
                     )
                  
                  {\cal P}(X)
               
            . Obviously 
               
                  
                     X
                     ∈
                     P
                     (
                     X
                     )
                  
                  X\in{\cal P}(X)
               
            . Among the subsets of X there is the empty setSetempty, the set containing no elements. It is usually denoted by
         the symbol 
               
                  ∅
                  \emptyset
               
            , so 
               
                  
                     ∅
                     ∈
                     P
                     (
                     X
                     )
                  
                  \emptyset\in{\cal P}(X)
               
            . All other subsets of X are proper and non-empty.

      Consider for instance 
               
                  
                     X
                     =
                     {
                     1
                     ,
                     2
                     ,
                     3
                     }
                  
                  X=\{1,2,3\}
               
             as ambient set. Then

      
               
                  
                     P
                     (
                     X
                     )
                     =
                     {
                     ∅
                     ,
                     {
                     1
                     }
                     ,
                     {
                     2
                     }
                     ,
                     {
                     3
                     }
                     ,
                     {
                     1
                     ,
                     2
                     }
                     ,
                     {
                     1
                     ,
                     3
                     }
                     ,
                     {
                     2
                     ,
                     3
                     }
                     ,
                     X
                     }
                     .
                  
                  {\cal
                     P}(X)=\{\,\emptyset,\{1\},\{2\},\{3\},\{1,2\},\{1,3\},\{2,3\},X\}.
               
            

      Note that X contains 3 elements (it has cardinalityCardinality 3), while 
               
                  
                     P
                     (
                     X
                     )
                  
                  {\cal P}(X)
               
             has 
               
                  
                     8
                     =
                     
                        2
                        3
                     
                  
                  8=2^{3}
               
             elements, hence it has cardinality 8. In general if a finite set (a set with a finite number
         of elements) has cardinality n, the power set of X has cardinality 
               
                  
                     2
                     n
                  
                  2^{n}
               
            .

      Starting from one or more subsets of X, one can define new subsets by means of set-theoretical
         operations. The simplest operation consists in taking the complement: if A is a subset of X, one
         defines the complementSetcomplement of A (in
         X) to be the subset

       
               
                  
                     C
                     A
                     =
                     {
                     x
                     ∈
                     X
                      
                     ∣
                      
                     x
                     ∉
                     A
                     }
                  
                  \displaystyle{\cal C}A=\{x\in X\ |\
                     x\not\in A\}
               
             

      made of all elements of X not belonging to A (see Figure 1.1 (b)).

      Sometimes, in order to stress that complements are taken with respect to the ambient space X, one uses
         the more precise notation 
               
                  
                     
                        C
                        X
                     
                     A
                  
                  {\cal C}_{X}A
               
            . The following properties are immediate:

      
               
                  
                     C
                     X
                     =
                     ∅
                     ,
                     
                     C
                     ∅
                     =
                     X
                     ,
                     
                     C
                     (
                     C
                     A
                     )
                     =
                     A
                     .
                  
                  {\cal C}X=\emptyset,\qquad{\cal
                     C}\emptyset=X,\qquad{\cal C}({\cal C}A)=A.
               
            

      For example, take 
               
                  
                     X
                     =
                     N
                  
                  X=\mathbb{N}
               
             and let A be the subset of even numbers (multiples of 2), then 
               
                  
                     C
                     A
                  
                  {\cal C}A
               
             is the subset of odd numbers.

      Given two subsets A and B of X, one calls intersectionIntersection of A and B the subset

       
               
                  
                     A
                     ∩
                     B
                     =
                     {
                     x
                     ∈
                     X
                      
                     ∣
                      
                     x
                     ∈
                     A
                      and
                     x
                     ∈
                     B
                     }
                  
                  \displaystyle A\cap B=\{x\in X\ |\ x\in
                     A\text{ and}x\in B\}
               
             

      containing the elements of X that belong to both A and B, and unionUnion of
         A and B the subset

       
               
                  
                     A
                     ∪
                     B
                     =
                     {
                     x
                     ∈
                     X
                      
                     ∣
                      
                     x
                     ∈
                     A
                      or
                     x
                     ∈
                     B
                     }
                  
                  \displaystyle A\cup B=\{x\in X\ |\ x\in
                     A\text{ or}x\in B\}
               
             

      made of the elements that are either in A or in B (this is meant non-exclusively, so it includes
         elements of 
               
                  
                     A
                     ∩
                     B
                  
                  A\cap B
               
            ), see Figure 1.2. 

      [image: Two Venn diagrams (a) and (b) show the intersection and union of sets, respectively. (a): Inside a rectangular box, an uneven bounded set is labeled “A” and another uneven bounded set is labeled “B.” The two sets intersect each other and the intersecting region is shaded. The intersecting region is labeled A intersection B. The region inside the rectangular box and outside the two sets is X.
(b): Inside a rectangular box, an uneven bounded set is labeled “A” and another uneven bounded set is labeled “B.” The two sets intersect each other. The two sets are completely shaded and labeled A union B. The region inside the rectangular box and outside the two sets is X.]
         Figure 1.2 Intersection (a)
            and union (b) of sets

      

      We recall some properties of these operations.

      i) Boolean properties:

      
               
                  
                     A
                     ∩
                     C
                     A
                     =
                     ∅
                     ,
                     
                     A
                     ∪
                     C
                     A
                     =
                     X
                     ;
                  
                  A\cap{\cal C}A=\emptyset,\qquad
                     A\cup{\cal C}A=X;
               
            

      ii) commutative, associative and distributive properties:

      
               
                  
                     A
                     ∩
                     B
                     =
                     B
                     ∩
                     A
                     ,
                  
                  \displaystyle A\cap B=B\cap
                     A,
               
            
               
                  
                     A
                     ∪
                     B
                     =
                     B
                     ∪
                     A
                     ,
                  
                  \displaystyle A\cup B=B\cup
                     A,
               
            

      
               
                  
                     (
                     A
                     ∩
                     B
                     )
                     ∩
                     C
                     =
                     A
                     ∩
                     (
                     B
                     ∩
                     C
                     )
                     ,
                  
                  \displaystyle(A\cap B)\cap C=A\cap(B\cap
                     C),
               
            
               
                  
                     (
                     A
                     ∪
                     B
                     )
                     ∪
                     C
                     =
                     A
                     ∪
                     (
                     B
                     ∪
                     C
                     )
                     ,
                  
                  \displaystyle(A\cup B)\cup C=A\cup(B\cup
                     C),
               
            

      
               
                  
                     (
                     A
                     ∩
                     B
                     )
                     ∪
                     C
                     =
                     (
                     A
                     ∪
                     C
                     )
                     ∩
                     (
                     B
                     ∪
                     C
                     )
                     ,
                  
                  \displaystyle(A\cap B)\cup C=(A\cup
                     C)\cap(B\cup C),
               
            
               
                  
                     (
                     A
                     ∪
                     B
                     )
                     ∩
                     C
                     =
                     (
                     A
                     ∩
                     C
                     )
                     ∪
                     (
                     B
                     ∩
                     C
                     )
                     ;
                  
                  \displaystyle(A\cup B)\cap C=(A\cap
                     C)\cup(B\cap C);
               
            

      iii) De Morgan laws:De
                  Morgan laws

      
               
                  
                     C
                     (
                     A
                     ∩
                     B
                     )
                     =
                     C
                     A
                     ∪
                     C
                     B
                     ,
                     
                     C
                     (
                     A
                     ∪
                     B
                     )
                     =
                     C
                     A
                     ∩
                     C
                     B
                     .
                  
                  {\cal C}(A\cap B)={\cal C}A\cup{\cal
                     C}B,\qquad{\cal C}(A\cup B)={\cal C}A\cap{\cal C}B.
               
            

      Notice that the condition 
               
                  
                     A
                     ⊆
                     B
                  
                  A\subseteq B
               
             is equivalent to 
               
                  
                     A
                     ∩
                     B
                     =
                     A
                  
                  A\cap B=A
               
            , or 
               
                  
                     A
                     ∪
                     B
                     =
                     B
                  
                  A\cup B=B
               
            .

      There are another couple of useful operations. The first is the differenceDifference between a subset A and a subset B,
         sometimes called relative complement of B in A

       
               
                  
                     A
                     ∖
                     B
                     =
                     {
                     x
                     ∈
                     A
                      
                     ∣
                      
                     x
                     ∉
                     B
                     }
                     =
                     A
                     ∩
                     C
                     B
                  
                  \displaystyle A\setminus B=\{x\in A\ |\
                     x\not\in B\}=A\cap{\cal C}B
               
             

      (read ‘A minus B’), which selects the elements of A that do not belong to B. The
         second operation is the symmetric differenceDifferencesymmetric of the subsets A and B

       
               
                  
                     A
                      
                     Δ
                      
                     B
                     =
                     (
                     A
                     ∖
                     B
                     )
                     ∪
                     (
                     B
                     ∖
                     A
                     )
                     =
                     (
                     A
                     ∪
                     B
                     )
                     ∖
                     (
                     A
                     ∩
                     B
                     )
                     ,
                  
                  \displaystyle A\,\Delta\,B=(A\setminus
                     B)\cup(B\setminus A)=(A\cup B)\setminus(A\cap B),
               
             

      which picks out the elements belonging either to A or B, but not both (see Figure 1.3).

      [image: Two Venn diagrams (a) and (b) show the difference and symmetric difference, respectively. (a): Inside a rectangular box, an uneven bounded set is labeled “A” and another uneven bounded set is labeled “B.” The two sets intersect each other and the region inside A but not inside B is shaded. The shaded region inside A is labeled A minus B. The region inside the rectangular box and outside the two sets is X.
(b): Inside a rectangular box, an uneven bounded set is labeled “A” and another uneven bounded set is labeled “B.” The two sets intersect each other. The region inside the two sets except the intersecting region is shaded and labeled A delta B. The region inside the rectangular box and outside the two sets is X.]
         Figure 1.3 The difference (a) and the symmetric
            difference (b) of sets

      

      For example, let 
               
                  
                     X
                     =
                     N
                  
                  X=\mathbb{N}
               
            , A be the set of even numbers and 
               
                  
                     B
                     =
                     {
                     n
                     ∈
                     N
                      
                     ∣
                      
                     n
                     ≤
                     10
                     }
                  
                  B=\{n\in\mathbb{N}\ |\ n\leq
                     10\}
               
             the set of natural numbers not exceeding 11. Then 
               
                  
                     B
                     ∖
                     A
                     =
                     {
                     1
                     ,
                     3
                     ,
                     5
                     ,
                     7
                     ,
                     9
                     }
                  
                  B\setminus A=\{1,3,5,7,9\}
               
             is the set of odd numbers smaller than 10, 
               
                  
                     A
                     ∖
                     B
                  
                  A\setminus B
               
             is the set of even numbers larger than 10, and 
               
                  
                     A
                     Δ
                     B
                  
                  A\Delta B
               
             is the union of the latter two.

   


   
      
         
1.2 Elements of mathematical
            logic


         In Mathematical Logic a formulaFormula is a declarative sentence, or statement, whose truth or
            falsehood can be established. Thus within a certain context a formula carries a truth value: True or
            False. The truth value can be variously represented, for instance using the binary value of a memory bit (1
            or 0), or by the state of an electric circuit (open or close).

         Examples of formulas are: ‘7 is an odd number’ (True), ‘
                  
                     
                        3
                        >
                        
                           12
                        
                     
                     3>\sqrt{12}
                  
               ’ (False), ‘Venus is a star’ (False), ‘This text is written in English’ (True), and so on.
            The statement ‘Milan is far from Rome’ is not a formula, at least without further specifications on the
            notion of distance; in this respect ‘Milan is farther from Rome than Turin’ (False) is a formula.

         We shall indicate formulas by lower-case letters 
                  
                     
                        p
                        ,
                        q
                        ,
                        r
                        ,
                        …
                     
                     p,q,r,\dots
                  
               .

         
            
1.2.1 Connectives

            New formulas can be built from old ones using logical operations expressed by certain formal symbols,
               called connectivesConnective. A logical operation can be represented by a table,
               called Truth table, Truth table which shows the truth value of the result of the
               operation depending on the truth values of its arguments.

            The simplest operation is called logical negationLogicalnegation: by the symbol

             
                     
                        
                           ¬
                           p
                           
                           
                              
                                 (
                                 spoken ‘not 
                              
                              
                                 p
                              
                              
                                 ’
                                 )
                              
                           
                        
                        \displaystyle\neg
                           p\qquad\text{(spoken `not $p$')}
                     
                   

            one indicates the formula whose truth value is True if p is False, and False if p is True.
               For example if p=‘7 is a rational number’ (True), then 
                     
                        
                           ¬
                           p
                        
                        \neg p
                     
                   =‘7 is an irrational number’ (False). The truth table for the logical negation is found
               in Table 1.1.

            
               
Table 1.1  Truth table for logical negation
               
               
                  
                     	 
                              
                                 
                                       
                                    p
                                      
                                 
                                 \ \ \ p\ \ 
                              
                           

                     	
                              
                                 
                                    ¬
                                    p
                                     
                                 
                                 \neg p\ 
                              
                           
                  

                  
                     	T
                     	F
                  

                  
                     	F
                     	T
                  

               
            

            The logical conjunctionLogicalconjunction of two
               formulas p and q is the formula

             
                     
                        
                           p
                           ∧
                           q
                           
                           
                              
                                 (
                                 spoken ‘
                              
                              
                                 p
                              
                               and 
                              
                                 q
                              
                              
                                 ’
                                 )
                              
                           
                        
                        \displaystyle p\wedge
                           q\qquad\text{(spoken `$p$ and $q$')}
                     
                   

            which is true if both p and q are true, false otherwise. The logical disjunctionLogicaldisjunction of
               p and q is the formula

             
                     
                        
                           p
                           ∨
                           q
                           
                           
                              
                                 (
                                 spoken ‘
                              
                              
                                 p
                              
                               or 
                              
                                 q
                              
                              
                                 ’
                                 )
                              
                           
                        
                        \displaystyle p\vee
                           q\qquad\text{(spoken `$p$ or $q$')}
                     
                   

            The disjunction is false if p and q are both false, true in all other cases. Consider for
               example p =‘7 is a rational number’ and q = ‘7 is an even number’; the formula 
                     
                        
                           p
                           ∧
                           q
                        
                        p\wedge q
                     
                   = ‘7 is an even rational number’ is false since q is false, and 
                     
                        
                           p
                           ∨
                           q
                        
                        p\vee q
                     
                   = ‘7 is rational or even’ is true because p is true. Tables 1.2 and 1.3 show the truth tables of the logical conjunction and disjunction.

            
               
Table 1.2  Truth table for logical
                  conjunction
               
                  
                     	 p

                     	q
                     	
                              
                                 
                                     
                                    p
                                    ∧
                                    q
                                     
                                 
                                 \ p\wedge q\ 
                              
                           
                  

                  
                     	T
                     	T
                     	T
                  

                  
                     	T
                     	F
                     	F
                  

                  
                     	F
                     	T
                     	F
                  

                  
                     	F
                     	F
                     	F
                  

               
            

            
               
Table 1.3  Truth table for logical
                  disjunction
               
                  
                     	 p

                     	q
                     	
                              
                                 
                                     
                                    p
                                    ∨
                                    q
                                     
                                 
                                 \ p\vee q\ 
                              
                           
                  

                  
                     	T
                     	T
                     	T
                  

                  
                     	T
                     	F
                     	T
                  

                  
                     	F
                     	T
                     	T
                  

                  
                     	F
                     	F
                     	F
                  

               
            

            Many statements in Mathematics are of the kind ‘If p is true, then q is true’, which is
               also understood as ‘a sufficient condition for q to be true is that p be true’, or ‘a
               necessary condition for p to be true is that q be true’. Such statements are different ways
               of expressing the same formula

             
                     
                        
                           p
                           ⇒
                           q
                           
                           
                              
                                 (
                                 spoken ‘
                              
                              
                                 p
                              
                               implies 
                              
                                 q
                              
                              
                                 ’
                                 ,
                                  or ‘if 
                              
                              
                                 p
                              
                              
                                 ,
                                  then 
                              
                              
                                 q
                              
                              
                                 ’
                                 )
                              
                           
                        
                        \displaystyle p\Rightarrow
                           q\qquad\text{(spoken `$p$ implies $q$', or `if $p$, then
                           $q$')}
                     
                   

            called logical implicationLogicalimplication. The
               proposition p is the ‘hypothesis’ or ‘assumption’, while q is the ‘consequence’,
               ‘conclusion’ or ‘thesis’. By definition, the formula 
                     
                        
                           p
                           ⇒
                           q
                        
                        p\Rightarrow q
                     
                   is false if p is true and q false, otherwise it is always true. In other
               words the implication does not allow one to deduce a false conclusion from a true assumption, yet it does
               not exclude a true conclusion being implied by a false hypothesis. Hence the statement ‘if it rains, I’ll
               take the umbrella’ prevents me from going out without umbrella when it rains, but will not affect my
               decision if the sky is clear. The truth table for the logical implication is found in Table 1.4.

            
               
Table 1.4  Truth table for logical
                  implication
               
                  
                     	 p

                     	q
                     	
                              
                                 
                                    p
                                    ⇒
                                    q
                                 
                                 p\Rightarrow
                                    q
                              
                           
                  

                  
                     	T
                     	T
                     	T
                  

                  
                     	T
                     	F
                     	F
                  

                  
                     	F
                     	T
                     	T
                  

                  
                     	F
                     	F
                     	T
                  

               
            

            Using p and q it is easy to check that the formula 
                     
                        
                           p
                           ⇒
                           q
                        
                        p\Rightarrow q
                     
                   has the same truth value as 
                     
                        
                           ¬
                           p
                           ∨
                           q
                        
                        \neg p\vee q
                     
                  . Therefore the connective 
                     
                        ⇒
                        \Rightarrow
                     
                   can be expressed in terms of the basic connectives 
                     
                        ¬
                        \neg
                     
                   and 
                     
                        ∨
                        \vee
                     
                  .

            Other frequent statements are structured as follows: ‘the conclusion q is true if and only if the
               assumption p is true’, or ‘a necessary and sufficient condition for a true q is a true
               p’. Statements of this kind correspond to the formula

             
                     
                        
                           p
                           ⇔
                           q
                           
                           
                              
                                 (
                                 spoken ‘
                              
                              
                                 p
                              
                              
                                  is 
                                 (
                                 logically
                                 )
                                  equivalent to 
                              
                              
                                 q
                              
                              
                                 ’
                                 )
                              
                           
                        
                        \displaystyle p\Leftrightarrow
                           q\qquad\text{(spoken `$p$ is (logically) equivalent to
                           $q$')}
                     
                   

            called logical equivalenceLogicalequivalence. A
               logical equivalence is true if p and q are simultaneously true or simultaneously false, and
               false if the truth values of p and q differ. An example is the statement ‘a natural number
               is odd if and only if its square is odd’. The truth table for the logical equivalence is found in
               Table 1.5.

            
               
Table 1.5  Truth table for logical
                  equivalence
               
                  
                     	 p

                     	q
                     	
                              
                                 
                                    p
                                    ⇔
                                    q
                                 
                                 p\Leftrightarrow
                                    q
                              
                           
                  

                  
                     	T
                     	T
                     	T
                  

                  
                     	T
                     	F
                     	F
                  

                  
                     	F
                     	T
                     	F
                  

                  
                     	F
                     	F
                     	T
                  

               
            

            The formula 
                     
                        
                           p
                           ⇔
                           q
                        
                        p\Leftrightarrow q
                     
                   is the conjunction of 
                     
                        
                           p
                           ⇒
                           q
                        
                        p\Rightarrow q
                     
                   and 
                     
                        
                           q
                           ⇒
                           p
                        
                        q\Rightarrow p
                     
                  , in other words 
                     
                        
                           p
                           ⇔
                           q
                        
                        p\Leftrightarrow q
                     
                   and 
                     
                        
                           (
                           p
                           ⇒
                           q
                           )
                           ∧
                           (
                           q
                           ⇒
                           p
                           )
                        
                        (p\Rightarrow q)\wedge(q\Rightarrow
                           p)
                     
                   have the same truth value. Hence the connective 
                     
                        ⇔
                        \Leftrightarrow
                     
                   can be expressed by means of the basic connectives 
                     
                        ¬
                        \neg
                     
                  , 
                     
                        ∨
                        \vee
                     
                   and 
                     
                        ∧
                        \wedge
                     
                  .

            The formula 
                     
                        
                           p
                           ⇒
                           q
                        
                        p\Rightarrow q
                     
                   (a statement like ‘if p, then q’) can be expressed invarious other forms,
               all logically equivalent. These represent rules of inference

            to attain the truth of the implication. For example, 
                     
                        
                           p
                           ⇒
                           q
                        
                        p\Rightarrow q
                     
                   is logically equivalent to the formula 
                     
                        
                           ¬
                           q
                           ⇒
                           ¬
                           p
                        
                        \neg q\Rightarrow\neg
                           p
                     
                  , called contrapositive formulaFormulacontrapositive; symbolically

            
                     
                        
                           (
                           p
                           ⇒
                           q
                           )
                           ⟺
                           (
                           ¬
                           q
                           ⇒
                           ¬
                           p
                           )
                           .
                        
                        (p\Rightarrow q)\ \iff\ (\neg
                           q\Rightarrow\neg p).
                     
                  

            This is an easy check: 
                     
                        
                           p
                           ⇒
                           q
                        
                        p\Rightarrow q
                     
                   is by definition false only when p is true and q false, i.e., when 
                     
                        
                           ¬
                           q
                        
                        \neg q
                     
                   is true and 
                     
                        
                           ¬
                           p
                        
                        \neg p
                     
                   false. But this corresponds precisely to the falsehood of 
                     
                        
                           ¬
                           q
                           ⇒
                           ¬
                           p
                        
                        \neg q\Rightarrow\neg
                           p
                     
                  . Therefore we have established the following inference rule: in order to prove that the
               truth of p implies the truth of q, one may assume that the conclusion q is false and
               deduce from it the falsehood of the assumption p. For instance, to prove the implication ‘if a
               natural number is odd, then 10 does not divide it’, we may suppose that the given number is a multiple of
               10 and (easily) deduce that the number must be even.

            A second inference rule is the so-called proof by contradiction,Proof by
                        contradiction which we will sometimes use in the textbook. This is expressed by
            

            
                     
                        
                           (
                           p
                           ⇒
                           q
                           )
                           ⟺
                           (
                           p
                           ∧
                           ¬
                           q
                           ⇒
                           ¬
                           p
                           )
                           .
                        
                        (p\Rightarrow q)\ \iff\
                           (p\wedge\neg q\Rightarrow\neg p).
                     
                  

            In order to prove the implication 
                     
                        
                           p
                           ⇒
                           q
                        
                        p\Rightarrow q
                     
                   one can proceed as follows: suppose p is true and the conclusion q is
               false, and try to prove that the initial hypothesis p is false. Since p is also true, we
               obtain a self-contradictory statement. 

            A more general form of the proof by contradiction is given by the formula

            
                     
                        
                           (
                           p
                           ⇒
                           q
                           )
                           ⟺
                           (
                           p
                           ∧
                           ¬
                           q
                           ⇒
                           r
                           ∧
                           ¬
                           r
                           )
                           ,
                        
                        (p\Rightarrow q)\ \iff\
                           (p\wedge\neg q\Rightarrow r\wedge\neg r),
                     
                  

            where r is an additional formula: the implication 
                     
                        
                           p
                           ⇒
                           q
                        
                        p\Rightarrow q
                     
                   is equivalent to assuming p true and q false, then deducing a
               simultaneously true and false statement r (note that the formula 
                     
                        
                           r
                           ∧
                           ¬
                           r
                        
                        r\wedge\neg r
                     
                   is always false, whichever the truth value of r).

            At last, we mention a further rule of inference, called Principle of Induction, that will be
               stated in Theorem 1.1.

         

         
            
1.2.2 Predicates

            Let us now introduce a central concept. A predicatePredicate is an assertion or property
               
                     
                        
                           p
                           (
                           x
                           ,
                           …
                           )
                        
                        p(x,\dots)
                     
                   that depends upon one or more variables 
                     
                        
                           x
                           ,
                           …
                        
                        x,\dots
                     
                   belonging to suitable sets, and which becomes a formula (hence true or false) whenever
               the variables are fixed. Let us consider an example. If x is an element of the set of natural
               numbers, the assertion p(x) = ‘x is an odd number’ is a
               predicate: p(7) is true, 
                     
                        
                           p
                           (
                           10
                           )
                        
                        p(10)
                     
                   false etc. If x and y denote students of the Polytechnic of Turin, the
               statement 
                     
                        
                           p
                           (
                           x
                           ,
                           y
                           )
                        
                        p(x,y)
                     
                   = ‘x and y attend the same lectures’ is a predicate.

            Observe that the aforementioned logical operations can be applied to predicates as well, and give rise to
               new predicates (e.g., 
                     
                        
                           ¬
                           p
                           (
                           x
                           )
                        
                        \neg p(x)
                     
                  , 
                     
                        
                           p
                           (
                           x
                           )
                           ∨
                           q
                           (
                           x
                           )
                        
                        p(x)\vee q(x)
                     
                   and so on). This fact, by the way, establishes a precise relationship among the
               essential connectives 
                     
                        
                           ¬
                           ,
                           ∧
                           ,
                           ∨
                        
                        \neg,\wedge,\vee
                     
                   and the set-theoretical operations of complementationSetcomplement, intersectionIntersection and unionUnion. In
               fact, recalling the definition 
                     
                        
                           A
                           =
                           {
                           x
                           ∈
                           X
                            
                           ∣
                            
                           p
                           (
                           x
                           )
                           }
                        
                        A=\{x\in X\ |\ p(x)\}
                     
                   of subsetSubset of a given set X, the ‘characteristic property’ p(x) of the elements of A is nothing else but a predicate, which is
               true precisely for the elements of A. The complement 
                     
                        
                           C
                           A
                        
                        {\cal C}A
                     
                   is therefore obtained by negating the characteristic property

            
                     
                        
                           C
                           A
                           =
                           {
                           x
                           ∈
                           X
                            
                           ∣
                            
                           ¬
                           p
                           (
                           x
                           )
                           }
                           .
                        
                        {\cal C}A=\{x\in X\ |\ \neg
                           p(x)\}.
                     
                  

            The intersection and the union of A with another subset 
                     
                        
                           B
                           =
                           {
                           x
                           ∈
                           X
                            
                           ∣
                            
                           q
                           (
                           x
                           )
                           }
                        
                        B=\{x\in X\ |\ q(x)\}
                     
                   are respectively described by the conjunction and the disjunction of the corresponding
               characteristic properties:

            
                     
                        
                           A
                           ∩
                           B
                           =
                           {
                           x
                           ∈
                           X
                            
                           ∣
                            
                           p
                           (
                           x
                           )
                           ∧
                           q
                           (
                           x
                           )
                           }
                           ,
                           
                           A
                           ∪
                           B
                           =
                           {
                           x
                           ∈
                           X
                            
                           ∣
                            
                           p
                           (
                           x
                           )
                           ∨
                           q
                           (
                           x
                           )
                           }
                           .
                        
                        A\cap B=\{x\in X\ |\ p(x)\wedge
                           q(x)\},\qquad A\cup B=\{x\in X\ |\ p(x)\vee q(x)\}.
                     
                  

            The properties of the set-theoretical operations recalled in the previous section translate into similar
               properties enjoyed by the logical operations, which the reader can easily write down.

         

         
            
1.2.3 Quantifiers

            Given a predicate p(x), with the variable x belonging to a
               certain set X, one is naturally led to ask whether p(x) is true
               for all elements x, or if there exists at least one element x making p(x) true. When posing such questions we are actually considering the
               formulas

             
                     
                        
                           ∀
                           x
                           ,
                            
                           p
                           (
                           x
                           )
                           
                           
                              
                                 (
                                 spoken ‘for every 
                              
                              
                                 x
                              
                              
                                 ,
                                  
                              
                              
                                 p
                                 (
                                 x
                                 )
                              
                              
                                  holds’
                                 )
                              
                           
                        
                        \displaystyle\forall x,\
                           p(x)\quad\text{(spoken `for every $x$, $p(x)$ holds')}
                     
                   

            and

             
                     
                        
                           ∃
                           x
                           ,
                            
                           p
                           (
                           x
                           )
                           
                           
                              
                                 (
                                 spoken ‘there exists al least one 
                              
                              
                                 x
                              
                              
                                 ,
                                  such that 
                              
                              
                                 p
                                 (
                                 x
                                 )
                              
                              
                                  holds’
                                 )
                              
                           
                           .
                        
                        \displaystyle\exists x,\
                           p(x)\quad\text{(spoken `there exists al least one $x$, such that $p(x)$
                           holds')}.
                     
                   

            If indicating the set to which x belongs becomes necessary, one writes ‘
                     
                        
                           ∀
                           x
                           ∈
                           X
                           ,
                            
                           p
                           (
                           x
                           )
                        
                        \forall x\in X,\ p(x)
                     
                  ’ and ‘
                     
                        
                           ∃
                           x
                           ∈
                           X
                           ,
                            
                           p
                           (
                           x
                           )
                        
                        \exists x\in X,\ p(x)
                     
                  ’. The symbol 
                     
                        ∀
                        \forall
                     
                   (‘for all’) is called universal quantifierQuantifieruniversal, and the symbol 
                     
                        ∃
                        \exists
                     
                   (‘there exists at least’) is said existential quantifierQuantifierexistential.
               Sometimes a third quantifier is used, 
                     
                        
                           ∃
                           !
                        
                        \exists!
                     
                  , which means ‘there exists one and only one element’ or ‘there exists a unique’.

            We wish to stress that putting a quantifier in front of a predicate transforms the latter into a formula,
               whose truth value may be then determined. The predicate p(x) =
               ‘x is strictly less than 7’ for example, yields the false formula ‘
                     
                        
                           ∀
                           x
                           ∈
                           N
                           ,
                            
                           p
                           (
                           x
                           )
                        
                        \forall x\in\mathbb{N},\
                           p(x)
                     
                  ’ (since p(8) is false, for example), while ‘
                     
                        
                           ∃
                           x
                           ∈
                           N
                           ,
                            
                           p
                           (
                           x
                           )
                        
                        \exists x\in\mathbb{N},\
                           p(x)
                     
                  ’ is true (e.g., 
                     
                        
                           x
                           =
                           6
                        
                        x=6
                     
                   satisfies the assertion).

            [image: A caution symbol with an exclamation mark inside a triangular boundary.]The effect of negation on a quantified predicate
               must be handled with attention. Suppose for instance that x indicates the generic student of the
               Polytechnic, and let p(x) = ‘x is an Italian citizen’. The
               formula ‘
                     
                        
                           ∀
                           x
                           ,
                            
                           p
                           (
                           x
                           )
                        
                        \forall x,\ p(x)
                     
                  ’ (‘every student of the Polytechnic has Italian citizenship’) is false. Therefore its
               negation ‘
                     
                        
                           ¬
                           (
                           ∀
                           x
                           ,
                            
                           p
                           (
                           x
                           )
                           )
                        
                        \neg(\forall x,\ p(x))
                     
                  ’ is true, but beware: the latter does not state that all students are foreign, but
               rather that ‘there is at least one student who is not Italian’. Hence the negation of ‘
                     
                        
                           ∀
                           x
                           ,
                            
                           p
                           (
                           x
                           )
                        
                        \forall x,\ p(x)
                     
                  ’ is ‘
                     
                        
                           ∃
                           x
                           ,
                            
                           ¬
                           p
                           (
                           x
                           )
                        
                        \exists x,\ \neg p(x)
                     
                  ’. We can symbolically write

             
                     
                        
                           ¬
                           (
                           ∀
                           x
                           ,
                            
                           p
                           (
                           x
                           )
                           )
                           ⟺
                           ∃
                           x
                           ,
                            
                           ¬
                           p
                           (
                           x
                           )
                           .
                        
                        \displaystyle\neg(\forall x,\
                           p(x))\ \ \iff\ \ \exists x,\ \neg p(x).
                     
                   

            Similarly, it is not hard to convince oneself of the logical equivalence

             
                     
                        
                           ¬
                           (
                           ∃
                           x
                           ,
                            
                           p
                           (
                           x
                           )
                           )
                           ⟺
                           ∀
                           x
                           ,
                            
                           ¬
                           p
                           (
                           x
                           )
                           .
                        
                        \displaystyle\neg(\exists x,\
                           p(x))\ \ \iff\ \ \forall x,\ \neg p(x).
                     
                   

            If a predicate depends upon two or more arguments, each of them may be quantified. Yet the order
               in which the quantifiers are written can be essential. Namely, two quantifiers of the same type (either
               universal or existential) can be swapped without modifying the truth value of the formula; in other terms
            

             
                     
                        
                           
                              
                                 
                                    
                                       
                                          ∀
                                          x
                                           
                                          ∀
                                          y
                                          ,
                                           
                                          p
                                          (
                                          x
                                          ,
                                          y
                                          )
                                       
                                    
                                 
                                 
                                    
                                       
                                          ⟺
                                       
                                    
                                 
                                 
                                    
                                       
                                           
                                          ∀
                                          y
                                           
                                          ∀
                                          x
                                          ,
                                           
                                          p
                                          (
                                          x
                                          ,
                                          y
                                          )
                                          ,
                                       
                                    
                                 
                              
                              
                                 
                                    
                                       
                                          ∃
                                          x
                                           
                                          ∃
                                          y
                                          ,
                                           
                                          p
                                          (
                                          x
                                          ,
                                          y
                                          )
                                       
                                    
                                 
                                 
                                    
                                       
                                          ⟺
                                       
                                    
                                 
                                 
                                    
                                       
                                           
                                          ∃
                                          y
                                           
                                          ∃
                                          x
                                          ,
                                           
                                          p
                                          (
                                          x
                                          ,
                                          y
                                          )
                                          .
                                       
                                    
                                 
                              
                           
                        
                        \displaystyle\begin{array}{lcl}\forall x\,\forall y,\
                           p(x,y)&\iff&\ \forall y\,\forall x,\ p(x,y),\\ \exists x\,\exists
                           y,\ p(x,y)&\iff&\ \exists y\,\exists x,\
                           p(x,y).\end{array}
                     
                   

            [image: A caution symbol with an exclamation mark inside a triangular boundary.]On the contrary, exchanging quantifiers of
               different type usually leads to distinct formulas, so one should be very careful when ordering
                  quantifiers.

            As an example, consider the predicate 
                     
                        
                           p
                           (
                           x
                           ,
                           y
                           )
                        
                        p(x,y)
                     
                   = ‘
                     
                        
                           x
                           ≥
                           y
                        
                        x\geq y
                     
                  ’, with x, y varying in the set of natural numbers. The formula ‘
                     
                        
                           ∀
                           x
                            
                           ∀
                           y
                           ,
                            
                           p
                           (
                           x
                           ,
                           y
                           )
                        
                        \forall x\,\forall y,\
                           p(x,y)
                     
                  ’ means ‘given any two natural numbers, each one is greater than or equal to the other’,
               clearly a false statement. The formula ‘
                     
                        
                           ∀
                           x
                            
                           ∃
                           y
                           ,
                            
                           p
                           (
                           x
                           ,
                           y
                           )
                        
                        \forall x\,\exists y,\
                           p(x,y)
                     
                  ’, meaning ‘given any natural number x, there is a natural number y
               smaller than or equal to x’, is true, just take 
                     
                        
                           y
                           =
                           x
                        
                        y=x
                     
                   for instance. The formula ‘
                     
                        
                           ∃
                           x
                            
                           ∀
                           y
                           ,
                            
                           p
                           (
                           x
                           ,
                           y
                           )
                        
                        \exists x\,\forall y,\
                           p(x,y)
                     
                  ’ means ‘there is a natural number x greater than or equal to each natural
               number’, and is false: each natural number x admits a successor 
                     
                        
                           x
                           +
                           1
                        
                        x+1
                     
                   which is strictly bigger than x. Finally, ‘
                     
                        
                           ∃
                           x
                            
                           ∃
                           y
                           ,
                            
                           p
                           (
                           x
                           ,
                           y
                           )
                        
                        \exists x\,\exists y,\
                           p(x,y)
                     
                  ’ (‘there are at least two natural numbers such that one is larger than or equal to the
               other’) holds trivially.

            We are now ready to present the Principle of InductionPrinciple of Induction, a useful rule for
               proving properties that hold for any integer number n, or possibly from a certain integer 
                     
                        
                           
                              n
                              0
                           
                           ∈
                           N
                        
                        n_{0}\in\mathbb{N}
                     
                   onwards.

            
               
Theorem 1.1 Principle of Induction


                (Principle of Induction) Let 
                        
                           
                              
                                 n
                                 0
                              
                              ≥
                              0
                           
                           n_{0}\geq 0
                        
                      be an integer and denote by P(n) a predicate
                  defined for every integer 
                        
                           
                              n
                              ≥
                              
                                 n
                                 0
                              
                           
                           n\geq n_{0}
                        
                     . Suppose the following conditions hold:

               
                  	
                     
                              
                                 
                                    P
                                    (
                                    
                                       n
                                       0
                                    
                                    )
                                 
                                 P(n_{0})
                              
                            is true; 

                  

                  	
                     for any 
                              
                                 
                                    n
                                    ≥
                                    
                                       n
                                       0
                                    
                                 
                                 n\geq n_{0}
                              
                           , if P(n) is true then 
                              
                                 
                                    P
                                    (
                                    n
                                    +
                                    1
                                    )
                                 
                                 P(n+1)
                              
                            is true.

                  

               

               Then P(n) is true for all integers 
                        
                           
                              n
                              ≥
                              
                                 n
                                 0
                              
                           
                           n\geq n_{0}
                        
                     .

               
                   Proof of the Principle of Induction, Theorem 1.1 
                  
                     The proof relies on the fact that each non-empty subset of 
                              
                                 N
                                 \mathbb{N}
                              
                            admits a minimum element; this property, which is intuitively self-evident,
                        may be deduced from the axioms that define the set 
                              
                                 N
                                 \mathbb{N}
                              
                           .

                     Let us proceed by contradiction, and assume there is an integer 
                              
                                 
                                    n
                                    ≥
                                    
                                       n
                                       0
                                    
                                 
                                 n\geq n_{0}
                              
                            such that P(n) is false. This is the same as
                        saying that the subset

                     
                              
                                 
                                    F
                                    =
                                    {
                                    n
                                    ∈
                                    N
                                    :
                                    n
                                    ≥
                                    
                                       n
                                       0
                                    
                                     and 
                                    P
                                    (
                                    n
                                    )
                                     is false
                                    }
                                 
                                 F=\{n\in\mathbb{N}:n\geq
                                    n_{0}\ \text{and}\ P(n)\ \text{is false}\}
                              
                           

                     is not empty. Define 
                              
                                 
                                    
                                       n
                                       ˉ
                                    
                                    =
                                    min
                                    ⁡
                                    F
                                 
                                 \bar{n}=\min
                                    F
                              
                           . As 
                              
                                 
                                    P
                                    (
                                    
                                       n
                                       ˉ
                                    
                                    )
                                 
                                 P(\bar{n})
                              
                            is false, condition i) prevents 
                              
                                 
                                    n
                                    ˉ
                                 
                                 \bar{n}
                              
                            from being equal to 
                              
                                 
                                    n
                                    0
                                 
                                 n_{0}
                              
                           , so 
                              
                                 
                                    
                                       n
                                       ˉ
                                    
                                    >
                                    
                                       n
                                       0
                                    
                                 
                                 \bar{n}>n_{0}
                              
                           . Therefore 
                              
                                 
                                    
                                       n
                                       ˉ
                                    
                                    −
                                    1
                                    ≥
                                    
                                       n
                                       0
                                    
                                 
                                 \bar{n}-1\geq
                                    n_{0}
                              
                           , and 
                              
                                 
                                    P
                                    (
                                    
                                       n
                                       ˉ
                                    
                                    −
                                    1
                                    )
                                 
                                 P(\bar{n}-1)
                              
                            is true by definition of minimum element. But applying condition ii) with
                        
                              
                                 
                                    n
                                    =
                                    
                                       n
                                       ˉ
                                    
                                    −
                                    1
                                 
                                 n=\bar{n}-1
                              
                            implies that 
                              
                                 
                                    P
                                    (
                                    
                                       n
                                       ˉ
                                    
                                    )
                                 
                                 P(\bar{n})
                              
                            is true, that is, 
                              
                                 
                                    
                                       n
                                       ˉ
                                    
                                    ∉
                                    F
                                 
                                 \bar{n}\notin
                                    F
                              
                           . This contradicts the fact that 
                              
                                 
                                    n
                                    ˉ
                                 
                                 \bar{n}
                              
                            is the minimum of F.

                     ■

                  

               
            

            In practice, the Principle of Induction is employed as follows: one checks first that 
                     
                        
                           P
                           (
                           
                              n
                              0
                           
                           )
                        
                        P(n_{0})
                     
                   is true; then one assumes that P(n) is true for a
               generic n, and proves that 
                     
                        
                           P
                           (
                           n
                           +
                           1
                           )
                        
                        P(n+1)
                     
                   is true as well.

            
               Examples 1.2

               i) Let us prove that the sum of the angles of a polygon with n sides equals
                        
                           
                              (
                              n
                              −
                              2
                              )
                              π
                           
                           (n-2)\pi
                        
                     , for any 
                        
                           
                              n
                              ≥
                              3
                           
                           n\geq 3
                        
                     . The predicate P(n) is ‘the sum of the angles of a
                  polygon with n sides equals 
                        
                           
                              (
                              n
                              −
                              2
                              )
                              π
                           
                           (n-2)\pi
                        
                     ’. When 
                        
                           
                              n
                              =
                              
                                 n
                                 0
                              
                              =
                              3
                           
                           n=n_{0}=3
                        
                     , we know from elementary geometry that the sum of the angles of a triangle is 
                        
                           π
                           \pi
                        
                     , and therefore P(3) is true.

               Suppose that P(n) is true for a certain 
                        
                           
                              n
                              ≥
                              3
                           
                           n\geq 3
                        
                     , and let us show that 
                        
                           
                              P
                              (
                              n
                              +
                              1
                              )
                           
                           P(n+1)
                        
                      holds. Let S be a polygon with 
                        
                           
                              n
                              +
                              1
                           
                           n+1
                        
                      sides, and consider any two adjacent sides forming an angle smaller than 
                        
                           π
                           \pi
                        
                     .

               Call T the triangle in S formed by the two sides we have chosen, and let 
                        
                           
                              
                                 S
                                 ′
                              
                              =
                              S
                              ∖
                              T
                           
                           S^{\prime}=S\setminus
                              T
                        
                      be the remaining polygon with n sides (see Figure 1.4). The sum of the angles of S
                  equals the sum of the angles of 
                        
                           
                              S
                              ′
                           
                           S^{\prime}
                        
                      plus those of T. Using the induction hypothesis, the first sum is 
                        
                           
                              (
                              n
                              −
                              2
                              )
                              π
                           
                           (n-2)\pi
                        
                      while the second one 
                        
                           π
                           \pi
                        
                     . Hence the total sum for S equals 
                        
                           
                              (
                              n
                              −
                              2
                              )
                              π
                              +
                              π
                              =
                              (
                              (
                              n
                              +
                              1
                              )
                              −
                              2
                              )
                              π
                           
                           (n-2)\pi+\pi=((n+1)-2)\pi
                        
                     .

               [image: A figure shows the polygon S with 7 sides. A horizontal side at the top moves from left to right, then descends to the bottom right, followed by a move to the bottom left. It then slightly rises vertically, moves again to the bottom left, then ascends to the top left. Subsequently, it moves to the top right and joins the starting point of the horizontal upper side. A triangle T is formed by connecting the starting point of the upper side to the starting point of the side ascending to the top left of the figure using a dashed line.
F01_Tab01_05.png---A number line ranges from negative 2 to 2 in increments of 1 unit, with markings for 0 and 1 labeled O and P, respectively. Additionally, a marking for 5 over 4 is placed on the number line.]
                  Figure 1.4 Polygon S with 7
                     sides

               

               ii) Let us prove the Bernoulli inequalityInequalityBernoulli, which we shall use in the sequel: for any real
                  number 
                        
                           
                              r
                              ≥
                              −
                              1
                           
                           r\geq-1
                        
                     , we have 

               
                  
                     	
                              
                                 
                                    (
                                    1
                                    +
                                    r
                                    
                                       )
                                       n
                                    
                                    ≥
                                    1
                                    +
                                    n
                                    r
                                     
                                    ,
                                    
                                    ∀
                                    n
                                    ≥
                                    0
                                    .
                                 
                                 \displaystyle
                                    (1+r)^{n}\geq 1+nr\,,\qquad\forall n\geq 0\,.
                              
                           
                     	(1.1)
                  

               

               In this case, the predicate P(n) is given by ‘
                        
                           
                              (
                              1
                              +
                              r
                              
                                 )
                                 n
                              
                              ≥
                              1
                              +
                              n
                              r
                           
                           (1+r)^{n}\geq 1+nr
                        
                     ’. For 
                        
                           
                              n
                              =
                              0
                           
                           n=0
                        
                      we have 
                        
                           
                              (
                              1
                              +
                              r
                              
                                 )
                                 0
                              
                              =
                              1
                              =
                              1
                              +
                              0
                              r
                               
                           
                           \ (1+r)^{0}=1=1+0r\
                           
                        
                     , hence P(0) holds.

               Assume that the inequality is true for a given n and let us show it holds for 
                        
                           
                              n
                              +
                              1
                           
                           n+1
                        
                     . Observing that 
                        
                           
                              1
                              +
                              r
                              ≥
                              0
                           
                           1+r\geq 0
                        
                     , we have

               
                        
                           
                              
                                 
                                    
                                       
                                          (
                                          1
                                          +
                                          r
                                          
                                             )
                                             
                                                n
                                                +
                                                1
                                             
                                          
                                       
                                    
                                 
                                 
                                    
                                       =
                                    
                                 
                                 
                                    
                                       
                                          (
                                          1
                                          +
                                          r
                                          )
                                          (
                                          1
                                          +
                                          r
                                          
                                             )
                                             n
                                          
                                          ≥
                                          (
                                          1
                                          +
                                          r
                                          )
                                          (
                                          1
                                          +
                                          n
                                          r
                                          )
                                       
                                    
                                 
                              
                              
                                 
                                    
                                       
                                    
                                 
                                 
                                    
                                       =
                                    
                                 
                                 
                                    
                                       
                                          1
                                          +
                                          r
                                          +
                                          n
                                          r
                                          +
                                          n
                                          
                                             r
                                             2
                                          
                                          =
                                          1
                                          +
                                          (
                                          n
                                          +
                                          1
                                          )
                                          r
                                          +
                                          n
                                          
                                             r
                                             2
                                          
                                       
                                    
                                 
                              
                              
                                 
                                    
                                       
                                    
                                 
                                 
                                    
                                       ≥
                                    
                                 
                                 
                                    
                                       
                                          1
                                          +
                                          (
                                          n
                                          +
                                          1
                                          )
                                          r
                                           
                                          ,
                                       
                                    
                                 
                              
                           
                           
                              \begin{array}{rcl}(1+r)^{n+1}&=&(1+r)(1+r)^{n}\geq(1+r)(1+nr)\\
                              &=&1+r+nr+nr^{2}=1+(n+1)r+nr^{2}\\
                              &\geq&1+(n+1)r\,,\end{array}
                        
                     

               and the result follows.

               ■

            

         

      

   


   
      
         
1.3 Sets of numbers


          Let us briefly examine the most important sets of numbers used in the book. The discussion is on purpose
            not exhaustive, since the main properties of these sets should already be known to the reader.

         The set 
                     
                        N
                        \mathbb{N}
                     
                   of natural numbersNumbernatural. This set has the
            numbers 
                  
                     
                        0
                        ,
                        1
                        ,
                        2
                        ,
                        …
                     
                     0,1,2,\dots
                  
                as elements. The operations of addition and multiplication are defined on 
                  
                     N
                     \mathbb{N}
                  
                and enjoy the well-known commutative, associative and distributive properties. We shall
            indicate by 
                  
                     
                        N
                        +
                     
                     \mathbb{N}_{+}
                  
                the set of natural numbers different from 0

         
                  
                     
                        
                           N
                           +
                        
                        =
                        N
                        ∖
                        {
                        0
                        }
                        .
                     
                     \mathbb{N}_{+}=\mathbb{N}\setminus\{0\}.
                  
               

         A natural number n is usually represented in base 10 by the expansion
                  
                     
                        n
                        =
                        
                           c
                           k
                        
                        1
                        
                           0
                           k
                        
                        +
                        
                           c
                           
                              k
                              −
                              1
                           
                        
                        1
                        
                           0
                           
                              k
                              −
                              1
                           
                        
                        +
                        ⋯
                        +
                        
                           c
                           1
                        
                        10
                        +
                        
                           c
                           0
                        
                     
                     n=c_{k}10^{k}+c_{k-1}10^{k-1}+\cdots+c_{1}10+c_{0}
                     
                  
               , where the 
                  
                     
                        c
                        i
                     
                     c_{i}
                  
                are natural numbers from 0 to 9 called decimal digits. The expression is unique if
            one assumes 
                  
                     
                        
                           c
                           k
                        
                        ≠
                        0
                     
                     c_{k}\not=0
                  
                when 
                  
                     
                        n
                        ≠
                        0
                     
                     n\not=0
                  
               . We shall write 
                  
                     
                        n
                        =
                        (
                        
                           c
                           k
                        
                        
                           c
                           
                              k
                              −
                              1
                           
                        
                        ⋯
                        
                           c
                           1
                        
                        
                           c
                           0
                        
                        
                           )
                           10
                        
                     
                     n=(c_{k}c_{k-1}\cdots
                        c_{1}c_{0})_{10}
                  
               , or more easily 
                  
                     
                        n
                        =
                        
                           c
                           k
                        
                        
                           c
                           
                              k
                              −
                              1
                           
                        
                        ⋯
                        
                           c
                           1
                        
                        
                           c
                           0
                        
                     
                     n=c_{k}c_{k-1}\cdots
                        c_{1}c_{0}
                  
               . Any natural number 
                  
                     
                        ≥
                        2
                     
                     \geq 2
                  
                may be taken as base, instead of 10; a rather common alternative is 2, known as binary
               base.

         Natural numbers can also be represented geometrically as points on a straight line. For this it is
            sufficient to fix a first point O on the line, called origin, associate it with the number 0,
            and then choose another point P different from O, associated with the number 1. The direction
            of the line going from O to P is called positive direction, while the length of the
            segment 
                  
                     
                        O
                        P
                     
                     OP
                  
                is taken as unit of measure. By marking multiples of 
                  
                     
                        O
                        P
                     
                     OP
                  
                on the line in the positive direction we obtain the points associated with the natural
            numbers (see Figure 1.5).

         [image: Geometric representation of numbers]
            Figure 1.5 Geometric representation of
               numbers

         

         The set 
                     
                        Z
                        \mathbb{Z}
                     
                   of integer numbersNumberinteger. This set contains the numbers 
                  
                     
                        0
                        ,
                        +
                        1
                        ,
                        −
                        1
                     
                     0,+1,-1
                  
               , 
                  
                     
                        +
                        2
                        ,
                        −
                        2
                        ,
                        …
                     
                     +2,-2,\dots
                  
                (called integers). The set 
                  
                     N
                     \mathbb{N}
                  
                can be identified with the subset of 
                  
                     Z
                     \mathbb{Z}
                  
                consisting of 
                  
                     
                        0
                        ,
                        +
                        1
                        ,
                        +
                        2
                        ,
                        …
                     
                     0,+1,+2,\dots
                  
                The numbers 
                  
                     
                        +
                        1
                        ,
                        +
                        2
                        ,
                        …
                     
                     +1,+2,\dots
                  
                (
                  
                     
                        −
                        1
                        ,
                        −
                        2
                        ,
                        …
                     
                     -1,-2,\dots
                  
               ) are said positive integers (resp. negative integers). Addition and
            multiplication are defined in 
                  
                     Z
                     \mathbb{Z}
                  
               , together with the difference, which is the inverse operation to addition.

         An integer can be represented in base ten as 
                  
                     
                        z
                        =
                        ±
                        
                           c
                           k
                        
                        
                           c
                           
                              k
                              −
                              1
                           
                        
                        ⋯
                        
                           c
                           1
                        
                        
                           c
                           0
                        
                     
                     z=\pm c_{k}c_{k-1}\cdots
                        c_{1}c_{0}
                  
               . The geometric picture of negative integers extends that of the natural numbers to the
            left of the origin (see Figure 1.5).

         The set 
                     
                        Q
                        \mathbb{Q}
                     
                   of rational numbersNumberrational. A rational
            number is the quotient, or ratio, of two integers, the second of which (the denominator) is non-zero.
            Without loss of generality one can assume that the denominator is positive, so that each rational number, or
            rational for short, is given by

         
                  
                     
                        r
                        =
                        
                           z
                           n
                        
                        ,
                        
                        
                           with 
                           
                              z
                              ∈
                              Z
                           
                            and 
                           
                              n
                              ∈
                              
                                 N
                                 +
                              
                           
                        
                        .
                     
                     r={z\over n},\qquad\text{with
                        $z\in\mathbb{Z}$ and $n\in\mathbb{N}_{+}$}.
                  
               

         Moreover, one may also suppose the fraction is reduced, that is, z and n have no common
            divisors. In this way the set 
                  
                     Z
                     \mathbb{Z}
                  
                is identified with the subset of rationals whose denominator is 1. Besides sum, product
            and difference, the operation of division between two rationals is defined on 
                  
                     Q
                     \mathbb{Q}
                  
               , so long as the second rational is different from 0. This is the inverse to
            multiplication.

         A rational number admits a representation in base 10 of the kind
                  
                     
                        r
                        =
                        ±
                        
                           c
                           k
                        
                        
                           c
                           
                              k
                              −
                              1
                           
                        
                        ⋯
                        
                           c
                           1
                        
                        
                           c
                           0
                        
                        .
                        
                           d
                           1
                        
                        
                           d
                           2
                        
                        ⋯
                     
                     r=\pm c_{k}c_{k-1}\cdots
                        c_{1}c_{0}.d_{1}d_{2}\cdots
                  
               , corresponding to

         
                  
                     
                        r
                        =
                        ±
                        (
                        
                           c
                           k
                        
                        1
                        
                           0
                           k
                        
                        +
                        
                           c
                           
                              k
                              −
                              1
                           
                        
                        1
                        
                           0
                           
                              k
                              −
                              1
                           
                        
                        +
                        ⋯
                        +
                        
                           c
                           1
                        
                        10
                        +
                        
                           c
                           0
                        
                        +
                        
                           d
                           1
                        
                        1
                        
                           0
                           
                              −
                              1
                           
                        
                        +
                        
                           d
                           2
                        
                        1
                        
                           0
                           
                              −
                              2
                           
                        
                        +
                        ⋯
                        )
                        .
                     
                     
                        r=\pm(c_{k}10^{k}+c_{k-1}10^{k-1}+\cdots+c_{1}10+c_{0}+d_{1}10^{-1}+d_{2}10^{-2}+\cdots).
                     
                  
               

         The sequence of digits 
                  
                     
                        
                           d
                           1
                        
                        ,
                        
                           d
                           2
                        
                        ,
                        …
                     
                     d_{1},d_{2},\dots
                  
                written after the dot satisfies one and only one of the following properties: i) all
            digits are 0 from a certain subscript 
                  
                     
                        i
                        ≥
                        1
                     
                     i\geq 1
                  
                onwards (in which case one has a finite decimal expansion; usually the zeroes are
            not written), or ii) starting from a certain point, a finite sequence of numbers not all zero – called
            periodPeriod – repeats itself over and over (infinite periodic
               decimal expansion; the period is written once, with a line on top). For example, the following
            expressions are decimal expansions of rational numbers

         
                  
                     
                        −
                        
                           35163
                           100
                        
                        
                            
                           ⁣
                        
                        =
                        
                            
                           ⁣
                        
                        −
                        351.6300
                        ⋯
                        
                            
                           ⁣
                        
                        =
                        
                            
                           ⁣
                        
                        −
                        371.63
                          and  
                        
                           11579
                           925
                        
                        
                            
                           ⁣
                        
                        =
                        
                            
                           ⁣
                        
                        12.51783783
                        ⋯
                        
                            
                           ⁣
                        
                        =
                        
                            
                           ⁣
                        
                        12.51
                        
                           783
                           ‾
                        
                        .
                     
                     -{35163\over
                        100}\!=\!-351.6300\cdots\!=\!-371.63\ \ \text{and}\ \ {11579\over
                        925}\!=\!12.51783783\cdots\!=\!12.51\overline{783}.
                  
               

         The expansion of certain rationals is not unique. If a rational number has a finite expansion in fact, then
            it also has a never-ending periodic one obtained from the former by lowering the right-most non-zero decimal
            digit by one unit, and adding the period 9. The expansions 1.0 and 
                  
                     
                        0.
                        
                           9
                           ‾
                        
                     
                     0.\overline{9}
                  
                define the same rational number 1; similarly, 8.357 and
            
                  
                     
                        8.356
                        
                           9
                           ‾
                        
                     
                     8.356\overline{9}
                  
                are equivalent representations of 
                  
                     
                        4120
                        493
                     
                     {4120\over 493}
                  
               .

         The geometric representation of a rational 
                  
                     
                        r
                        =
                        ±
                        
                           m
                           n
                        
                     
                     r=\pm{m\over n}
                  
                is obtained by subdividing the segment 
                  
                     
                        O
                        P
                     
                     OP
                  
                in n equal parts and copying the segment thus obtained m times in the
            positive or negative direction, according to the sign of r (see again Figure 1.5).

         The set 
                     
                        R
                        \mathbb{R}
                     
                   of real numbersNumberreal. Not every point on
            the line corresponds to a rational number in the above picture. This means that not all segments can be
            measured by multiples and sub-multiples of the unit of length, irrespective of the choice of this unit.

         It has been known since ancient times that the diagonal of a square is not commensurable with the
            side, meaning that the length d of the diagonal is not a rational multiple of the side’s length 
                  
                     ℓ
                     \ell
                  
               . To convince ourselves about this fact recall Pythagoras’s Theorem. It considers any of
            the two triangles in which the diagonal splits the square (see Figure 1.6), and states that

         [image: A figure shows a square with side l and its diagonal. A number line is marked with three points from left to right: 0, l, and square root of 2 l. A square is formed on the number line with side length l. A diagonal d is drawn from the bottom left vertex to the top right vertex of the square. Additionally, an arc is drawn from the top right vertex of the square to the point marked square root of 2 l.
F01_Tab01_07.png---(a) A number line shows two filled points from left to right a and b. The region of the number line between the points a and b is shaded.
(b) A number line shows two open points from left to right a and b. The region of the number line between a and b is shaded.]
            Figure 1.6 Square with side 
                     
                        ℓ
                        \ell
                     
                   and its diagonal

         

         
                  
                     
                        
                           d
                           2
                        
                        =
                        
                           ℓ
                           2
                        
                        +
                        
                           ℓ
                           2
                        
                        ,
                        
                        
                           i
                           .
                           e
                           .
                           ,
                        
                        
                        
                           d
                           2
                        
                        =
                        2
                        
                           ℓ
                           2
                        
                        .
                     
                     d^{2}=\ell^{2}+\ell^{2},\qquad\text{i.e.,}\qquad
                        d^{2}=2\ell^{2}.
                  
               

         Calling p the ratio between the lengths of diagonal and side, we substitute the square of 
                  
                     
                        d
                        =
                        p
                        ℓ
                     
                     d=p\ell
                  
                in the last relation to obtain 
                  
                     
                        
                           p
                           2
                        
                        =
                        2
                     
                     p^{2}=2
                  
               . The number p is called the square root of 2 and it is indicated by the
            symbol 
                  
                     
                        2
                     
                     \sqrt{2}
                  
               .

         
            Property 1.3

             If the number p satisfies 
                     
                        
                           
                              p
                              2
                           
                           =
                           2
                        
                        p^{2}=2
                     
                  , it must be non-rational.

            
               Proof

               By contradiction: suppose that there exist two integers m and n, necessarily non-zero,
                  such that 
                        
                           
                              p
                              =
                              
                                 
                                    m
                                    n
                                 
                              
                           
                           p=\textstyle{m\over
                              n}
                        
                     . Assume m, n are relatively prime. Taking squares we obtain 
                        
                           
                              
                                 
                                    m
                                    2
                                 
                                 
                                    n
                                    2
                                 
                              
                              =
                              2
                           
                           \textstyle{m^{2}\over
                              n^{2}}=2
                        
                     , hence 
                        
                           
                              
                                 m
                                 2
                              
                              =
                              2
                              
                                 n
                                 2
                              
                           
                           m^{2}=2n^{2}
                        
                     . Therefore 
                        
                           
                              m
                              2
                           
                           m^{2}
                        
                      is even, which is to say that m is even. For a suitable natural number
                  k then, 
                        
                           
                              m
                              =
                              2
                              k
                           
                           m=2k
                        
                     . Using this in the previous relation yields 
                        
                           
                              4
                              
                                 k
                                 2
                              
                              =
                              2
                              
                                 n
                                 2
                              
                           
                           4k^{2}=2n^{2}
                        
                     , i.e., 
                        
                           
                              
                                 n
                                 2
                              
                              =
                              2
                              
                                 k
                                 2
                              
                           
                           n^{2}=2k^{2}
                        
                     . Then 
                        
                           
                              n
                              2
                           
                           n^{2}
                        
                     , whence also n, is even. But this contradicts the fact that m and
                  n have no common factor, which comes from the assumption that p was rational.

               ■

            

         

         Another relevant example of incommensurable lengths, known for centuries, pertains to the length of a circle
            measured against the diameter. In this case as well, one can prove that the lengths of circumference and
            diameter are not commensurable because the proportionality factor, known by the symbol 
                  
                     π
                     \pi
                  
               , cannot be a rational number.

         The set of real numbers is an extension of the rationals and provides a mathematical model of the
               straight line, in the sense that each real number x can be associated with a point P on
            the line uniquely, and vice versa. The former is called the coordinate of P. There are several
            equivalent ways of constructing such extension. Without going into details, we merely recall that real
            numbers give rise to any possible decimal expansion. Real numbers that are not rational, called
            irrational, are characterised by having a non-periodic infinite decimal expansion, like

         
                  
                     
                        
                           2
                        
                        =
                        1.4142135623731
                        ⋯
                        
                        and
                        
                        π
                        =
                        3.1415926535897
                        ⋯
                     
                     
                        \sqrt{2}=1.4142135623731\cdots\qquad\text{and}\qquad\pi=3.1415926535897\cdots
                  
               

         Rather than the actual construction of the set 
                  
                     R
                     \mathbb{R}
                  
               , what is more interesting to us are the properties of real numbers, which allow us to work
            with the reals. Among these properties, we recall some of the most important ones.

         
            	
               The arithmetic operations defined on the rationals extend to the reals with similar properties.
               

            

            	
               The order relation 
                           
                              
                                 x
                                 <
                                 y
                              
                              x<y
                           
                         of the rationals extends to the reals, again with similar features. We shall
                  discuss this matter in more detail in the following Sect. 1.3.1.

            

            	
               The rational numbers are dense in the set of real numbers. This means there are infinitely many
                  rationals sitting between any two real numbers. It also implies that each real number can be
                  approximated by a rational number as well as we please. If for example 
                        
                           
                              r
                              =
                              
                                 c
                                 k
                              
                              
                                 c
                                 
                                    k
                                    −
                                    1
                                 
                              
                              ⋯
                              
                                 c
                                 1
                              
                              
                                 c
                                 0
                              
                              .
                              
                                 d
                                 1
                              
                              
                                 d
                                 2
                              
                              ⋯
                              
                                 d
                                 i
                              
                              
                                 d
                                 
                                    i
                                    +
                                    1
                                 
                              
                              ⋯
                           
                           r=c_{k}c_{k-1}\cdots
                              c_{1}c_{0}.d_{1}d_{2}\cdots d_{i}d_{i+1}\cdots
                        
                      has a non-periodic infinite decimal expansion, we can approximate it by the rational
                  
                        
                           
                              
                                 q
                                 i
                              
                              =
                              
                                 c
                                 k
                              
                              
                                 c
                                 
                                    k
                                    −
                                    1
                                 
                              
                              ⋯
                              
                                 c
                                 1
                              
                              
                                 c
                                 0
                              
                              .
                              
                                 d
                                 1
                              
                              
                                 d
                                 2
                              
                              ⋯
                              
                                 d
                                 i
                              
                           
                           q_{i}=c_{k}c_{k-1}\cdots
                              c_{1}c_{0}.d_{1}d_{2}\cdots d_{i}
                        
                      obtained by ignoring all decimal digits past the ith one. As i
                  increases, the approximation of r will get better and better.

            

            	
               The set of real numbers is complete. Geometrically speaking, this is equivalent to asking that
                  each point on the line is associated with a unique real number, as already mentioned. Completeness
                  guarantees for instance the existence of the square root of 2, i.e., the solvability in 
                        
                           R
                           \mathbb{R}
                        
                      of the equation 
                        
                           
                              
                                 x
                                 2
                              
                              =
                              2
                           
                           x^{2}=2
                        
                     . It also ensures we can solve countless other equations, algebraic or not. We shall
                  return to this point in Sect. 1.3.3.

            

         

         
            
1.3.1 The ordering of real
               numbers

            Non-zero real numbers are either positive or negative. Positive reals form the subset 
                     
                        
                           R
                           +
                        
                        \mathbb{R}_{+}
                     
                  , negative reals the subset 
                     
                        
                           R
                           −
                        
                        \mathbb{R}_{-}
                     
                  . We are therefore in presence of a partition 
                     
                        
                           R
                           =
                           
                              R
                              −
                           
                           ∪
                           {
                           0
                           }
                           ∪
                           
                              R
                              +
                           
                        
                        \mathbb{R}=\mathbb{R}_{-}\cup\{0\}\cup\mathbb{R}_{+}
                        
                     
                  . The set

            
                     
                        
                           
                              R
                              ∗
                           
                           =
                           {
                           0
                           }
                           ∪
                           
                              R
                              +
                           
                        
                        \mathbb{R}_{*}=\{0\}\cup\mathbb{R}_{+}
                     
                  

            of non-negative reals will also be needed. Positive numbers correspond to points on the line lying at the
               right – with respect to the positive direction – of the origin.

            Instead of 
                     
                        
                           x
                           ∈
                           
                              R
                              +
                           
                        
                        x\in\mathbb{R}_{+}
                     
                  , one simply writes 
                     
                        
                           x
                           >
                           0
                        
                        x>0
                     
                   (‘x is bigger, or larger, than 0’); similarly, 
                     
                        
                           x
                           ∈
                           
                              R
                              ∗
                           
                        
                        x\in\mathbb{R}_{*}
                     
                   will be expressed by 
                     
                        
                           x
                           ≥
                           0
                        
                        x\geq 0
                     
                   (‘x is larger than or equal to 0’). Therefore

             
                     
                        
                           x
                           <
                           y
                           
                           ⟺
                           
                           y
                           −
                           x
                           >
                           0
                        
                        \displaystyle
                           x<y\qquad\iff\qquad y-x>0
                     
                   

            defines an order relation. This is a total ordering, i.e., given any two distinct reals x
               and y, one (and only one) of the following holds: either 
                     
                        
                           x
                           <
                           y
                        
                        x<y
                     
                   or 
                     
                        
                           y
                           <
                           x
                        
                        y<x
                     
                  . From the geometrical point of view the relation 
                     
                        
                           x
                           <
                           y
                        
                        x<y
                     
                   tells that the point with coordinate x is placed at the left of the point with
               coordinate y. Let us also define

             
                     
                        
                           x
                           ≤
                           y
                           
                           ⟺
                           
                           x
                           <
                           y
                              or 
                           x
                           =
                           y
                           .
                        
                        \displaystyle x\leq
                           y\qquad\iff\qquad x<y\text{\ \ \ or }x=y.
                     
                   

            Clearly, 
                     
                        
                           x
                           <
                           y
                        
                        x<y
                     
                   implies 
                     
                        
                           x
                           ≤
                           y
                        
                        x\leq y
                     
                  . For example the relations 
                     
                        
                           3
                           ≤
                           7
                        
                        3\leq 7
                     
                   and 
                     
                        
                           7
                           ≤
                           7
                        
                        7\leq 7
                     
                   are true, whereas 
                     
                        
                           3
                           ≤
                           2
                        
                        3\leq 2
                     
                   is not.

            The order relation ≤ (or <)
               interacts with the algebraic operations of addition and multiplication as follows:

            if 
                     
                        
                           x
                           ≤
                           y
                        
                        x\leq y
                     
                   and z is any real number, then 
                     
                        
                           x
                           +
                           z
                           ≤
                           y
                           +
                           z
                        
                        x+z\leq y+z
                     
                  


            (adding the same real number to both sides of an inequality leaves the latter unchanged);

            if 
                     
                        
                           x
                           ≤
                           y
                        
                        x\leq y
                     
                    and  if 
                     
                        
                           {
                           
                              
                                 
                                    
                                       
                                          z
                                          ≥
                                          0
                                          ,
                                       
                                    
                                 
                                 
                                    
                                       
                                           then 
                                          x
                                          z
                                          ≤
                                          y
                                          z
                                          ,
                                       
                                    
                                 
                              
                              
                                 
                                    
                                       
                                          z
                                          <
                                          0
                                          ,
                                       
                                    
                                 
                                 
                                    
                                       
                                           then 
                                          x
                                          z
                                          ≥
                                          y
                                          z
                                       
                                    
                                 
                              
                           
                        
                        \begin{cases}z\geq 0,&\text{
                           then}\ xz\leq yz,\\ z<0,&\text{ then}\ xz\geq
                           yz\end{cases}
                     
                  


            (multiplying by a non-negative number both sides of an inequality does not alter it, while if the factor
               is negative it inverts the inequality). Example: multiplying by -1 the
               inequality 
                     
                        
                           −
                           3
                           ≤
                           2
                        
                        -3\leq 2
                     
                   gives 
                     
                        
                           −
                           2
                           ≤
                           3
                        
                        -2\leq 3
                     
                  . The latter property implies the well-known sign rule: the product of two
               numbers with alike signs is positive, the product of two numbers of different sign is negative.

            Absolute valueAbsolute value. Let us introduce now a simple yet important
               notion. Given a real number x, one calls absolute value of x the real number

             
                     
                        
                           ∣
                           x
                           ∣
                           =
                           
                              {
                              
                                 
                                    
                                       
                                          x
                                       
                                    
                                    
                                       
                                          
                                             
                                                if 
                                                 
                                             
                                             x
                                             ≥
                                             0
                                             ,
                                          
                                       
                                    
                                 
                                 
                                    
                                       
                                          
                                             −
                                             x
                                          
                                       
                                    
                                    
                                       
                                          
                                             
                                                if 
                                                 
                                             
                                             x
                                             <
                                             0.
                                          
                                       
                                    
                                 
                              
                           
                        
                        \displaystyle|x|=\begin{cases}x&\text{if \,}x\geq
                           0,\\
                           -x&\text{if \,}x<0.\end{cases}
                     
                   

            Hence 
                     
                        
                           ∣
                           x
                           ∣
                           ≥
                           0
                        
                        |x|\geq 0
                     
                   for any x in 
                     
                        R
                        \mathbb{R}
                     
                  . For instance 
                     
                        
                           ∣
                           5
                           ∣
                           =
                           5
                        
                        |5|=5
                     
                  , 
                     
                        
                           ∣
                           0
                           ∣
                           =
                           0
                        
                        |0|=0
                     
                  , 
                     
                        
                           ∣
                           −
                           5
                           ∣
                           =
                           5
                        
                        |-5|=5
                     
                  . Geometrically, 
                     
                        
                           ∣
                           x
                           ∣
                        
                        |x|
                     
                   represents the distance from the origin of the point with coordinate x, and then
               
                     
                        
                           ∣
                           x
                           −
                           y
                           ∣
                           =
                           ∣
                           y
                           −
                           x
                           ∣
                        
                        |x-y|=|y-x|
                     
                   is the distance between the two points of coordinates x and y. 

            The following relations, easy to prove, will be useful

            
               
                  	
                           
                              
                                 ∣
                                 x
                                 +
                                 y
                                 ∣
                                 ≤
                                 ∣
                                 x
                                 ∣
                                 +
                                 ∣
                                 y
                                 ∣
                                 ,
                                 
                                 for all
                                 x
                                 ,
                                 y
                                 ∈
                                 R
                              
                              \displaystyle
                                 |x+y|\leq|x|+|y|,\qquad\text{for all}x,y\in\mathbb{R}
                           
                        
                  	(1.2)
               

            

            (called triangle inequalityInequalitytriangle) and

             
                     
                        
                           ∣
                           x
                           y
                           ∣
                           =
                           ∣
                           x
                           ∣∣
                           y
                           ∣
                           ,
                           
                           for all
                           x
                           ,
                           y
                           ∈
                           R
                           .
                        
                        \displaystyle|xy|=|x||y|,\qquad\text{for
                           all}x,y\in\mathbb{R}.
                     
                   

            Throughout the text we shall solve equations and inequalities involving absolute values. Let us see the
               simplest ones. According to the definition,

            
                     
                        
                           ∣
                           x
                           ∣
                           =
                           0
                        
                        |x|=0
                     
                  

            has the unique solution 
                     
                        
                           x
                           =
                           0
                        
                        x=0
                     
                  . If a is any number 
                     
                        
                           >
                           0
                        
                        >0
                     
                  , the equation

            
                     
                        
                           ∣
                           x
                           ∣
                           =
                           a
                        
                        |x|=a
                     
                  

            has two solutions 
                     
                        
                           x
                           =
                           a
                        
                        x=a
                     
                   and 
                     
                        
                           x
                           =
                           −
                           a
                        
                        x=-a
                     
                  , so 

             
                     
                        
                           ∣
                           x
                           ∣
                           =
                           a
                           
                           ⟺
                           
                           x
                           =
                           ±
                           a
                           ,
                           
                           ∀
                           a
                           ≥
                           0.
                        
                        \displaystyle|x|=a\qquad\iff\qquad
                           x=\pm a,\qquad\quad\forall a\geq 0.
                     
                   

            In order to solve

            
                     
                        
                           ∣
                           x
                           ∣
                           ≤
                           a
                           ,
                           
                           where
                           a
                           ≥
                           0
                           ,
                        
                        |x|\leq
                           a,\qquad\quad\text{where}a\geq 0,
                     
                  

            consider first the solutions 
                     
                        
                           x
                           ≥
                           0
                        
                        x\geq 0
                     
                  , for which 
                     
                        
                           ∣
                           x
                           ∣
                           =
                           x
                        
                        |x|=x
                     
                  , so that now the inequality reads 
                     
                        
                           x
                           ≤
                           a
                        
                        x\leq a
                     
                  ; then consider 
                     
                        
                           x
                           <
                           0
                        
                        x<0
                     
                  , in which case 
                     
                        
                           ∣
                           x
                           ∣
                           =
                           −
                           x
                        
                        |x|=-x
                     
                  , and solve 
                     
                        
                           −
                           x
                           ≤
                           a
                        
                        -x\leq a
                     
                  , or 
                     
                        
                           −
                           a
                           ≤
                           x
                        
                        -a\leq x
                     
                  . To summarise, the solutions are real numbers x satisfying 
                     
                        
                           0
                           ≤
                           x
                           ≤
                           a
                        
                        0\leq x\leq a
                     
                   or 
                     
                        
                           −
                           a
                           ≤
                           x
                           <
                           0
                        
                        -a\leq x<0
                     
                  , which may be written in a shorter way as

            
               
                  	
                           
                              
                                 ∣
                                 x
                                 ∣
                                 ≤
                                 a
                                 
                                 ⟺
                                 
                                 −
                                 a
                                 ≤
                                 x
                                 ≤
                                 a
                                 .
                              
                              \displaystyle |x|\leq
                                 a\qquad\iff\qquad-a\leq x\leq a.
                           
                        
                  	(1.3)
               

            

            Similarly, it is easy to see that if 
                     
                        
                           b
                           ≥
                           0
                        
                        b\geq 0
                     
                  , 

            
               
                  	
                           
                              
                                 ∣
                                 x
                                 ∣
                                 ≥
                                 b
                                 
                                 ⟺
                                 
                                 x
                                 ≤
                                 −
                                 b
                                    or 
                                 x
                                 ≥
                                 b
                                 .
                              
                              \displaystyle |x|\geq
                                 b\qquad\iff\qquad x\leq-b\text{\ \ \ or }x\geq b.
                           
                        
                  	(1.4)
               

            

            The slightly more general inequality

            
                     
                        
                           ∣
                           x
                           −
                           
                              x
                              0
                           
                           ∣
                           ≤
                           a
                           ,
                        
                        |x-x_{0}|\leq a,
                     
                  

            where 
                     
                        
                           
                              x
                              0
                           
                           ∈
                           R
                        
                        x_{0}\in\mathbb{R}
                     
                   is fixed and 
                     
                        
                           a
                           ≥
                           0
                        
                        a\geq 0
                     
                  , is equivalent to 
                     
                        
                           −
                           a
                           ≤
                           x
                           −
                           
                              x
                              0
                           
                           ≤
                           a
                        
                        -a\leq x-x_{0}\leq a
                     
                  ; adding 
                     
                        
                           x
                           0
                        
                        x_{0}
                     
                   on either side gives

            
               
                  	
                           
                              
                                 ∣
                                 x
                                 −
                                 
                                    x
                                    0
                                 
                                 ∣
                                 ≤
                                 a
                                 
                                 ⟺
                                 
                                 
                                    x
                                    0
                                 
                                 −
                                 a
                                 ≤
                                 x
                                 ≤
                                 
                                    x
                                    0
                                 
                                 +
                                 a
                                 .
                              
                              \displaystyle |x-x_{0}|\leq
                                 a\qquad\iff\qquad x_{0}-a\leq x\leq x_{0}+a.
                           
                        
                  	(1.5)
               

            

            In all examples we can replace the symbol ≤ by < and the conclusions hold.

            IntervalsInterval. The previous discussion shows that Mathematical
               Analysis often deals with subsets of 
                     
                        R
                        \mathbb{R}
                     
                   whose elements lie between two fixed numbers. They are called intervals.

            
               Definition 1.4

                Let a and b be real numbers such that 
                        
                           
                              a
                              ≤
                              b
                           
                           a\leq b
                        
                     . The closed interval with end-points a, b is the set

               
                        
                           
                              [
                              a
                              ,
                              b
                              ]
                              =
                              {
                              x
                              ∈
                              R
                               
                              ∣
                               
                              a
                              ≤
                              x
                              ≤
                              b
                              }
                              .
                           
                           [a,b]=\{x\in\mathbb{R}\ |\ a\leq
                              x\leq b\}.
                        
                     

               If 
                        
                           
                              a
                              <
                              b
                           
                           a<b
                        
                     , one defines open interval with end-points a, b the set

               
                        
                           
                              (
                              a
                              ,
                              b
                              )
                              =
                              {
                              x
                              ∈
                              R
                               
                              ∣
                               
                              a
                              <
                              x
                              <
                              b
                              }
                              .
                           
                           (a,b)=\{x\in\mathbb{R}\ |\
                              a<x<b\}.
                        
                     

               An equivalent notation is 
                        
                           
                              ]
                              a
                              ,
                              b
                              [
                           
                           ]a,b[
                        
                     .

            

            [image: Geometric representation of the closed interval (a) and of the open interval (b)]
               Figure 1.7 Geometric representation of the
                  closed interval (a) and of the open interval (b)

            

            If one includes only one end-point, then the interval with end-points a, b

             
                     
                        
                           [
                           a
                           ,
                           b
                           )
                           =
                           {
                           x
                           ∈
                           R
                            
                           ∣
                            
                           a
                           ≤
                           x
                           <
                           b
                           }
                        
                        \displaystyle[a,b)=\{x\in\mathbb{R}\ |\ a\leq x<b\}
                        
                     
                   

            is called half-open on the right, while

             
                     
                        
                           (
                           a
                           ,
                           b
                           ]
                           =
                           {
                           x
                           ∈
                           R
                            
                           ∣
                            
                           a
                           <
                           x
                           ≤
                           b
                           }
                        
                        \displaystyle(a,b]=\{x\in\mathbb{R}\ |\ a<x\leq b\}
                        
                     
                   

            is half-open on the left.

            
               Example 1.5

                 

               Let us describe the set A of elements 
                        
                           
                              x
                              ∈
                              R
                           
                           x\in\mathbb{R}
                        
                      such that

               
                        
                           
                              2
                              ≤
                              ∣
                              x
                              ∣
                              <
                              5.
                           
                           2\leq|x|<5.
                        
                     

               Because of (1.3) and (1.4), we easily have

               
                        
                           
                              A
                              =
                              (
                              −
                              5
                              ,
                              −
                              2
                              ]
                              ∪
                              [
                              2
                              ,
                              5
                              )
                              .
                           
                           A=(-5,-2]\cup[2,5).
                        
                     

               ■

            

            Intervals defined by a single inequality are useful, too. Define

             
                     
                        
                           [
                           a
                           ,
                           +
                           ∞
                           )
                           =
                           {
                           x
                           ∈
                           R
                            
                           ∣
                            
                           a
                           ≤
                           x
                           }
                           ,
                           
                           (
                           a
                           ,
                           +
                           ∞
                           )
                           =
                           {
                           x
                           ∈
                           R
                            
                           ∣
                            
                           a
                           <
                           x
                           }
                           ,
                        
                        \displaystyle[a,+\infty)=\{x\in\mathbb{R}\ |\ a\leq
                           x\},\qquad(a,+\infty)=\{x\in\mathbb{R}\ |\ a<x\},
                     
                   

            and

             
                     
                        
                           (
                           −
                           ∞
                           ,
                           b
                           ]
                           =
                           {
                           x
                           ∈
                           R
                            
                           ∣
                            
                           x
                           ≤
                           b
                           }
                           ,
                           
                           (
                           −
                           ∞
                           ,
                           b
                           )
                           =
                           {
                           x
                           ∈
                           R
                            
                           ∣
                            
                           x
                           <
                           b
                           }
                           .
                        
                        \displaystyle(-\infty,b]=\{x\in\mathbb{R}\ |\ x\leq
                           b\},\qquad(-\infty,b)=\{x\in\mathbb{R}\ |\ x<b\}.
                     
                   

            The symbols 
                     
                        
                           −
                           ∞
                        
                        -\infty
                     
                   and 
                     
                        
                           +
                           ∞
                        
                        +\infty
                     
                   do not indicate real numbers; they allow extending the ordering of the reals with the
               convention that 
                     
                        
                           −
                           ∞
                           <
                           x
                        
                        -\infty<x
                     
                   and 
                     
                        
                           x
                           <
                           +
                           ∞
                        
                        x<+\infty
                     
                   for all 
                     
                        
                           x
                           ∈
                           R
                        
                        x\in\mathbb{R}
                     
                  . Otherwise said, the condition 
                     
                        
                           a
                           ≤
                           x
                        
                        a\leq x
                     
                   is the same as 
                     
                        
                           a
                           ≤
                           x
                           <
                           +
                           ∞
                        
                        a\leq x<+\infty
                     
                  , so the notation 
                     
                        
                           [
                           a
                           ,
                           +
                           ∞
                           )
                        
                        [a,+\infty)
                     
                   is consistent with the one used for real end-points. Sometimes it is convenient to set
            

            
                     
                        
                           (
                           −
                           ∞
                           ,
                           +
                           ∞
                           )
                           =
                           R
                           .
                        
                        (-\infty,+\infty)=\mathbb{R}.
                     
                  

            In general one says that an interval I is closed if it contains its end-points, open
               if the end-points are not included. All points of an interval, apart from the end-points, are called
               interior pointsPointinterior.

         

         
            
1.3.2 Bounded sets

            Let us now discuss the notion of boundedness of a set.

            
               Definition 1.6

                A subset A of 
                        
                           R
                           \mathbb{R}
                        
                      is called bounded from aboveSetbounded from
                           above or upper bounded if there exists a real number b such that
               

               
                        
                           
                              x
                              ≤
                              b
                              ,
                              
                              for all
                              x
                              ∈
                              A
                              .
                           
                           x\leq b,\qquad\text{for all}x\in
                              A.
                        
                     

               Any b with this property is called an upper boundUpper bound of A.

               The set A is bounded from belowSetbounded from
                           below or lower bounded if there is a real number a with

               
                        
                           
                              a
                              ≤
                              x
                              ,
                              
                              for all
                              x
                              ∈
                              A
                              .
                           
                           a\leq x,\qquad\text{for all}x\in
                              A.
                        
                     

               Every a satisfying this relation is said to be a lower boundLower
                           bound of A.

               At last, one calls A boundedSetbounded if it is bounded from above and from below.

            

            In terms of intervals, a set is bounded from above if it is contained in an interval of the sort 
                     
                        
                           (
                           −
                           ∞
                           ,
                           b
                           ]
                        
                        (-\infty,b]
                     
                   with 
                     
                        
                           b
                           ∈
                           R
                        
                        b\in\mathbb{R}
                     
                  , and bounded if it is contained in an interval 
                     
                        
                           [
                           a
                           ,
                           b
                           ]
                        
                        [a,b]
                     
                   for some 
                     
                        
                           a
                           ,
                           b
                           ∈
                           R
                        
                        a,b\in\mathbb{R}
                     
                  . It is not difficult to show that A is bounded if and only if there exists a
               real number 
                     
                        
                           c
                           >
                           0
                        
                        c>0
                     
                   such that

            
                     
                        
                           ∣
                           x
                           ∣
                           ≤
                           c
                           ,
                           
                           for all
                           x
                           ∈
                           A
                           .
                        
                        |x|\leq c,\qquad\text{for all}x\in
                           A.
                     
                  

            
               Examples 1.7

                 

               i) The set 
                        
                           N
                           \mathbb{N}
                        
                      is bounded from below (each number 
                        
                           
                              a
                              ≤
                              0
                           
                           a\leq 0
                        
                      is a lower bound), but not from above, due to the so-called Archimedean
                     propertyArchimedean property: for any real 
                           
                              
                                 b
                                 >
                                 0
                              
                              b>0
                           
                        , there exists a natural number n with

               
                  
                     	
                              
                                 
                                    n
                                    >
                                    b
                                    .
                                 
                                 n>b.
                              
                           
                     	(1.6)
                  

               

               ii) The interval 
                        
                           
                              (
                              −
                              ∞
                              ,
                              1
                              ]
                           
                           (-\infty,1]
                        
                      is bounded from above, not from below. The interval 
                        
                           
                              (
                              −
                              5
                              ,
                              12
                              )
                           
                           (-5,12)
                        
                      is bounded.

               iii) The set

               
                  
                     	
                              
                                 
                                    A
                                    =
                                    
                                       {
                                       
                                          n
                                          
                                             n
                                             +
                                             1
                                          
                                       
                                       ∣
                                        
                                       n
                                       ∈
                                       N
                                       }
                                    
                                    =
                                    
                                       {
                                       0
                                       ,
                                       
                                          1
                                          2
                                       
                                       ,
                                       
                                          2
                                          3
                                       
                                       ,
                                       
                                          3
                                          4
                                       
                                       ,
                                       …
                                       }
                                    
                                 
                                 A=\left\{{n\over{n+1}}\ |\
                                    n\in\mathbb{N}\right\}=\left\{0,\frac{1}{2},\frac{2}{3},\frac{3}{4},\dots\right\}
                                 
                              
                           
                     	(1.7)
                  

               

               is bounded, in fact 
                        
                           
                              0
                              ≤
                              
                                 
                                    n
                                    
                                       n
                                       +
                                       1
                                    
                                 
                                 <
                                 1
                              
                           
                           0\leq\displaystyle{n\over{n+1}}<1
                        
                      for any 
                        
                           
                              n
                              ∈
                              N
                           
                           n\in\mathbb{N}
                        
                     .

               iv) The set 
                        
                           
                              B
                              =
                              {
                              x
                              ∈
                              Q
                               
                              ∣
                               
                              
                                 x
                                 2
                              
                              <
                              2
                              }
                           
                           B=\{x\in\mathbb{Q}\ |\
                              x^{2}<2\}
                        
                      is bounded. Taking x such that 
                        
                           
                              ∣
                              x
                              ∣
                              >
                              
                                 3
                                 2
                              
                           
                           |x|>\frac{3}{2}
                        
                      for example, then 
                        
                           
                              
                                 x
                                 2
                              
                              >
                              
                                 9
                                 4
                              
                              >
                              2
                           
                           x^{2}>\frac{9}{4}>2
                        
                     , so 
                        
                           
                              x
                              ∉
                              B
                           
                           x\not\in B
                        
                     . Hence 
                        
                           
                              B
                              ⊂
                              [
                              −
                              
                                 3
                                 2
                              
                              ,
                              
                                 3
                                 2
                              
                              ]
                           
                           B\subset[-\frac{3}{2},\frac{3}{2}]
                        
                     .

               ■

            

            
               Definition 1.8

                A set 
                        
                           
                              A
                              ⊂
                              R
                           
                           A\subset\mathbb{R}
                        
                      admits a maximumMaximumMaximumof a set if there
                  exists an element 
                        
                           
                              
                                 x
                                 M
                              
                              ∈
                              A
                           
                           x_{M}\in A
                        
                      such that

               
                        
                           
                              x
                              ≤
                              
                                 x
                                 M
                              
                              ,
                              
                              for any
                              x
                              ∈
                              A
                              .
                           
                           x\leq x_{M},\qquad\text{for
                              any}x\in A.
                        
                     

               The element 
                        
                           
                              x
                              M
                           
                           x_{M}
                        
                      (necessarily unique) is the maximum of the set A and one denotes it by
                  
                        
                           
                              
                                 x
                                 M
                              
                              =
                              max
                              ⁡
                              A
                           
                           x_{M}=\max A
                        
                     .

               The minimumMinimumMinimumof a
                           set of a set A, denoted by 
                        
                           
                              
                                 x
                                 m
                              
                              =
                              min
                              ⁡
                              A
                           
                           x_{m}=\min A
                        
                     , is defined in a similar way. 

            

            A set admitting a maximum must be bounded from above: the maximum is an upper bound for the set, actually
               the smallest of all possible upper bounds, as we shall prove. The opposite is not true: a set can
               be bounded from above but not admit a maximum, like the set A of (1.7). We already know that 1 is an upper
               bound for A. Among all upper bounds, 1 is privileged, being the smallest upper bound. To
               convince ourselves of this fact, let us show that each real number 
                     
                        
                           r
                           <
                           1
                        
                        r<1
                     
                   is not an upper bound, i.e., there is a natural number n such that

            
                     
                        
                           
                              n
                              
                                 n
                                 +
                                 1
                              
                           
                           >
                           r
                           .
                        
                        {n\over{n+1}}>r.
                     
                  

            The inequality is equivalent to 
                     
                        
                           
                              
                                 n
                                 +
                                 1
                              
                              n
                           
                           <
                           
                              
                                 1
                                 r
                              
                           
                        
                        \displaystyle{{n+1}\over
                           n}<\displaystyle{1\over r}
                     
                  , hence 
                     
                        
                           1
                           +
                           
                              
                                 1
                                 n
                              
                              <
                              
                                 
                                    1
                                    r
                                 
                              
                           
                        
                        1+\displaystyle{1\over
                           n}<\displaystyle{1\over r}
                     
                  , or 
                     
                        
                           
                              1
                              n
                           
                           <
                           
                              
                                 
                                    1
                                    −
                                    r
                                 
                                 r
                              
                           
                        
                        \displaystyle{1\over
                           n}<\displaystyle{{1-r}\over r}
                     
                  . This is to say 
                     
                        
                           n
                           >
                           
                              
                                 r
                                 
                                    1
                                    −
                                    r
                                 
                              
                           
                        
                        n>\displaystyle{r\over{1-r}}
                     
                  , and the existence of such n follows from the Archimedean property (1.6).

            So, 1 is the smallest upper bound of A, yet not the maximum, because 
                     
                        
                           1
                           ∉
                           A
                        
                        1\not\in A
                     
                  : there is no natural number n such that 
                     
                        
                           
                              n
                              
                                 n
                                 +
                                 1
                              
                           
                           =
                           1
                        
                        \displaystyle{n\over{n+1}}=1
                     
                  . One calls 1 the supremum or the least upper bound of A, indicated
               by 
                     
                        
                           1
                           =
                           sup
                           ⁡
                           A
                        
                        1=\sup A
                     
                  . 

            Analogously, 2 is the smallest among all upper bounds of the interval 
                     
                        
                           I
                           =
                           (
                           0
                           ,
                           2
                           )
                        
                        I=(0,2)
                     
                  , but it does not belong to I. Hence 2 is the supremum, or least upper bound, of
               I, 
                     
                        
                           2
                           =
                           sup
                           ⁡
                           I
                        
                        2=\sup I
                     
                  .

            
               Definition 1.9

                Let 
                        
                           
                              A
                              ⊂
                              R
                           
                           A\subset\mathbb{R}
                        
                      be bounded from above. The supremumSupremumof a
                           set or least upper bound Upper boundleast of A is the smallest of all upper bounds of
                  A, denoted by 
                        
                           
                              sup
                              ⁡
                              A
                           
                           \sup A
                        
                     .

               If 
                        
                           
                              A
                              ⊂
                              R
                           
                           A\subset\mathbb{R}
                        
                      is bounded from below, one calls infimumInfimumof a
                           set or greatest lower boundLower boundgreatest of A the largest of all lower
                  bounds of A. This is denoted by 
                        
                           
                              inf
                              ⁡
                              A
                           
                           \inf A
                        
                     .

            

            The number 
                     
                        
                           s
                           =
                           sup
                           ⁡
                           A
                        
                        s=\sup A
                     
                   is characterised by two conditions:

            
               
                  	
                           
                              
                                 
                                    
                                       
                                          
                                             
                                                i
                                                )
                                             
                                          
                                       
                                       
                                          
                                             
                                                
                                                   
                                                      x
                                                      ≤
                                                      s
                                                   
                                                    
                                                   for
                                                    
                                                   all
                                                    
                                                   
                                                      x
                                                      ∈
                                                      A
                                                   
                                                
                                                ;
                                             
                                          
                                       
                                    
                                    
                                       
                                          
                                             
                                                i
                                                i
                                                )
                                             
                                          
                                       
                                       
                                          
                                             
                                                
                                                   for
                                                    
                                                   any
                                                    
                                                   real
                                                    
                                                   
                                                      r
                                                      <
                                                      s
                                                   
                                                   ,
                                                    
                                                   there
                                                    
                                                   exists
                                                    
                                                   
                                                      x
                                                      ∈
                                                      A
                                                   
                                                    
                                                   such
                                                    
                                                   that
                                                    
                                                   
                                                      x
                                                      >
                                                      r
                                                   
                                                
                                                .
                                             
                                          
                                       
                                    
                                 
                              
                              \displaystyle\begin{array}{ll}i)&\text{\it\
                                 $x\leq s$ for all
                                 $x\in A$};\\ ii)&\text{\it\ for any real $r<s$, there exists
                                 $x\in A$ such that $x>r$}.\end{array}
                           
                        
                  	(1.8)
               

            

            While i) tells that s is an upper bound for A, according to ii) each number
               smaller than s is not an upper bound for A, rendering s the smallest among
               all upper bounds.

            [image: A caution symbol with an exclamation mark inside a triangular boundary.]The two conditions (1.8) must be fulfilled in order to
               show that a given number is the supremum of a set. That is precisely what we did when showing that 1 was
               the supremum of (1.7). 

            The notion of supremum generalises that of maximum of a set. It is immediate to see that if a set
                  admits a maximum, this maximum must be the supremum as well.

            If a set A is not upper bounded, one says that its supremum is 
                     
                        
                           +
                           ∞
                        
                        +\infty
                     
                  , i.e., one defines

            
                     
                        
                           sup
                           ⁡
                           A
                           =
                           +
                           ∞
                           .
                        
                        \sup A=+\infty.
                     
                  

            Similarly, 
                     
                        
                           inf
                           ⁡
                           A
                           =
                           −
                           ∞
                        
                        \inf A=-\infty
                     
                   for a set A that is not lower bounded.

            As a final observation, by definition any real number is an upper bound of the empty set, so the
               convention is to set 
                     
                        
                           sup
                           ⁡
                           ∅
                           =
                           −
                           ∞
                        
                        \sup\emptyset=-\infty
                     
                  . In the same way 
                     
                        
                           inf
                           ⁡
                           ∅
                           =
                           +
                           ∞
                        
                        \inf\emptyset=+\infty
                     
                  , since any real number bounds the empty set from below.

         

         
            
1.3.3 Completeness of 
                     
                        R
                        \mathbb{R}
                     
                  


            The property of completeness of 
                     
                        R
                        \mathbb{R}
                     
                   may be formalised in several equivalent ways. The reader should already have come
               across Dedekind’s axiom: if we decompose 
                     
                        R
                        \mathbb{R}
                     
                   into the union of two disjoint subsets 
                     
                        
                           C
                           1
                        
                        C_{1}
                     
                   and 
                     
                        
                           C
                           2
                        
                        C_{2}
                     
                   such that each element of 
                     
                        
                           C
                           1
                        
                        C_{1}
                     
                   is smaller than or equal to every element in 
                     
                        
                           C
                           2
                        
                        C_{2}
                     
                   (the pair 
                     
                        
                           (
                           
                              C
                              1
                           
                           ,
                           
                              C
                              2
                           
                           )
                        
                        (C_{1},C_{2})
                     
                   is called a Dedekind cut), then there exists a (unique) separating element 
                     
                        
                           s
                           ∈
                           R
                        
                        s\in\mathbb{R}
                     
                  :

            
                     
                        
                           
                              x
                              1
                           
                           ≤
                           s
                           ≤
                           
                              x
                              2
                           
                           ,
                           
                           ∀
                           
                              x
                              1
                           
                           ∈
                           
                              C
                              1
                           
                           ,
                            
                           ∀
                           
                              x
                              2
                           
                           ∈
                           
                              C
                              2
                           
                           .
                        
                        x_{1}\leq s\leq x_{2},\qquad\forall
                           x_{1}\in C_{1},\ \forall x_{2}\in C_{2}.
                     
                  

            An alternative formulation of completeness involves the notion of supremum of a set: every upper
                  bounded set admits a supremum in 
                        
                           R
                           \mathbb{R}
                        
                     , i.e., there is a real number smaller than or equal to any upper bound of the
               set.

            With the help of this property one can prove, for example, the existence in 
                     
                        R
                        \mathbb{R}
                     
                   of the square root of 2, that is, of a number p (
                     
                        
                           >
                           0
                        
                        >0
                     
                  ) such that 
                     
                        
                           
                              p
                              2
                           
                           =
                           2
                        
                        p^{2}=2
                     
                  . Going back to Example 1.7 iv), the completeness of the reals ensures that the bounded set 
                     
                        
                           B
                           =
                           {
                           x
                           ∈
                           Q
                            
                           ∣
                            
                           
                              x
                              2
                           
                           <
                           2
                           }
                        
                        B=\{x\in\mathbb{Q}\ |\
                           x^{2}<2\}
                     
                   has a supremum, say p. Using the properties of 
                     
                        R
                        \mathbb{R}
                     
                   it is possible to show that 
                     
                        
                           
                              p
                              2
                           
                           <
                           2
                        
                        p^{2}<2
                     
                   cannot occur, otherwise p would not be an upper bound for B; 
                     
                        
                           
                              p
                              2
                           
                           >
                           2
                        
                        p^{2}>2
                     
                   cannot hold either, as p would not be the least of all upper bounds. Hence
               necessarily 
                     
                        
                           
                              p
                              2
                           
                           =
                           2
                        
                        p^{2}=2
                     
                  . Note that B, albeit contained in 
                     
                        Q
                        \mathbb{Q}
                     
                  , is not allowed to have a rational upper bound, because 
                     
                        
                           
                              p
                              2
                           
                           =
                           2
                        
                        p^{2}=2
                     
                   prevents p from being rational (Property 1.3).

            This example explains why the completeness of 
                     
                        R
                        \mathbb{R}
                     
                   lies at the core of the possibility to solve in 
                     
                        R
                        \mathbb{R}
                     
                   many remarkable equations. We are thinking in particular about the family of algebraic
               equations

            
               
                  	
                           
                              
                                 
                                    x
                                    n
                                 
                                 =
                                 a
                                 ,
                              
                              x^{n}=a,
                           
                        
                  	(1.9)
               

            

            where 
                     
                        
                           n
                           ∈
                           
                              N
                              +
                           
                        
                        n\in\mathbb{N}_{+}
                     
                   and 
                     
                        
                           a
                           ∈
                           R
                        
                        a\in\mathbb{R}
                     
                  , for which it is worth recalling the following known fact.

            
               Property 1.10

                i) Let 
                        
                           
                              n
                              ∈
                              
                                 N
                                 +
                              
                           
                           n\in\mathbb{N}_{+}
                        
                      be odd. Then for any 
                        
                           
                              a
                              ∈
                              R
                           
                           a\in\mathbb{R}
                        
                      equation (1.9) has
                  exactly one solution in 
                        
                           R
                           \mathbb{R}
                        
                     , denoted by 
                        
                           
                              x
                              =
                              
                                 a
                                 n
                              
                           
                           x=\sqrt[n]{a}
                        
                      or 
                        
                           
                              x
                              =
                              
                                 a
                                 
                                    1
                                    /
                                    n
                                 
                              
                           
                           x=a^{1/n}
                        
                      and called the nth root of a.

               ii) Let 
                        
                           
                              n
                              ∈
                              
                                 N
                                 +
                              
                           
                           n\in\mathbb{N}_{+}
                        
                      be even. For any 
                        
                           
                              a
                              >
                              0
                           
                           a>0
                        
                      equation (1.9) has two
                  real solutions with the same absolute value but opposite signs. When 
                        
                           
                              a
                              =
                              0
                           
                           a=0
                        
                      there is one solution 
                        
                           
                              x
                              =
                              0
                           
                           x=0
                        
                      only. For 
                        
                           
                              a
                              <
                              0
                           
                           a<0
                        
                      there are no solutions in 
                        
                           R
                           \mathbb{R}
                        
                     . The non-negative solution is indicated by 
                        
                           
                              x
                              =
                              
                                 a
                                 n
                              
                           
                           x=\sqrt[n]{a}
                        
                      or 
                        
                           
                              x
                              =
                              
                                 a
                                 
                                    1
                                    /
                                    n
                                 
                              
                           
                           x=a^{1/n}
                        
                     , and called the nth (arithmetic) root of a.

            

         

      

   


   
      
         
1.4 Cartesian product


          

         Let X, Y be non-empty sets. Given elements x in X and y in Y, we
            construct the ordered pairOrdered pair of numbers

         
                  
                     
                        (
                        x
                        ,
                        y
                        )
                        ,
                     
                     (x,y),
                  
               

         whose first component is x and second component is y. An ordered pair is
            conceptually different from a set with two elements. As the name says, in an ordered pair the order of the
            components is paramount. This is not the case for a set. If 
                  
                     
                        x
                        ≠
                        y
                     
                     x\not=y
                  
                the ordered pairs 
                  
                     
                        (
                        x
                        ,
                        y
                        )
                     
                     (x,y)
                  
                and 
                  
                     
                        (
                        y
                        ,
                        x
                        )
                     
                     (y,x)
                  
                are distinct, while 
                  
                     
                        {
                        x
                        ,
                        y
                        }
                     
                     \{x,y\}
                  
                and 
                  
                     
                        {
                        y
                        ,
                        x
                        }
                     
                     \{y,x\}
                  
                coincide as sets.

         The set of all ordered pairs 
                  
                     
                        (
                        x
                        ,
                        y
                        )
                     
                     (x,y)
                  
                when x varies in X and y varies in Y is the Cartesian
               productProductCartesian of X
            and Y, which is indicated by 
                  
                     
                        X
                        ×
                        Y
                     
                     X\times Y
                  
               . Mathematically,

          
                  
                     
                        X
                        ×
                        Y
                        =
                        {
                        (
                        x
                        ,
                        y
                        )
                        ∣
                         
                        x
                        ∈
                        X
                        ,
                         
                        y
                        ∈
                        Y
                        }
                        .
                     
                     \displaystyle X\times Y=\{(x,y)\ |\
                        x\in X,\ y\in Y\}.
                  
                

         The Cartesian product is represented using a rectangle, whose base corresponds to the set X and whose
            height is Y (as in Figure 1.8).

         [image: An illustration shows the Cartesian product of sets. The illustration depicts a rectangle representing the Cartesian product X times Y. The base of the rectangle corresponds to set X, represented by a horizontal line below and parallel to the bottom side of the rectangle. The height of the rectangle corresponds to set Y, represented by a vertical line left and parallel to the left side of the rectangle. Inside the rectangle, a point (x, y) is marked at the bottom left. Dashed lines extend vertically and horizontally from the point (x, y) to the corresponding height at y and the corresponding base at x.]
            Figure 1.8 Cartesian product of sets
            

         

         If the sets X, Y are different, the product 
                  
                     
                        X
                        ×
                        Y
                     
                     X\times Y
                  
                will not be equal to 
                  
                     
                        Y
                        ×
                        X
                     
                     Y\times X
                  
               , in other words the Cartesian product is not commutative.

         But if 
                  
                     
                        Y
                        =
                        X
                     
                     Y=X
                  
               , it is customary to put 
                  
                     
                        X
                        ×
                        X
                        =
                        
                           X
                           2
                        
                     
                     X\times X=X^{2}
                  
                for brevity. In this case the subset of 
                  
                     
                        X
                        2
                     
                     X^{2}
                  
               

         
                  
                     
                        Δ
                        =
                        {
                        (
                        x
                        ,
                        y
                        )
                        ∈
                        
                           X
                           2
                        
                        ∣
                         
                        x
                        =
                        y
                        }
                     
                     \Delta=\{(x,y)\in X^{2}\ |\
                        x=y\}
                  
               

         of pairs with equal components is called the diagonal of the Cartesian product.

         The most significant example of Cartesian product stems from 
                  
                     
                        X
                        =
                        Y
                        =
                        
                            
                           ⁣
                        
                        R
                     
                     X=Y= \ \!\mathbb{R}
                  
               . The set 
                  
                     
                        R
                        2
                     
                     \mathbb{R}^{2}
                  
                consists of ordered pairs of real numbers. Just as the set 
                  
                     R
                     \mathbb{R}
                  
                mathematically represents a straight line, 
                  
                     
                        R
                        2
                     
                     \mathbb{R}^{2}
                  
                is a model of the plane (see Figure 1.9 (a)). In order to define this correspondence, choose a straight line in
            the plane and fix on it an origin O, a positive direction and a unit of length. This shall be the
            x-axis. Rotating this line counter-clockwise around the origin by 
                  
                     
                        9
                        
                           0
                           o
                        
                     
                     90^{\rm o}
                  
                generates the y-axis. In this way we now have an orthonormal frame (we only
            mention that it is sometimes useful to consider frames in which the axes are not orthogonal, and/or the
            units on the axes are different).

         [image: A graphical representation of models of plane and space. (a): In a coordinate plane, the horizontal and the vertical axes intersect. A point with coordinates (x, y) lies in the second quadrant with a dashed horizontal line from the point to the vertical axis at marking y and a dashed vertical line from the point to the horizontal axis at marking x.
(b): A three-dimensional plane is shown. The x-axis points to the lower left, the y-axis points to the lower right, and the z-axis points upward. The point with coordinates (x, y, z) is placed in the plane with a dashed horizontal line from the point to the marking z on the z-axis and a dashed vertical line from the point to another point in the x-y-plane. From the point in the x-y-plane, a horizontal line and a vertical dashed line are drawn to the x-axis and y-axis, respectively. A dashed line from the intersection of the three axes connects to the point in the x-y-plane.]
            Figure 1.9 Models of the plane (a)
               and of space (b)

         

         Given any point P on the plane, let us draw the straight lines parallel to the axes passing through
            the point. Denote by x the real number corresponding to the intersection of the x-axis with
            the parallel to the y-axis, and by y the real number corresponding to the intersection of the
            y-axis with the parallel to the x-axis. An ordered pair 
                  
                     
                        (
                        x
                        ,
                        y
                        )
                        ∈
                        
                           R
                           2
                        
                     
                     (x,y)\in\mathbb{R}^{2}
                  
                is thus associated with each point P on the plane, and vice versa. The components
            of the pair are called (Cartesian) coordinates of P in the chosen frame.

         The notion of Cartesian product can be generalised to the product of more sets. Given n non-empty
            sets 
                  
                     
                        
                           X
                           1
                        
                        ,
                        
                           X
                           2
                        
                        ,
                        …
                        ,
                        
                           X
                           n
                        
                     
                     X_{1},X_{2},\dots,X_{n}
                  
               , one considers ordered 
                  
                     
                        n
                        −
                     
                     n-
                  
               tuples

         
                  
                     
                        (
                        
                           x
                           1
                        
                        ,
                        
                           x
                           2
                        
                        ,
                        …
                        ,
                        
                           x
                           n
                        
                        )
                     
                     (x_{1},x_{2},\dots,x_{n})
                  
               

         where, for every 
                  
                     
                        i
                        =
                        1
                        ,
                        2
                        ,
                        …
                        ,
                        n
                     
                     i=1,2,\dots,n
                  
               , each component 
                  
                     
                        x
                        i
                     
                     x_{i}
                  
                lives in the set 
                  
                     
                        X
                        i
                     
                     X_{i}
                  
               . The Cartesian product 
                  
                     
                        
                           X
                           1
                        
                        ×
                        
                           X
                           2
                        
                        ×
                        ⋯
                        ×
                        
                           X
                           n
                        
                     
                     X_{1}\times X_{2}\times\dots\times
                        X_{n}
                  
                is then the set of all such 
                  
                     
                        n
                        −
                     
                     n-
                  
               tuples.

         When 
                  
                     
                        
                           X
                           1
                        
                        =
                        
                           X
                           2
                        
                        =
                        ⋯
                        =
                        
                           X
                           n
                        
                        =
                        X
                     
                     X_{1}=X_{2}=\dots=X_{n}=X
                  
                one simply writes 
                  
                     
                        X
                        ×
                        X
                        ×
                        ⋯
                        ×
                        X
                        =
                        
                           X
                           n
                        
                     
                     X\times X\times\dots\times
                        X=X^{n}
                  
               . In particular, 
                  
                     
                        R
                        3
                     
                     \mathbb{R}^{3}
                  
                is the set of triples 
                  
                     
                        (
                        x
                        ,
                        y
                        ,
                        z
                        )
                     
                     (x,y,z)
                  
                of real numbers, and represents a mathematical model of three-dimensional space
            (see Figure 1.9 (b)).

      

   


   
      
         
1.5 Relations in the plane


          

         We call Cartesian plane a plane equipped with an orthonormal Cartesian frame built as above, which we
            saw can be identified with the Cartesian product 
                  
                     
                        R
                        2
                     
                     \mathbb{R}^{2}
                  
               . 

         Every non-empty subset R of 
                  
                     
                        R
                        2
                     
                     \mathbb{R}^{2}
                  
                defines a relationRelation between real numbers. Precisely, one says x is
               R-related to y, or x is related to y by R, if the ordered
            pair 
                  
                     
                        (
                        x
                        ,
                        y
                        )
                     
                     (x,y)
                  
                belongs to R. The graph of the relation is the set of points in the plane
            whose coordinates belong to R.

         Functions are special relations of major interest, and we shall study them in the next chapter.

         A relation is commonly defined by one or more (in)equalities involving the variables x and y.
            The subset R is then defined as the set of pairs 
                  
                     
                        (
                        x
                        ,
                        y
                        )
                     
                     (x,y)
                  
                such that x and y satisfy the constraints. Finding R often means
            determining its graph on the plane. Let us see some examples.

         
            Examples 1.11

              

            i) An equation like

            
                     
                        
                           a
                           x
                           +
                           b
                           y
                           =
                           c
                           ,
                        
                        ax+by=c,
                     
                  

            with 
                     
                        
                           a
                           ,
                           b
                        
                        a,b
                     
                   constant and not both vanishing, defines a straight line. If 
                     
                        
                           b
                           =
                           0
                        
                        b=0
                     
                  , the line is parallel to the y-axis, whereas 
                     
                        
                           a
                           =
                           0
                        
                        a=0
                     
                   yields a line parallel to the x-axis. Assuming 
                     
                        
                           b
                           ≠
                           0
                        
                        b\not=0
                     
                  , we can write the equation as

            
                     
                        
                           y
                           =
                           m
                           x
                           +
                           q
                           ,
                        
                        y=mx+q,
                     
                  

            where 
                     
                        
                           m
                           =
                           −
                           
                              a
                              b
                           
                        
                        m=-{a\over b}
                     
                   and 
                     
                        
                           q
                           =
                           
                              c
                              b
                           
                        
                        q={c\over b}
                     
                  . The number m is called slope of the line. The line can be plotted by
               finding the coordinates of two points that belong to it, hence two distinct pairs 
                     
                        
                           (
                           x
                           ,
                           y
                           )
                        
                        (x,y)
                     
                   solving the equation. In particular, 
                     
                        
                           c
                           =
                           0
                        
                        c=0
                     
                   (or 
                     
                        
                           q
                           
                               
                              ⁣
                           
                           =
                           
                               
                              ⁣
                           
                           0
                        
                        q\!=\!0
                     
                  ) if and only if the origin belongs to the line. The equation 
                     
                        
                           x
                           
                               
                              ⁣
                           
                           −
                           
                               
                              ⁣
                           
                           y
                           
                               
                              ⁣
                           
                           =
                           
                               
                              ⁣
                           
                           0
                        
                        x\!-\!y\!=\!0
                     
                  , for example, defines the bisectrix of the first and third quadrants of theplane.

            ii) Replacing the ‘=’ sign by ‘<’ above, consider the inequality

            
                     
                        
                           a
                           x
                           +
                           b
                           y
                           <
                           c
                           .
                        
                        ax+by<c.
                     
                  

            It defines one of the half-planes in which the straight line of equation 
                     
                        
                           a
                           x
                           +
                           b
                           y
                           =
                           c
                        
                        ax+by=c
                     
                   divides the plane (see Figure 1.10). If 
                     
                        
                           b
                           >
                           0
                        
                        b>0
                     
                   for instance, we obtain the half-plane below the line. This set is open, i.e., it does
               not contain the straight line, since the inequality is strict. The inequality 
                     
                        
                           a
                           x
                           +
                           b
                           y
                           ≤
                           c
                        
                        ax+by\leq c
                     
                   defines instead a closed set, i.e., including the line. 

            [image: A graph of an inequality x plus 2 y less than 2. In a coordinate plane, the horizontal axis and the vertical axis intersect at a point labeled O. A line with equation x plus 2 y equals 2, enters the viewing window in the second quadrant at the top left, goes down to intersect the vertical axis at 1, and enters the first quadrant. Then the line goes down to the right to intersect the horizontal axis at 2 and exit the viewing window in the fourth quadrant. The region under the line is shaded and labeled x plus 2 y less than 2.]
               Figure 1.10 

            

            iii) The system

            
                     
                        
                           {
                           
                              
                                 
                                    
                                       
                                          y
                                          >
                                          0
                                          ,
                                       
                                    
                                 
                              
                              
                                 
                                    
                                       
                                          x
                                          −
                                          y
                                          ≥
                                          0
                                          ,
                                       
                                    
                                 
                              
                           
                        
                        \begin{cases}y>0,\\ x-y\geq
                           0,\end{cases}
                     
                  

            defines the intersection between the open half-plane above the x-axis and the closed half-plane
               lying below the bisectrix of the first and third quadrants. Thus the system describes (see Figure 1.11) the wedge-shaped region between the
               positive x-axis and the bisectrix (the points on the x-axis are excluded). 

            [image: A graph shows region under two lines. In a coordinate plane, the horizontal axis and the vertical axis intersect each other. The line with the equation x minus y equals 0, originates at the origin, goes up to the right in the first quadrant, and exits the viewing window. Another line with equation y equals 0 moves along the horizontal axis. The region under the first line and above the positive horizontal axis is shaded.]
               Figure 1.11 

            

            iv) The inequality

            
                     
                        
                           ∣
                           x
                           −
                           y
                           ∣
                           <
                           2
                        
                        |x-y|<2
                     
                  

            is equivalent (recall (1.3)) to

            
                     
                        
                           −
                           2
                           <
                           x
                           −
                           y
                           <
                           2.
                        
                        -2<x-y<2.
                     
                  

            The inequality on the left is in turn equivalent to 
                     
                        
                           y
                           <
                           x
                           +
                           2
                        
                        y<x+2
                     
                  , so it defines the open half-plane below the line 
                     
                        
                           y
                           =
                           x
                           +
                           2
                        
                        y=x+2
                     
                  . Similarly, the inequality on the right is the same as 
                     
                        
                           y
                           >
                           x
                           −
                           2
                        
                        y>x-2
                     
                   and defines the open half-plane above the line 
                     
                        
                           y
                           =
                           x
                           −
                           2
                        
                        y=x-2
                     
                  . What we get is therefore the strip between the two lines, the latter excluded (see
               Figure 1.12).

            [image: A graph shows the region under two lines with the equations y equals x plus 2 and y equals x minus 2. In a coordinate plane, the horizontal axis and the vertical axis intersect each other. The line with the equation y equals x plus 2 enters the viewing window at the middle left in the third quadrant, goes up to the right to intersect the horizontal axis, enters the second quadrant, and goes further up to the right to intersect the vertical axis and enters the first quadrant. The line exits the viewing window in the first quadrant at the top and middle. The line with the equation y equals x minus 2 enters the viewing window at the bottom middle in the third quadrant, goes up to the right to intersect the negative vertical axis, enters the fourth quadrant, and goes further up to the right to intersect the positive horizontal axis and enters the first quadrant. The line exits the viewing window in the first quadrant at the middle right. The region between the two lines is shaded.]
               Figure 1.12 Graph of the relation of
                  Example 1.11 iv)

            

            v) By Pythagoras’s Theorem, the equation

            
                     
                        
                           
                              x
                              2
                           
                           +
                           
                              y
                              2
                           
                           =
                           1
                        
                        x^{2}+y^{2}=1
                     
                  

            defines the set of points P in the plane with distance 1 from the origin of the axes, that is, the
               circle centred at the origin with radius 1 (in trigonometry it goes under the name of unit
                  circle). The inequality

            
                     
                        
                           
                              x
                              2
                           
                           +
                           
                              y
                              2
                           
                           ≤
                           1
                        
                        x^{2}+y^{2}\leq 1
                     
                  

            then defines the disc bounded by the unit circle (see Figure 1.13).

            [image: A graph of a shaded circle. In a coordinate plane, the horizontal axis and the vertical axis intersect each other. The circle with the equation x squared plus y squared equals 1 intersects the vertical axis at 1 and the horizontal axis at 1. The region inside the circle is shaded.]
               Figure 1.13 Graph of the relation of
                  Example 1.11 v)

            

            vi) The equation 

            
                     
                        
                           y
                           =
                           
                              x
                              2
                           
                        
                        y=x^{2}
                     
                  

            yields the parabola with vertical axis, vertex at the origin and passing through the point P of
               coordinates 
                     
                        
                           (
                           1
                           ,
                           1
                           )
                        
                        (1,1)
                     
                  . Consequently the inequalities

            
                     
                        
                           
                              x
                              2
                           
                           ≤
                           y
                           ≤
                           1
                        
                        x^{2}\leq y\leq 1
                     
                  

            define the region enclosed by the parabola and by the straight line given by 
                     
                        
                           y
                           =
                           1
                        
                        y=1
                     
                   (see Figure 1.14).

            [image: A graph of a shaded region inside a parabola and a line. In a coordinate plane, the horizontal axis and the vertical axis intersect at a point labeled O. The parabola with equation y equals x squared enters the viewing window at the top left in the second quadrant, goes down to the right to smoothly pass through the vertex at the origin, goes up to the right in the first quadrant, and exits the viewing window at the top right. The line with equation y equals 1, enters the viewing window in the second quadrant, moves horizontally to the right to intersect the parabola and vertical axis at 1, and enters the first quadrant. The line further moves horizontally to the right to again intersect the parabola and exit the viewing window in the first quadrant. The region under the line and above the parabola is shaded.]
               Figure 1.14 Graph of the relation of
                  Example 1.11 vi)
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1.6 Factorials and binomial
            coefficients


          We introduce now some noteworthy integers that play a role in many areas of Mathematics, for instance
            Combinatorics and Probability.

         Given a natural number 
                  
                     
                        n
                        ≥
                        1
                     
                     n\geq 1
                  
               , the product of all natural numbers between 1 and n goes under the name of
            factorialFactorial of n and is indicated by 
                  
                     
                        n
                        !
                     
                     n!
                  
                (read ‘n factorial’). Out of convenience one sets 
                  
                     
                        0
                        !
                        =
                        1
                     
                     0!=1
                  
               . Therefore

         
            
               	
                        
                           
                              0
                              !
                              =
                              1
                              ,
                              
                              1
                              !
                              =
                              1
                              ,
                              
                              n
                              !
                              =
                              1
                              ⋅
                              2
                              ⋅
                              …
                              ⋅
                              n
                              =
                              (
                              n
                              −
                              1
                              )
                              !
                              n
                              
                              for 
                              n
                              ≥
                              2.
                           
                           \displaystyle 0!=1,\qquad
                              1!=1,\qquad n!=1\cdot 2\cdot\ldots\cdot n=(n-1)!\,n\quad\text{for
                              }n\geq 2.
                        
                     
               	(1.10)
            

         

         Factorials grow extremely rapidly as n increases; for instance 
                  
                     
                        5
                        !
                        =
                        120
                     
                     5!=120
                  
               , 
                  
                     
                        10
                        !
                        =
                        3
                        ,
                        
                            
                           ⁣
                        
                        628
                        ,
                        
                            
                           ⁣
                        
                        800
                     
                     10!=3,\!628,\!800
                  
                and 
                  
                     
                        100
                        !
                        >
                        1
                        
                           0
                           157
                        
                     
                     100!>10^{157}
                  
               .

         To explain the importance of factorials, let us consider a box containing 
                  
                     
                        n
                        ≥
                        2
                     
                     n\geq 2
                  
                balls of different colour. We wish to understand in how many ways we may extract the
            balls. When we take the first ball we are making a choice among the n balls present. The choice of a
            second ball will be made among the remaining 
                  
                     
                        n
                        −
                        1
                     
                     n-1
                  
                balls, and for the third ball we will choose among 
                  
                     
                        n
                        −
                        2
                     
                     n-2
                  
               , and so on. Altogether we have 
                  
                     
                        n
                        (
                        n
                        −
                        1
                        )
                        ⋅
                        …
                        ⋅
                        2
                        ⋅
                        1
                        =
                        n
                        !
                     
                     n(n-1)\cdot\ldots\cdot 2\cdot
                        1=n!
                  
                different ways to extract the balls: 
                  
                     
                        n
                        !
                     
                     n!
                  
                represents the number of arrangements of n distinct objects in a sequence.
            Equivalently, this is the number of possible permutationsPermutation of n ordered objects.
         

         If we stop after k choices, 
                  
                     
                        0
                        <
                        k
                        <
                        n
                     
                     0<k<n
                  
               , we end up with 
                  
                     
                        n
                        (
                        n
                        −
                        1
                        )
                        …
                        (
                        n
                        −
                        k
                        +
                        1
                        
                            
                           ⁣
                        
                        )
                     
                     n(n-1)\dots \ (n \ - \ k \ + \ 1 \
                        \!)
                  
                possible outcomes. The latter expression, also written as 
                  
                     
                        
                           
                              n
                              !
                           
                           
                              (
                              n
                              −
                              k
                              )
                              !
                           
                        
                     
                     \displaystyle{n!\over{(n-k)!}}
                  
               , is the number of possible permutations of n distinct objects in sequences of
               k objects.

         If we allow for repeated colours, for instance by reintroducing in the urn a ball of the same colour as the
            one just extracted, each time we choose among n. After 
                  
                     
                        k
                        >
                        0
                     
                     k>0
                  
                choices there are then 
                  
                     
                        n
                        k
                     
                     n^{k}
                  
                possible sequences of colours: 
                  
                     
                        n
                        k
                     
                     n^{k}
                  
                is the number of permutations of n objects with repetitions in sequences
               of k (i.e., allowing an object to be chosen more than once).

         Given two natural numbers n and k such that 
                  
                     
                        0
                        ≤
                        k
                        ≤
                        n
                     
                     0\leq k\leq n
                  
               , one calls binomial coefficientBinomialcoefficient the number

         
            
               	
                        
                           
                              
                                 (
                                 
                                    n
                                    k
                                 
                                 )
                              
                              =
                              
                                 
                                    n
                                    !
                                 
                                 
                                    k
                                    !
                                    (
                                    n
                                    −
                                    k
                                    )
                                    !
                                 
                              
                           
                           \displaystyle {n\choose
                              k}={n!\over{k!(n-k)!}}
                        
                     
               	(1.11)
            

         

         (the symbol 
                  
                     
                        (
                        
                           n
                           k
                        
                        )
                     
                     {n\choose k}
                  
                is usually read ‘n choose k’). Notice that if 
                  
                     
                        0
                        <
                        k
                        <
                        n
                     
                     0<k<n
                  
               

         
                  
                     
                        n
                        !
                        =
                        1
                        ⋅
                        …
                        ⋅
                        n
                        =
                        1
                        ⋅
                        …
                        ⋅
                        (
                        n
                        −
                        k
                        )
                        (
                        n
                        −
                        k
                        +
                        1
                        )
                        ⋅
                        …
                        ⋅
                        (
                        n
                        −
                        1
                        )
                        n
                        =
                        (
                        n
                        −
                        k
                        )
                        !
                        (
                        n
                        −
                        k
                        +
                        1
                        )
                        ⋅
                        …
                        ⋅
                        (
                        n
                        −
                        1
                        )
                        ,
                     
                     n!=1\cdot\ldots\cdot
                        n=1\cdot\ldots\cdot(n-k)(n-k+1)\cdot\ldots\cdot(n-1)n=(n-k)!(n-k+1)\cdot\ldots\cdot(n-1),
                     
                  
               

         so simplifying and rearranging the order of the factors in the numerator, (1.11) becomes

         
            
               	
                        
                           
                              
                                 (
                                 
                                    n
                                    k
                                 
                                 )
                              
                              =
                              
                                 
                                    n
                                    (
                                    n
                                    −
                                    1
                                    )
                                    ⋅
                                    …
                                    ⋅
                                    (
                                    n
                                    −
                                    k
                                    +
                                    1
                                    )
                                 
                                 
                                    k
                                    !
                                 
                              
                              ,
                           
                           \displaystyle {n\choose
                              k}={{n(n-1)\cdot\ldots\cdot(n-k+1)}\over{k!}},
                        
                     
               	(1.12)
            

         

         another common expression for the binomial coefficient. From definition (1.11) it follows directly that

         
                  
                     
                        
                           (
                           
                              n
                              k
                           
                           )
                        
                        =
                        
                           (
                           
                              n
                              
                                 n
                                 −
                                 k
                              
                           
                           )
                        
                     
                     {n\choose
                        k}={n\choose{n-k}}
                  
               

         and

         
                  
                     
                        
                           (
                           
                              n
                              0
                           
                           )
                        
                        =
                        
                           (
                           
                              n
                              n
                           
                           )
                        
                        =
                        1
                        ,
                        
                        
                           (
                           
                              n
                              1
                           
                           )
                        
                        =
                        
                           (
                           
                              n
                              
                                 n
                                 −
                                 1
                              
                           
                           )
                        
                        =
                        n
                        .
                     
                     {n\choose 0}={n\choose
                        n}=1,\qquad{n\choose 1}={n\choose{n-1}}=n.
                  
               

         Moreover, it is easy to prove that for any 
                  
                     
                        n
                        ≥
                        1
                     
                     n\geq 1
                  
                and any k with 
                  
                     
                        0
                        <
                        k
                        <
                        n
                     
                     0<k<n
                  
               

         
            
               	
                        
                           
                              
                                 (
                                 
                                    n
                                    k
                                 
                                 )
                              
                              =
                              
                                 (
                                 
                                    
                                       n
                                       −
                                       1
                                    
                                    
                                       k
                                       −
                                       1
                                    
                                 
                                 )
                              
                              +
                              
                                 (
                                 
                                    
                                       n
                                       −
                                       1
                                    
                                    k
                                 
                                 )
                              
                              ,
                           
                           {n\choose
                              k}={{n-1}\choose{k-1}}+{{n-1}\choose k},
                        
                     
               	(1.13)
            

         

         which provides a convenient means for computing binomial coefficientsrecursively. The coefficients
            relative to n objects are easily determined once those involving 
                  
                     
                        n
                        −
                        1
                     
                     n-1
                  
                objects have been computed. The same formula suggests to write down binomial coefficients
            in a triangular pattern, known as Pascal’s triangle1 Sometimes the name Tartaglia’s
                        triangle appears. (see Figure 1.15): each coefficient on a given row,
            except for the outermost 1s, is the sum of the two numbers that lie above it in the preceding row, precisely
            as (1.13) prescribes. The construction of
            Pascal’s triangle shows that the binomial coefficients are natural numbers.

         [image: A graph of an inequality x plus 2 y less than 2. In a coordinate plane, the horizontal axis and the vertical axis intersect at a point labeled O. A line with equation x plus 2 y equals 2, enters the viewing window in the second quadrant at the top left, goes down to intersect the vertical axis at 1, and enters the first quadrant. Then the line goes down to the right to intersect the horizontal axis at 2 and exit the viewing window in the fourth quadrant. The region under the line is shaded and labeled x plus 2 y less than 2.]
            Figure 1.15 Pascal’s triangle

         

         The term ‘binomial coefficient’ originates from the expansion of the powers of the polynomial 
                  
                     
                        a
                        +
                        b
                     
                     a+b
                  
                in terms of the powers of a and b. The reader will remember the important
            identities

         
                  
                     
                        (
                        a
                        +
                        b
                        
                           )
                           2
                        
                        =
                        
                           a
                           2
                        
                        +
                        2
                        a
                        b
                        +
                        
                           b
                           2
                        
                        
                        and
                        
                        (
                        a
                        +
                        b
                        
                           )
                           3
                        
                        =
                        
                           a
                           3
                        
                        +
                        3
                        
                           a
                           2
                        
                        b
                        +
                        3
                        a
                        
                           b
                           2
                        
                        +
                        
                           b
                           3
                        
                        .
                     
                     
                        (a+b)^{2}=a^{2}+2ab+b^{2}\qquad\text{and}\qquad(a+b)^{3}=a^{3}+3a^{2}b+3ab^{2}+b^{3}.
                     
                  
               

         The coefficients showing up are precisely the binomial coefficients for 
                  
                     
                        n
                        =
                        2
                     
                     n=2
                  
                and 
                  
                     
                        n
                        =
                        3
                     
                     n=3
                  
               . In general, for any 
                  
                     
                        n
                        ≥
                        0
                     
                     n\geq 0
                  
               , the formula 

         
            
               	
                        
                           
                              
                                 
                                    
                                       
                                          
                                             (
                                             a
                                             +
                                             b
                                             
                                                )
                                                n
                                             
                                          
                                       
                                    
                                    
                                       
                                          
                                             
                                             =
                                             
                                                
                                                   a
                                                   n
                                                
                                                +
                                                n
                                                
                                                   a
                                                   
                                                      n
                                                      −
                                                      1
                                                   
                                                
                                                b
                                                +
                                                …
                                                +
                                                
                                                   (
                                                   
                                                      n
                                                      k
                                                   
                                                   )
                                                
                                                
                                                   a
                                                   
                                                      n
                                                      −
                                                      k
                                                   
                                                
                                                
                                                   b
                                                   k
                                                
                                                +
                                                …
                                                +
                                                n
                                                a
                                                
                                                   b
                                                   
                                                      n
                                                      −
                                                      1
                                                   
                                                
                                                +
                                                
                                                   b
                                                   n
                                                
                                             
                                          
                                       
                                    
                                 
                                 
                                    
                                       
                                          
                                       
                                    
                                    
                                       
                                          
                                             
                                             =
                                             
                                                
                                                   ∑
                                                   
                                                      k
                                                      =
                                                      0
                                                   
                                                   n
                                                
                                                
                                                   (
                                                   
                                                      n
                                                      k
                                                   
                                                   )
                                                
                                                
                                                   a
                                                   
                                                      n
                                                      −
                                                      k
                                                   
                                                
                                                
                                                   b
                                                   k
                                                
                                                ,
                                             
                                          
                                       
                                    
                                 
                              
                           
                           \displaystyle \begin{aligned}
                              (a+b)^{n}&=\displaystyle a^{n}+na^{n-1}b+\ldots+{n\choose
                              k}a^{n-k}b^{k}+\ldots+nab^{n-1}+b^{n}\\
                              \displaystyle&=\displaystyle\sum_{k=0}^{n}{n\choose
                              k}a^{n-k}b^{k},\end{aligned}
                        
                     
               	(1.14)
            

         

         holds, known as (Newton’s) binomial formulaBinomialformula. This expression is proved using (1.13) and the Induction Principle.

         
             Proof of Newton’s binomial expansion (1.14) 
             
                     
                        
                           (
                           a
                           +
                           b
                           
                              )
                              n
                           
                           =
                           
                              ∑
                              
                                 k
                                 =
                                 0
                              
                              n
                           
                           
                              (
                              
                                 n
                                 k
                              
                              )
                           
                           
                              a
                              
                                 n
                                 −
                                 k
                              
                           
                           
                              b
                              k
                           
                            
                           ,
                           
                           n
                           ≥
                           0
                           .
                        
                        \displaystyle
                           (a+b)^{n}=\sum_{k=0}^{n}{n\choose k}a^{n-k}b^{k}\,,\qquad n\geq
                           0\,.
                     
                   

            
               Proof

               Let us prove the formula using the Principle of Induction (Theorem 1.1).

               For 
                        
                           
                              n
                              =
                              0
                           
                           n=0
                        
                      we have

               
                        
                           
                              (
                              a
                              +
                              b
                              
                                 )
                                 0
                              
                              =
                              1
                              
                              and
                              
                              
                                 ∑
                                 
                                    k
                                    =
                                    0
                                 
                                 0
                              
                              
                                 (
                                 
                                    0
                                    0
                                 
                                 )
                              
                              
                                 a
                                 0
                              
                              
                                 b
                                 0
                              
                              =
                              
                                 a
                                 0
                              
                              
                                 b
                                 0
                              
                              =
                              1
                              ,
                           
                           
                              (a+b)^{0}=1\quad\text{and}\quad\sum_{k=0}^{0}{0\choose
                              0}a^{0}b^{0}=a^{0}b^{0}=1\,,
                        
                     

               so the relation holds.

               Let us now suppose that the formula is true for a generic n and verify that it remains true for
                  the successive integer; the claim is thus

               
                        
                           
                              (
                              a
                              +
                              b
                              
                                 )
                                 
                                    n
                                    +
                                    1
                                 
                              
                              =
                              
                                 ∑
                                 
                                    k
                                    =
                                    0
                                 
                                 
                                    n
                                    +
                                    1
                                 
                              
                              
                                 (
                                 
                                    
                                       n
                                       +
                                       1
                                    
                                    k
                                 
                                 )
                              
                              
                                 a
                                 
                                    n
                                    +
                                    1
                                    −
                                    k
                                 
                              
                              
                                 b
                                 k
                              
                               
                              .
                           
                           (a+b)^{n+1}=\sum_{k=0}^{n+1}{n+1\choose
                              k}a^{n+1-k}b^{k}\,.
                        
                     

               We have

               
                        
                           
                              
                                 
                                    
                                       
                                          (
                                          a
                                          +
                                          b
                                          
                                             )
                                             
                                                n
                                                +
                                                1
                                             
                                          
                                       
                                    
                                 
                                 
                                    
                                       =
                                    
                                 
                                 
                                    
                                       
                                          (
                                          a
                                          +
                                          b
                                          )
                                          (
                                          a
                                          +
                                          b
                                          
                                             )
                                             n
                                          
                                          =
                                          (
                                          a
                                          +
                                          b
                                          )
                                          
                                             ∑
                                             
                                                k
                                                =
                                                0
                                             
                                             n
                                          
                                          
                                             (
                                             
                                                n
                                                k
                                             
                                             )
                                          
                                          
                                             a
                                             
                                                n
                                                −
                                                k
                                             
                                          
                                          
                                             b
                                             k
                                          
                                       
                                    
                                 
                              
                              
                                 
                                    
                                       
                                    
                                 
                                 
                                    
                                       =
                                    
                                 
                                 
                                    
                                       
                                          
                                             ∑
                                             
                                                k
                                                =
                                                0
                                             
                                             n
                                          
                                          
                                             (
                                             
                                                n
                                                k
                                             
                                             )
                                          
                                          
                                             a
                                             
                                                n
                                                +
                                                1
                                                −
                                                k
                                             
                                          
                                          
                                             b
                                             k
                                          
                                          +
                                          
                                             ∑
                                             
                                                k
                                                =
                                                0
                                             
                                             n
                                          
                                          
                                             (
                                             
                                                n
                                                k
                                             
                                             )
                                          
                                          
                                             a
                                             
                                                n
                                                −
                                                k
                                             
                                          
                                          
                                             b
                                             
                                                k
                                                +
                                                1
                                             
                                          
                                          ;
                                       
                                    
                                 
                              
                           
                           
                              \begin{array}{rcl}\displaystyle(a+b)^{n+1}&=&\displaystyle(a+b)(a+b)^{n}=(a+b)\sum_{k=0}^{n}{n\choose
                              k}a^{n-k}b^{k}\\ &=&\displaystyle\sum_{k=0}^{n}{n\choose
                              k}a^{n+1-k}b^{k}+\sum_{k=0}^{n}{n\choose
                              k}a^{n-k}b^{k+1}\,;\end{array}
                        
                     

               by putting 
                        
                           
                              k
                              +
                              1
                              =
                              h
                           
                           k+1=h
                        
                      in the second sum we obtain

               
                        
                           
                              
                                 ∑
                                 
                                    k
                                    =
                                    0
                                 
                                 n
                              
                              
                                 (
                                 
                                    n
                                    k
                                 
                                 )
                              
                              
                                 a
                                 
                                    n
                                    −
                                    k
                                 
                              
                              
                                 b
                                 
                                    k
                                    +
                                    1
                                 
                              
                              =
                              
                                 ∑
                                 
                                    h
                                    =
                                    1
                                 
                                 
                                    n
                                    +
                                    1
                                 
                              
                              
                                 (
                                 
                                    n
                                    
                                       h
                                       −
                                       1
                                    
                                 
                                 )
                              
                              
                                 a
                                 
                                    n
                                    +
                                    1
                                    −
                                    h
                                 
                              
                              
                                 b
                                 h
                              
                           
                           \sum_{k=0}^{n}{n\choose
                              k}a^{n-k}b^{k+1}=\sum_{h=1}^{n+1}{n\choose
                              h-1}a^{n+1-h}b^{h}
                        
                     

               and, going back to the original variable k, since h is merely a symbol, we obtain

               
                        
                           
                              
                                 ∑
                                 
                                    k
                                    =
                                    0
                                 
                                 n
                              
                              
                                 (
                                 
                                    n
                                    k
                                 
                                 )
                              
                              
                                 a
                                 
                                    n
                                    −
                                    k
                                 
                              
                              
                                 b
                                 
                                    k
                                    +
                                    1
                                 
                              
                              =
                              
                                 ∑
                                 
                                    k
                                    =
                                    1
                                 
                                 
                                    n
                                    +
                                    1
                                 
                              
                              
                                 (
                                 
                                    n
                                    
                                       k
                                       −
                                       1
                                    
                                 
                                 )
                              
                              
                                 a
                                 
                                    n
                                    +
                                    1
                                    −
                                    k
                                 
                              
                              
                                 b
                                 k
                              
                               
                              .
                           
                           \sum_{k=0}^{n}{n\choose
                              k}a^{n-k}b^{k+1}=\sum_{k=1}^{n+1}{n\choose
                              k-1}a^{n+1-k}b^{k}\,.
                        
                     

               Therefore

               
                        
                           
                              
                                 
                                    
                                       
                                          (
                                          a
                                          +
                                          b
                                          
                                             )
                                             
                                                n
                                                +
                                                1
                                             
                                          
                                       
                                    
                                 
                                 
                                    
                                       =
                                    
                                 
                                 
                                    
                                       
                                          
                                             ∑
                                             
                                                k
                                                =
                                                0
                                             
                                             n
                                          
                                          
                                             (
                                             
                                                n
                                                k
                                             
                                             )
                                          
                                          
                                             a
                                             
                                                n
                                                +
                                                1
                                                −
                                                k
                                             
                                          
                                          
                                             b
                                             k
                                          
                                          +
                                          
                                             ∑
                                             
                                                k
                                                =
                                                1
                                             
                                             
                                                n
                                                +
                                                1
                                             
                                          
                                          
                                             (
                                             
                                                n
                                                
                                                   k
                                                   −
                                                   1
                                                
                                             
                                             )
                                          
                                          
                                             a
                                             
                                                n
                                                +
                                                1
                                                −
                                                k
                                             
                                          
                                          
                                             b
                                             k
                                          
                                       
                                    
                                 
                              
                              
                                 
                                    
                                       
                                    
                                 
                                 
                                    
                                       =
                                    
                                 
                                 
                                    
                                       
                                          
                                             (
                                             
                                                n
                                                0
                                             
                                             )
                                          
                                          
                                             a
                                             
                                                n
                                                +
                                                1
                                             
                                          
                                          
                                             b
                                             0
                                          
                                          +
                                          
                                             ∑
                                             
                                                k
                                                =
                                                1
                                             
                                             n
                                          
                                          
                                             [
                                             
                                                (
                                                
                                                   n
                                                   k
                                                
                                                )
                                             
                                             +
                                             
                                                (
                                                
                                                   n
                                                   
                                                      k
                                                      −
                                                      1
                                                   
                                                
                                                )
                                             
                                             ]
                                          
                                          
                                             a
                                             
                                                n
                                                +
                                                1
                                                −
                                                k
                                             
                                          
                                          
                                             b
                                             k
                                          
                                          +
                                          
                                             (
                                             
                                                n
                                                n
                                             
                                             )
                                          
                                          
                                             a
                                             0
                                          
                                          
                                             b
                                             
                                                n
                                                +
                                                1
                                             
                                          
                                          .
                                       
                                    
                                 
                              
                           
                           
                              \begin{array}{rcl}\displaystyle(a+b)^{n+1}&=&\displaystyle\sum_{k=0}^{n}{n\choose
                              k}a^{n+1-k}b^{k}+\sum_{k=1}^{n+1}{n\choose k-1}a^{n+1-k}b^{k}\\
                              &=&\displaystyle{n\choose
                              0}a^{n+1}b^{0}+\sum_{k=1}^{n}\left[{n\choose k}+{n\choose
                              k-1}\right]a^{n+1-k}b^{k}+{n\choose
                              n}a^{0}b^{n+1}\,.\end{array}
                        
                     

               Using (1.13), with n replaced by 
                        
                           
                              n
                              +
                              1
                           
                           n+1
                        
                     , and recalling the relations

               
                        
                           
                              
                                 (
                                 
                                    n
                                    0
                                 
                                 )
                              
                              =
                              1
                              =
                              
                                 (
                                 
                                    
                                       n
                                       +
                                       1
                                    
                                    0
                                 
                                 )
                              
                              
                              and
                              
                              
                                 (
                                 
                                    n
                                    n
                                 
                                 )
                              
                              =
                              1
                              =
                              
                                 (
                                 
                                    
                                       n
                                       +
                                       1
                                    
                                    
                                       n
                                       +
                                       1
                                    
                                 
                                 )
                              
                           
                           {n\choose 0}=1={n+1\choose
                              0}\quad\text{and}\quad{n\choose n}=1={n+1\choose n+1}
                        
                     

               we eventually find

               
                        
                           
                              
                                 
                                    
                                       
                                          (
                                          a
                                          +
                                          b
                                          
                                             )
                                             
                                                n
                                                +
                                                1
                                             
                                          
                                       
                                    
                                 
                                 
                                    
                                       =
                                    
                                 
                                 
                                    
                                       
                                          
                                             (
                                             
                                                
                                                   n
                                                   +
                                                   1
                                                
                                                0
                                             
                                             )
                                          
                                          
                                             a
                                             
                                                n
                                                +
                                                1
                                             
                                          
                                          
                                             b
                                             0
                                          
                                          +
                                          
                                             ∑
                                             
                                                k
                                                =
                                                1
                                             
                                             n
                                          
                                          
                                             (
                                             
                                                
                                                   n
                                                   +
                                                   1
                                                
                                                k
                                             
                                             )
                                          
                                          
                                             a
                                             
                                                n
                                                +
                                                1
                                                −
                                                k
                                             
                                          
                                          
                                             b
                                             k
                                          
                                          +
                                          
                                             (
                                             
                                                
                                                   n
                                                   +
                                                   1
                                                
                                                
                                                   n
                                                   +
                                                   1
                                                
                                             
                                             )
                                          
                                          
                                             a
                                             0
                                          
                                          
                                             b
                                             
                                                n
                                                +
                                                1
                                             
                                          
                                       
                                    
                                 
                              
                              
                                 
                                    
                                       
                                    
                                 
                                 
                                    
                                       =
                                    
                                 
                                 
                                    
                                       
                                          
                                             ∑
                                             
                                                k
                                                =
                                                0
                                             
                                             
                                                n
                                                +
                                                1
                                             
                                          
                                          
                                             (
                                             
                                                
                                                   n
                                                   +
                                                   1
                                                
                                                k
                                             
                                             )
                                          
                                          
                                             a
                                             
                                                n
                                                +
                                                1
                                                −
                                                k
                                             
                                          
                                          
                                             b
                                             k
                                          
                                           
                                          ,
                                       
                                    
                                 
                              
                           
                           
                              \begin{array}{rcl}\displaystyle(a+b)^{n+1}&=&\displaystyle{n+1\choose
                              0}a^{n+1}b^{0}+\sum_{k=1}^{n}{n+1\choose k}a^{n+1-k}b^{k}+{n+1\choose
                              n+1}a^{0}b^{n+1}\\ &=&\displaystyle\sum_{k=0}^{n+1}{n+1\choose
                              k}a^{n+1-k}b^{k}\,,\end{array}
                        
                     

               i.e., the claim.

               ■

            

         
         Here is another application of the binomial coefficients. Consider n balls of different colours in a
            box. Let us fix k with 
                  
                     
                        0
                        ≤
                        k
                        ≤
                        n
                     
                     0\leq k\leq n
                  
                and ask how many different sets of k balls we can form. If we extract from the box
            one ball at a time, and repeat the operation k times, we already know that there are 
                  
                     
                        n
                        (
                        n
                        −
                        1
                        )
                        …
                        (
                        n
                        −
                        k
                        +
                        1
                        )
                     
                     n(n-1)\dots(n-k+1)
                  
                outcomes. On the other hand the same k balls, extracted in a different order, will
            yield the same set. Since there are 
                  
                     
                        k
                        !
                     
                     k!
                  
                possible orderings of k elements, the number of distinct sets of k balls
            chosen among n equals 
                  
                     
                        
                           
                              
                                 n
                                 (
                                 n
                                 −
                                 1
                                 )
                                 ⋅
                                 …
                                 ⋅
                                 (
                                 n
                                 −
                                 k
                                 +
                                 1
                                 )
                              
                              
                                 k
                                 !
                              
                           
                           =
                           
                              (
                              
                                 n
                                 k
                              
                              )
                           
                        
                     
                     
                        \displaystyle{{{n(n-1)\cdot\ldots\cdot(n-k+1)}\over{k!}}={n\choose
                        k}}
                  
               . This coefficient represents the number of combinationsCombination of n objects taken k at a time.
            Equivalently, it is the number of subsets of k elements in a set of cardinality n.

         Formula (1.14) with 
                  
                     
                        a
                        =
                        b
                        =
                        1
                     
                     a=b=1
                  
                shows that the sum of all binomial coefficients with n fixed equals 
                  
                     
                        2
                        n
                     
                     2^{n}
                  
               , not accidentally also the total number of subsets of a set with n elements.

         
            Examples 1.12

            i) The self-service of a restaurant has a menu with 4 starters, 6 main courses, 3 side dishes and 5
               desserts. We wish to compute the number N of possible full meals, those consisting of one dish of
               each type. For every course we can make only one choice with repetition (that is, we consider the
               permutations of 
                     
                        
                           n
                           =
                           4
                           ,
                           6
                           ,
                           3
                           ,
                           5
                        
                        n=4,\,6,\,3,\,5
                     
                   courses in sequences of 
                     
                        
                           k
                           =
                           1
                        
                        k=1
                     
                  , with repetitions). Therefore the required number is the product of the total number of
               courses availa-ble: 

            
                     
                        
                           N
                           =
                           4
                           ⋅
                           6
                           ⋅
                           3
                           ⋅
                           5
                           =
                           360.
                        
                        N=4\cdot 6\cdot 3\cdot
                           5=360.
                     
                  

            But suppose we are interested in the number M of ‘partial’ meals, meaning those made of one dish
               at least. Then it suffices to include the possibility of ‘no choice’ for each course, and exclude the
               empty tray. Therefore this number is

            
                     
                        
                           M
                           =
                           5
                           ⋅
                           7
                           ⋅
                           4
                           ⋅
                           6
                           −
                           1
                           =
                           839.
                        
                        M=5\cdot 7\cdot 4\cdot
                           6-1=839.
                     
                  

            ii) We want to calculate the number N of different ways in which the letters of the word

            MATHEMATICAL

            can be rearranged to form other words (including words without meaning). The possible permutations are
               
                     
                        
                           12
                           !
                        
                        12!
                     
                  , but repeated letters give rise to identical words (the letter A appears 3
               times, while M and T twice). So we need to divide the total number of words by the number
               of permutations of each letter. This gives

            
                     
                        
                           N
                           =
                           
                              
                                 12
                                 !
                              
                              
                                 3
                                 !
                                 2
                                 !
                                 2
                                 !
                              
                           
                           =
                           19
                           ,
                           
                               
                              ⁣
                           
                           958
                           ,
                           
                               
                              ⁣
                           
                           400.
                        
                        N={12!\over
                           3!\,2!\,2!}=19,\!958,\!400.
                     
                  

            iii) In a group of people there are 12 women and 15 men. First of all we compute the number 
                     
                        
                            
                           N
                        
                        \,N
                     
                   of possible teams of 3 women and 3 men (so 6 people per team). If we consider the set
               of women, we are seeking the combinations of 
                     
                        
                           k
                           =
                           3
                        
                        k=3
                     
                   objects chosen among 
                     
                        
                           n
                           =
                           12
                        
                        n=12
                     
                   distinct objects, i.e., 
                     
                        
                           
                              (
                              
                                 12
                                 3
                              
                              )
                           
                           .
                        
                        {12\choose 3}.
                     
                   Doing the same with men, we have to consider the combinations of 
                     
                        
                           k
                           =
                           3
                        
                        k=3
                     
                   objects chosen among 
                     
                        
                           n
                           =
                           15
                        
                        n=15
                     
                   distinct objects, so 
                     
                        
                           
                              (
                              
                                 15
                                 3
                              
                              )
                           
                           .
                        
                        {15\choose 3}.
                     
                   Therefore N is the product

            
                     
                        
                           N
                           =
                           
                              (
                              
                                 12
                                 3
                              
                              )
                           
                           
                              (
                              
                                 15
                                 3
                              
                              )
                           
                           =
                           100
                           ,
                           
                               
                              ⁣
                           
                           100.
                        
                        N={12\choose 3}{15\choose
                           3}=100,\!100.
                     
                  

            Let us find the number M of teams of 6 people of which at least two are women and at least two are
               men. We proceed as above, counting the number of teams with 2 women and 4 men, then the number of teams
               with 3 women and 3 men, then the number with 4 women and 2 men. Adding up these possibilities gives

            
                     
                        
                           M
                           =
                           
                              (
                              
                                 12
                                 2
                              
                              )
                           
                           
                              (
                              
                                 15
                                 4
                              
                              )
                           
                           +
                           
                              (
                              
                                 12
                                 3
                              
                              )
                           
                           
                              (
                              
                                 15
                                 3
                              
                              )
                           
                           +
                           
                              (
                              
                                 12
                                 4
                              
                              )
                           
                           
                              (
                              
                                 15
                                 2
                              
                              )
                           
                           =
                           242
                           ,
                           
                               
                              ⁣
                           
                           165.
                        
                        M={12\choose 2}{15\choose
                           4}+{12\choose 3}{15\choose 3}+{12\choose 4}{15\choose
                           2}=242,\!165.
                     
                  

            ■

         

      

   


   
      
         
             Exercises 

            
               E1.1 Inequalities

               Solve the following inequalities: 

               
                  
                     	a)
                     	
                              
                                 
                                     
                                    
                                       
                                          
                                             2
                                             x
                                             −
                                             1
                                          
                                          
                                             x
                                             −
                                             3
                                          
                                       
                                       >
                                       0
                                    
                                 
                                 \ \displaystyle{2x-1\over
                                    x-3}>0
                              
                           
                     	
                              
                                 
                                    b
                                    )
                                 
                                 {\rm b)}
                              
                           
                     	
                              
                                 
                                     
                                    
                                       
                                          
                                             1
                                             −
                                             7
                                             x
                                          
                                          
                                             3
                                             x
                                             +
                                             5
                                          
                                       
                                       >
                                       0
                                    
                                 
                                 \ \displaystyle{1-7x\over
                                    3x+5}>0
                              
                           
                  

                  
                     	c)
                     	
                              
                                 
                                     
                                    
                                       
                                          
                                             x
                                             −
                                             1
                                          
                                          
                                             x
                                             −
                                             2
                                          
                                       
                                       >
                                       
                                          
                                             2
                                             x
                                             −
                                             3
                                          
                                          
                                             x
                                             −
                                             3
                                          
                                       
                                    
                                 
                                 \ \displaystyle{x-1\over
                                    x-2}>{2x-3\over x-3}
                              
                           
                     	d)
                     	
                              
                                 
                                     
                                    
                                       
                                          
                                             ∣
                                             x
                                             ∣
                                          
                                          
                                             x
                                             −
                                             1
                                          
                                       
                                       >
                                       
                                          
                                             x
                                             +
                                             1
                                          
                                          
                                             2
                                             x
                                             −
                                             1
                                          
                                       
                                    
                                 
                                 \ \displaystyle{|x|\over
                                    x-1}>{x+1\over 2x-1}
                              
                           
                  

                  
                     	
                              
                                 
                                    e
                                    )
                                 
                                 {\rm e)}
                              
                           
                     	
                              
                                 
                                     
                                    
                                       
                                          
                                             2
                                             x
                                             +
                                             3
                                          
                                          
                                             x
                                             +
                                             5
                                          
                                       
                                       ≤
                                       
                                          
                                             x
                                             +
                                             1
                                          
                                          
                                             ∣
                                             x
                                             −
                                             1
                                             ∣
                                          
                                       
                                    
                                 
                                 \ \displaystyle{2x+3\over
                                    x+5}\leq{x+1\over|x-1|}
                              
                           
                     	
                              
                                 
                                    f
                                    )
                                 
                                 {\rm f)}
                              
                           
                     	
                              
                                 
                                     
                                    
                                       
                                          
                                             x
                                             2
                                          
                                          −
                                          6
                                          x
                                       
                                    
                                    >
                                    x
                                    +
                                    2
                                 
                                 \
                                    \sqrt{x^{2}-6x}>x+2
                              
                           
                  

                  
                     	g)
                     	
                              
                                 
                                     
                                    
                                       x
                                       −
                                       3
                                       ≤
                                       
                                          
                                             
                                                x
                                                2
                                             
                                             −
                                             2
                                             x
                                          
                                       
                                    
                                 
                                 \
                                    \displaystyle{x}-3\leq\sqrt{x^{2}-2x}
                              
                           
                     	
                              
                                 
                                    h
                                    )
                                 
                                 {\rm h)}
                              
                           
                     	
                              
                                 
                                     
                                    
                                       
                                          
                                             x
                                             +
                                             3
                                          
                                          
                                             (
                                             x
                                             +
                                             1
                                             
                                                )
                                                2
                                             
                                             
                                                
                                                   
                                                      x
                                                      2
                                                   
                                                   −
                                                   3
                                                
                                             
                                          
                                       
                                       ≥
                                       0
                                    
                                 
                                 \
                                    \displaystyle{x+3\over(x+1)^{2}\sqrt{x^{2}-3}}\geq
                                    0
                              
                           
                  

                  
                     	i)
                     	
                              
                                 
                                     
                                    
                                       
                                          ∣
                                          
                                             x
                                             2
                                          
                                          −
                                          4
                                          ∣
                                       
                                    
                                    −
                                    x
                                    ≥
                                    0
                                 
                                 \ \sqrt{|x^{2}-4|}-x\geq
                                    0
                              
                           
                     	
                              
                                 
                                    ℓ
                                    )
                                 
                                 {\rm\ell)}
                              
                           
                     	
                              
                                 
                                     
                                    
                                       
                                          
                                             x
                                             
                                                
                                                   ∣
                                                   
                                                      x
                                                      2
                                                   
                                                   −
                                                   4
                                                   ∣
                                                
                                             
                                          
                                          
                                             
                                                x
                                                2
                                             
                                             −
                                             4
                                          
                                       
                                       −
                                       1
                                       >
                                       0
                                    
                                 
                                 \
                                    \displaystyle{x\sqrt{|x^{2}-4|}\over
                                    x^{2}-4}-1>0
                              
                           
                  

               

               
                  Solutions
                  
                     	
                        This is a fractional inequality. A fraction is positive if and only if numerator and
                           denominator have the same sign. As 
                                 
                                    
                                       N
                                       (
                                       x
                                       )
                                       =
                                       2
                                       x
                                       −
                                       1
                                       >
                                       0
                                    
                                    N(x)=2x-1>0
                                 
                               if 
                                 
                                    
                                       x
                                       >
                                       
                                          1
                                          2
                                       
                                    
                                    x>\frac{1}{2}
                                 
                              , and 
                                 
                                    
                                       D
                                       (
                                       x
                                       )
                                       =
                                       x
                                       −
                                       3
                                       >
                                       0
                                    
                                    D(x)=x-3>0
                                 
                               for 
                                 
                                    
                                       x
                                       >
                                       3
                                    
                                    x>3
                                 
                              , the inequality holds when 
                                 
                                    
                                       x
                                       <
                                       
                                          1
                                          2
                                       
                                    
                                    x<\frac{1}{2}
                                 
                               or 
                                 
                                    
                                       x
                                       >
                                       3
                                    
                                    x>3
                                 
                              .

                     

                     	
                        
                                 
                                    
                                       −
                                       
                                          5
                                          3
                                       
                                       <
                                       x
                                       <
                                       
                                          1
                                          7
                                       
                                    
                                    -\frac{5}{3}<x<\frac{1}{7}
                                    
                                 
                              .

                     

                     	
                        Move all terms to the left and simplify:

                        
                                 
                                    
                                       
                                          
                                             x
                                             −
                                             1
                                          
                                          
                                             x
                                             −
                                             2
                                          
                                       
                                       −
                                       
                                          
                                             2
                                             x
                                             −
                                             3
                                          
                                          
                                             x
                                             −
                                             3
                                          
                                       
                                       >
                                       0
                                       ,
                                       
                                       
                                          i
                                          .
                                          e
                                          .
                                          ,
                                       
                                       
                                       
                                          
                                             −
                                             
                                                x
                                                2
                                             
                                             +
                                             3
                                             x
                                             −
                                             3
                                          
                                          
                                             (
                                             x
                                             −
                                             2
                                             )
                                             (
                                             x
                                             −
                                             3
                                             )
                                          
                                       
                                       >
                                       0
                                       .
                                    
                                    {x-1\over
                                       x-2}-{2x-3\over
                                       x-3}>0\,,\qquad\text{i.e.,}\qquad{-x^{2}+3x-3\over(x-2)(x-3)}>0\,.
                                    
                                 
                              

                        The roots of the numerator are not real, so 
                                 
                                    
                                       N
                                       (
                                       x
                                       )
                                       <
                                       0
                                    
                                    N(x)<0
                                 
                               always. The inequality therefore holds when 
                                 
                                    
                                       D
                                       (
                                       x
                                       )
                                       <
                                       0
                                    
                                    D(x)<0
                                 
                              , hence 
                                 
                                    
                                       2
                                       <
                                       x
                                       <
                                       3
                                    
                                    2<x<3
                                 
                              .

                     

                     	
                        Moving terms to one side and simplifying yields:

                        
                                 
                                    
                                       
                                          
                                             ∣
                                             x
                                             ∣
                                          
                                          
                                             x
                                             −
                                             1
                                          
                                       
                                       −
                                       
                                          
                                             x
                                             +
                                             1
                                          
                                          
                                             2
                                             x
                                             −
                                             1
                                          
                                       
                                       >
                                       0
                                       ,
                                       
                                       
                                          i
                                          .
                                          e
                                          .
                                          ,
                                       
                                       
                                       
                                          
                                             ∣
                                             x
                                             ∣
                                             (
                                             2
                                             x
                                             −
                                             1
                                             )
                                             −
                                             
                                                x
                                                2
                                             
                                             +
                                             1
                                          
                                          
                                             (
                                             x
                                             −
                                             1
                                             )
                                             (
                                             2
                                             x
                                             −
                                             1
                                             )
                                          
                                       
                                       >
                                       0
                                       .
                                    
                                    {|x|\over
                                       x-1}-{x+1\over
                                       2x-1}>0\,,\qquad\text{i.e.,}\qquad{|x|(2x-1)-x^{2}+1\over(x-1)(2x-1)}>0\,.
                                    
                                 
                              

                        Since 
                                 
                                    
                                       ∣
                                       x
                                       ∣
                                       =
                                       x
                                    
                                    |x|=x
                                 
                               for 
                                 
                                    
                                       x
                                       ≥
                                       0
                                    
                                    x\geq 0
                                 
                               and 
                                 
                                    
                                       ∣
                                       x
                                       ∣
                                       =
                                       −
                                       x
                                    
                                    |x|=-x
                                 
                               for 
                                 
                                    
                                       x
                                       <
                                       0
                                    
                                    x<0
                                 
                              , we study the two cases separately.

                        When 
                                 
                                    
                                       x
                                       ≥
                                       0
                                    
                                    x\geq 0
                                 
                               the inequality reads

                        
                                 
                                    
                                       
                                          
                                             2
                                             
                                                x
                                                2
                                             
                                             −
                                             x
                                             −
                                             
                                                x
                                                2
                                             
                                             +
                                             1
                                          
                                          
                                             (
                                             x
                                             −
                                             1
                                             )
                                             (
                                             2
                                             x
                                             −
                                             1
                                             )
                                          
                                       
                                       >
                                       0
                                       ,
                                       
                                       or
                                       
                                       
                                          
                                             
                                                x
                                                2
                                             
                                             −
                                             x
                                             +
                                             1
                                          
                                          
                                             (
                                             x
                                             −
                                             1
                                             )
                                             (
                                             2
                                             x
                                             −
                                             1
                                             )
                                          
                                       
                                       >
                                       0
                                       .
                                    
                                    
                                       {2x^{2}-x-x^{2}+1\over(x-1)(2x-1)}>0\,,\qquad\text{or}\qquad{x^{2}-x+1\over(x-1)(2x-1)}>0\,.
                                    
                                 
                              

                        The numerator has no real roots, hence 
                                 
                                    
                                       
                                          x
                                          2
                                       
                                       −
                                       x
                                       +
                                       1
                                       >
                                       0
                                    
                                    x^{2}-x+1>0
                                 
                               for all x. Therefore the inequality is satisfied if the denominator
                           is positive. Taking the constraint 
                                 
                                    
                                       x
                                       ≥
                                       0
                                    
                                    x\geq 0
                                 
                               into account, this means 
                                 
                                    
                                       0
                                       ≤
                                       x
                                       <
                                       
                                          1
                                          2
                                       
                                    
                                    0\leq
                                       x<\frac{1}{2}
                                 
                               or 
                                 
                                    
                                       x
                                       >
                                       1
                                    
                                    x>1
                                 
                              .

                        When 
                                 
                                    
                                       x
                                       <
                                       0
                                    
                                    x<0
                                 
                               we have

                        
                                 
                                    
                                       
                                          
                                             −
                                             2
                                             
                                                x
                                                2
                                             
                                             +
                                             x
                                             −
                                             
                                                x
                                                2
                                             
                                             +
                                             1
                                          
                                          
                                             (
                                             x
                                             −
                                             1
                                             )
                                             (
                                             2
                                             x
                                             −
                                             1
                                             )
                                          
                                       
                                       >
                                       0
                                       ,
                                       
                                       
                                          i
                                          .
                                          e
                                          .
                                          ,
                                       
                                       
                                       
                                          
                                             −
                                             3
                                             
                                                x
                                                2
                                             
                                             +
                                             x
                                             +
                                             1
                                          
                                          
                                             (
                                             x
                                             −
                                             1
                                             )
                                             (
                                             2
                                             x
                                             −
                                             1
                                             )
                                          
                                       
                                       >
                                       0
                                       .
                                    
                                    
                                       {-2x^{2}+x-x^{2}+1\over(x-1)(2x-1)}>0\,,\qquad\text{i.e.,}\qquad{-3x^{2}+x+1\over(x-1)(2x-1)}>0\,.
                                    
                                 
                              

                        N(x) is zero at 
                                 
                                    
                                       
                                          x
                                          1
                                       
                                       =
                                       
                                          
                                             1
                                             −
                                             
                                                13
                                             
                                          
                                          6
                                       
                                    
                                    x_{1}={1-\sqrt{13}\over
                                       6}
                                 
                               and 
                                 
                                    
                                       
                                          x
                                          2
                                       
                                       =
                                       
                                          
                                             1
                                             +
                                             
                                                13
                                             
                                          
                                          6
                                       
                                    
                                    x_{2}={1+\sqrt{13}\over
                                       6}
                                 
                              , so 
                                 
                                    
                                       N
                                       (
                                       x
                                       )
                                       >
                                       0
                                    
                                    N(x)>0
                                 
                               for 
                                 
                                    
                                       
                                          x
                                          1
                                       
                                       <
                                       x
                                       <
                                       
                                          x
                                          2
                                       
                                    
                                    x_{1}<x<x_{2}
                                 
                               (notice that 
                                 
                                    
                                       
                                          x
                                          1
                                       
                                       <
                                       0
                                    
                                    x_{1}<0
                                 
                               and 
                                 
                                    
                                       
                                          x
                                          2
                                       
                                       ∈
                                       (
                                       
                                          1
                                          2
                                       
                                       ,
                                       1
                                       )
                                    
                                    x_{2}\in(\frac{1}{2},1)
                                 
                              ). As above, the denominator is positive when 
                                 
                                    
                                       x
                                       <
                                       
                                          1
                                          2
                                       
                                    
                                    x<\frac{1}{2}
                                 
                               and 
                                 
                                    
                                       x
                                       >
                                       1
                                    
                                    x>1
                                 
                              . Keeping 
                                 
                                    
                                       x
                                       <
                                       0
                                    
                                    x<0
                                 
                               in mind, we have 
                                 
                                    
                                       
                                          x
                                          1
                                       
                                       <
                                       x
                                       <
                                       0
                                    
                                    x_{1}<x<0
                                 
                              .

                        The initial inequality is therefore satisfied by any 
                                 
                                    
                                       x
                                       ∈
                                       (
                                       
                                          x
                                          1
                                       
                                       ,
                                       
                                          1
                                          2
                                       
                                       )
                                       ∪
                                       (
                                       1
                                       ,
                                       +
                                       ∞
                                       )
                                    
                                    x\in(x_{1},\frac{1}{2})\cup(1,+\infty)
                                    
                                 
                              .

                     

                     	
                        
                                 
                                    
                                       −
                                       5
                                       <
                                       x
                                       ≤
                                       −
                                       2
                                       ,
                                       −
                                       
                                          1
                                          3
                                       
                                       ≤
                                       x
                                       <
                                       1
                                       ,
                                       1
                                       <
                                       x
                                       ≤
                                       
                                          
                                             5
                                             +
                                             
                                                57
                                             
                                          
                                          2
                                       
                                    
                                    -5<x\leq-2,\,-\frac{1}{3}\leq
                                       x<1,\,1<x\leq\frac{5+\sqrt{57}}{2}
                                 
                               ;

                     

                     	
                        
                                 
                                    
                                       x
                                       <
                                       −
                                       
                                          2
                                          5
                                       
                                    
                                    x<-\frac{2}{5}
                                 
                              .

                     

                     	
                        First of all observe that the right-hand side is always 
                                 
                                    
                                       ≥
                                       0
                                    
                                    \geq 0
                                 
                               where defined, hence when 
                                 
                                    
                                       
                                          x
                                          2
                                       
                                       −
                                       2
                                       x
                                       ≥
                                       0
                                    
                                    x^{2}-2x\geq
                                       0
                                 
                              , i.e., 
                                 
                                    
                                       x
                                       ≤
                                       0
                                    
                                    x\leq 0
                                 
                               or 
                                 
                                    
                                       x
                                       ≥
                                       2
                                    
                                    x\geq 2
                                 
                              . The inequality is certainly true if the left-hand side 
                                 
                                    
                                       x
                                       −
                                       3
                                    
                                    x-3
                                 
                               is 
                                 
                                    
                                       ≤
                                       0
                                    
                                    \leq 0
                                 
                              , so for 
                                 
                                    
                                       x
                                       ≤
                                       3
                                    
                                    x\leq 3
                                 
                              .

                        If 
                                 
                                    
                                       x
                                       −
                                       3
                                       >
                                       0
                                    
                                    x-3>0
                                 
                              , we take squares to obtain

                        
                                 
                                    
                                       
                                          x
                                          2
                                       
                                       −
                                       6
                                       x
                                       +
                                       9
                                       ≤
                                       
                                          x
                                          2
                                       
                                       −
                                       2
                                       x
                                        
                                       ,
                                       
                                       
                                          i
                                          .
                                          e
                                          .
                                          ,
                                       
                                       
                                       4
                                       x
                                       ≥
                                       9
                                       ,
                                       
                                       whence
                                       
                                       x
                                       ≥
                                       
                                          9
                                          4
                                       
                                       .
                                    
                                    x^{2}-6x+9\leq
                                       x^{2}-2x\,,\qquad\text{i.e.,}\qquad 4x\geq
                                       9\,,\qquad\text{whence}\qquad
                                       x\geq\frac{9}{4}\,.
                                 
                              

                        Gathering all the information we conclude that the starting inequality holds wherever it is
                           defined, that is for 
                                 
                                    
                                       x
                                       ≤
                                       0
                                    
                                    x\leq 0
                                 
                               and 
                                 
                                    
                                       x
                                       ≥
                                       2
                                    
                                    x\geq 2
                                 
                              .

                     

                     	
                        
                                 
                                    
                                       x
                                       ∈
                                       [
                                       −
                                       3
                                       ,
                                       −
                                       
                                          3
                                       
                                       )
                                       ∪
                                       (
                                       
                                          3
                                       
                                       ,
                                       +
                                       ∞
                                       )
                                    
                                    x\in[-3,-\sqrt{3})\cup(\sqrt{3},+\infty)
                                    
                                 
                              .

                     

                     	
                        As 
                                 
                                    
                                       ∣
                                       
                                          x
                                          2
                                       
                                       −
                                       4
                                       ∣
                                       ≥
                                       0
                                    
                                    |x^{2}-4|\geq
                                       0
                                 
                              , the expression 
                                 
                                    
                                       
                                          ∣
                                          
                                             x
                                             2
                                          
                                          −
                                          4
                                          ∣
                                       
                                    
                                    \sqrt{|x^{2}-4|}
                                 
                               is well defined. Let us write the inequality in the form 

                        
                                 
                                    
                                       
                                          
                                             ∣
                                             
                                                x
                                                2
                                             
                                             −
                                             4
                                             ∣
                                          
                                       
                                       ≥
                                       x
                                        
                                       .
                                    
                                    \sqrt{|x^{2}-4|}\geq
                                       x\,.
                                 
                              

                        If 
                                 
                                    
                                       x
                                       ≤
                                       0
                                    
                                    x\leq 0
                                 
                               the inequality is always true, since the left-hand side is positive. If
                           
                                 
                                    
                                       x
                                       >
                                       0
                                    
                                    x>0
                                 
                               we square:
                        

                        
                                 
                                    
                                       ∣
                                       
                                          x
                                          2
                                       
                                       −
                                       4
                                       ∣
                                       ≥
                                       
                                          x
                                          2
                                       
                                       .
                                    
                                    |x^{2}-4|\geq
                                       x^{2}\,.
                                 
                              

                        Note that

                        
                                 
                                    
                                       ∣
                                       
                                          x
                                          2
                                       
                                       −
                                       4
                                       ∣
                                       =
                                       
                                          {
                                          
                                             
                                                
                                                   
                                                      
                                                         
                                                            x
                                                            2
                                                         
                                                         −
                                                         4
                                                      
                                                   
                                                
                                                
                                                   
                                                      
                                                         if 
                                                         
                                                            x
                                                            ≤
                                                            −
                                                            2
                                                         
                                                          or 
                                                         
                                                            x
                                                            ≥
                                                            2
                                                         
                                                         ,
                                                      
                                                   
                                                
                                             
                                             
                                                
                                                   
                                                      
                                                         −
                                                         
                                                            x
                                                            2
                                                         
                                                         +
                                                         4
                                                      
                                                   
                                                
                                                
                                                   
                                                      
                                                         if 
                                                         
                                                            −
                                                            2
                                                            <
                                                            x
                                                            <
                                                            2
                                                         
                                                         
                                                             
                                                            .
                                                         
                                                      
                                                   
                                                
                                             
                                          
                                       
                                    
                                    |x^{2}-4|=\begin{cases}x^{2}-4&\text{if
                                       $x\leq-2$ or
                                       $x\geq 2$,}\\[2.0pt] -x^{2}+4&\text{if
                                       $-2<x<2$\,.}\end{cases}
                                 
                              

                        Consider the case 
                                 
                                    
                                       x
                                       ≥
                                       2
                                    
                                    x\geq 2
                                 
                               first: the inequality becomes 
                                 
                                    
                                       
                                          x
                                          2
                                       
                                       −
                                       4
                                       ≥
                                       
                                          x
                                          2
                                       
                                    
                                    x^{2}-4\geq
                                       x^{2}
                                 
                              , which is never true.

                        Let now 
                                 
                                    
                                       0
                                       <
                                       x
                                       <
                                       2
                                    
                                    0<x<2
                                 
                              : then 
                                 
                                    
                                       −
                                       
                                          x
                                          2
                                       
                                       +
                                       4
                                       ≥
                                       
                                          x
                                          2
                                       
                                    
                                    -x^{2}+4\geq
                                       x^{2}
                                 
                              , hence 
                                 
                                    
                                       
                                          x
                                          2
                                       
                                       −
                                       2
                                       ≤
                                       0
                                    
                                    x^{2}-2\leq
                                       0
                                 
                              . Consequently 
                                 
                                    
                                       0
                                       <
                                       x
                                       ≤
                                       
                                          2
                                       
                                    
                                    0<x\leq\sqrt{2}
                                 
                               must hold.

                        In conclusion, the inequality holds for 
                                 
                                    
                                       x
                                       ≤
                                       
                                          2
                                       
                                    
                                    x\leq\sqrt{2}
                                 
                              .

                     

                     	
                        
                                 
                                    
                                       x
                                       ∈
                                       (
                                       −
                                       2
                                       ,
                                       −
                                       
                                          2
                                       
                                       )
                                       ∪
                                       (
                                       2
                                       ,
                                       +
                                       ∞
                                       )
                                    
                                    x\in(-2,-\sqrt{2})\cup(2,+\infty)
                                    
                                 
                              .

                     

                  

               
            

            
               E1.2 Subsets of 
                        
                           R
                           \mathbb{R}
                        
                     

               Describe the following subsets of 
                        
                           R
                           \mathbb{R}
                        
                     : 

               
                  
                     	 a)

                     	
                              
                                 
                                      
                                    A
                                    =
                                    {
                                    x
                                    ∈
                                    R
                                    :
                                    
                                       x
                                       2
                                    
                                    +
                                    4
                                    x
                                    +
                                    13
                                    <
                                    0
                                    }
                                    ∩
                                    {
                                    x
                                    ∈
                                    R
                                    :
                                    3
                                    
                                       x
                                       2
                                    
                                    +
                                    5
                                    >
                                    0
                                    }
                                 
                                 \ \
                                    A=\{x\in\mathbb{R}:x^{2}+4x+13<0\}\cap\{x\in\mathbb{R}:3x^{2}+5>0\}
                                 
                              
                           
                  

                  
                     	b)
                     	
                              
                                 
                                      
                                    B
                                    =
                                    
                                       {
                                       x
                                       ∈
                                       R
                                       :
                                       (
                                       x
                                       +
                                       2
                                       )
                                       (
                                       x
                                       −
                                       1
                                       )
                                       (
                                       x
                                       −
                                       5
                                       )
                                       <
                                       0
                                       }
                                       ∩
                                       {
                                       x
                                       ∈
                                       R
                                       :
                                       
                                          
                                             3
                                             x
                                             +
                                             1
                                          
                                          
                                             x
                                             −
                                             2
                                          
                                       
                                       ≥
                                       0
                                       }
                                    
                                 
                                 \ \
                                    B=\displaystyle\{x\in\mathbb{R}:(x+2)(x-1)(x-5)<0\}\cap\{x\in\mathbb{R}:{3x+1\over
                                    x-2}\geq 0\}
                              
                           
                  

                  
                     	c)
                     	
                              
                                 
                                      
                                    C
                                    =
                                    
                                       {
                                       x
                                       ∈
                                       R
                                       :
                                       
                                          
                                             
                                                x
                                                2
                                             
                                             −
                                             5
                                             x
                                             +
                                             4
                                          
                                          
                                             
                                                x
                                                2
                                             
                                             −
                                             9
                                          
                                       
                                       <
                                       0
                                       }
                                       ∪
                                       {
                                       x
                                       ∈
                                       R
                                       :
                                       
                                          
                                             7
                                             x
                                             +
                                             1
                                          
                                       
                                       +
                                       x
                                       =
                                       17
                                       }
                                    
                                 
                                 \ \
                                    C=\displaystyle\{x\in\mathbb{R}:{x^{2}-5x+4\over
                                    x^{2}-9}<0\}\cup\{x\in\mathbb{R}:\sqrt{7x+1}+x=17\}
                              
                           
                  

                  
                     	d)
                     	
                              
                                 
                                      
                                    D
                                    =
                                    {
                                    x
                                    ∈
                                    R
                                    :
                                    x
                                    −
                                    4
                                    ≥
                                    
                                       
                                          
                                             x
                                             2
                                          
                                          −
                                          6
                                          x
                                          +
                                          5
                                       
                                    
                                    }
                                    ∪
                                    {
                                    x
                                    ∈
                                    R
                                    :
                                    x
                                    +
                                    2
                                    >
                                    
                                       
                                          x
                                          −
                                          1
                                       
                                    
                                    }
                                 
                                 \ \
                                    D=\{x\in\mathbb{R}:x-4\geq\sqrt{x^{2}-6x+5}\}\cup\{x\in\mathbb{R}:x+2>\sqrt{x-1}\}
                                 
                              
                           
                  

               

               
                  Solutions
                  
                     	
                        As 
                                 
                                    
                                       
                                          x
                                          2
                                       
                                       +
                                       4
                                       x
                                       +
                                       13
                                       =
                                       0
                                    
                                    x^{2}+4x+13=0
                                 
                               cannot be solved over the reals, the condition 
                                 
                                    
                                       
                                          x
                                          2
                                       
                                       +
                                       4
                                       x
                                       +
                                       13
                                       <
                                       0
                                    
                                    x^{2}+4x+13<0
                                 
                               is never satisfied and the first set is empty. On the other hand, 
                                 
                                    
                                       3
                                       
                                          x
                                          2
                                       
                                       +
                                       5
                                       >
                                       0
                                    
                                    3x^{2}+5>0
                                 
                               holds for every 
                                 
                                    
                                       x
                                       ∈
                                       R
                                    
                                    x\in\mathbb{R}
                                 
                              , therefore the second set is the whole 
                                 
                                    R
                                    \mathbb{R}
                                 
                              . Hence 
                                 
                                    
                                       A
                                       =
                                       ∅
                                       ∩
                                       R
                                       =
                                       ∅
                                    
                                    A=\emptyset\cap\mathbb{R}=\emptyset
                                    
                                 
                              .

                     

                     	
                        
                                 
                                    
                                       B
                                       =
                                       (
                                       −
                                       ∞
                                       ,
                                       −
                                       2
                                       )
                                       ∪
                                       (
                                       2
                                       ,
                                       5
                                       )
                                    
                                    B=(-\infty,-2)\cup(2,5)
                                 
                              .

                     

                     	
                        We can write 

                        
                                 
                                    
                                       
                                          
                                             
                                                x
                                                2
                                             
                                             −
                                             5
                                             x
                                             +
                                             4
                                          
                                          
                                             
                                                x
                                                2
                                             
                                             −
                                             9
                                          
                                       
                                       =
                                       
                                          
                                             (
                                             x
                                             −
                                             4
                                             )
                                             (
                                             x
                                             −
                                             1
                                             )
                                          
                                          
                                             (
                                             x
                                             −
                                             3
                                             )
                                             (
                                             x
                                             +
                                             3
                                             )
                                          
                                       
                                       ,
                                    
                                    {x^{2}-5x+4\over
                                       x^{2}-9}={(x-4)(x-1)\over(x-3)(x+3)}\,,
                                 
                              

                        whence the first set is 
                                 
                                    
                                       (
                                       −
                                       3
                                       ,
                                       1
                                       )
                                       ∪
                                       (
                                       3
                                       ,
                                       4
                                       )
                                    
                                    (-3,1)\cup(3,4)
                                 
                              . To find the second set, let us solve the irrational equation 
                                 
                                    
                                       
                                          
                                             7
                                             x
                                             +
                                             1
                                          
                                       
                                       +
                                       x
                                       =
                                       17
                                    
                                    \sqrt{7x+1}+x=17
                                 
                              , which we write as 
                                 
                                    
                                       
                                          
                                             7
                                             x
                                             +
                                             1
                                          
                                       
                                       =
                                       17
                                       −
                                       x
                                    
                                    \sqrt{7x+1}=17-x
                                 
                              . The radicand must necessarily be positive, hence 
                                 
                                    
                                       x
                                       ≥
                                       −
                                       
                                          1
                                          7
                                       
                                    
                                    x\geq-\frac{1}{7}
                                 
                              . Moreover, a square root is always 
                                 
                                    
                                       ≥
                                       0
                                    
                                    \geq 0
                                 
                              , so we must impose 
                                 
                                    
                                       17
                                       −
                                       x
                                       ≥
                                       0
                                    
                                    17-x\geq 0
                                 
                              , i.e., 
                                 
                                    
                                       x
                                       ≤
                                       17
                                    
                                    x\leq 17
                                 
                              . Therefore for 
                                 
                                    
                                       −
                                       
                                          1
                                          7
                                       
                                       ≤
                                       x
                                       ≤
                                       17
                                    
                                    -\frac{1}{7}\leq x\leq
                                       17
                                 
                              , squaring yields

                        
                                 
                                    
                                       7
                                       x
                                       +
                                       1
                                       =
                                       (
                                       17
                                       −
                                       x
                                       
                                          )
                                          2
                                       
                                       ,
                                       
                                       
                                          x
                                          2
                                       
                                       −
                                       41
                                       x
                                       +
                                       288
                                       =
                                       0
                                       .
                                    
                                    7x+1=(17-x)^{2}\,,\qquad x^{2}-41x+288=0\,.
                                    
                                 
                              

                        The latter equation has two solutions 
                                 
                                    
                                       
                                          x
                                          1
                                       
                                       =
                                       9
                                    
                                    x_{1}=9
                                 
                              , 
                                 
                                    
                                       
                                          x
                                          2
                                       
                                       =
                                       32
                                    
                                    x_{2}=32
                                 
                               (but 32 does not satisfy the constraint 
                                 
                                    
                                       x
                                       ≤
                                       17
                                    
                                    x\leq 17
                                 
                              , so it must be discarded). The second set then contains only 
                                 
                                    
                                       x
                                       =
                                       9
                                    
                                    x=9
                                 
                              . Therefore 
                                 
                                    
                                       C
                                       =
                                       (
                                       −
                                       3
                                       ,
                                       1
                                       )
                                       ∪
                                       (
                                       3
                                       ,
                                       4
                                       )
                                       ∪
                                       {
                                       9
                                       }
                                    
                                    C=(-3,1)\cup(3,4)\cup\{9\}
                                 
                              .

                     

                     	
                        
                                 
                                    
                                       D
                                       =
                                       [
                                       1
                                       ,
                                       +
                                       ∞
                                       )
                                    
                                    D=[1,+\infty)
                                 
                              . 

                     

                  

               
            

            
               E1.3 Subsets of 
                        
                           
                              R
                              2
                           
                           \mathbb{R}^{2}
                        
                     

               Determine and draw a picture of the following subsets of 
                        
                           
                              R
                              2
                           
                           \mathbb{R}^{2}
                        
                     : 

               
                  
                     	
                              
                                 
                                     
                                    a
                                    )
                                    A
                                    =
                                    {
                                    (
                                    x
                                    ,
                                    y
                                    )
                                    ∈
                                    
                                       R
                                       2
                                    
                                    :
                                    x
                                    y
                                    ≥
                                    0
                                    }
                                 
                                 \displaystyle\,a)\,\ \
                                    A=\{(x,y)\in\mathbb{R}^{2}:xy\geq 0\}
                              
                           
                     	                      
                              
                                 
                                    
                                       b
                                       )
                                    
                                    B
                                    =
                                    {
                                    (
                                    x
                                    ,
                                    y
                                    )
                                    ∈
                                    
                                       R
                                       2
                                    
                                    :
                                    
                                       x
                                       2
                                    
                                    −
                                    
                                       y
                                       2
                                    
                                    >
                                    0
                                    }
                                 
                                 \displaystyle{\rm b)}\ \
                                    B=\{(x,y)\in\mathbb{R}^{2}:x^{2}-y^{2}>0\}
                              
                           

                  

                  
                     	
                              
                                 
                                     
                                    c
                                    )
                                    C
                                    =
                                    {
                                    (
                                    x
                                    ,
                                    y
                                    )
                                    ∈
                                    
                                       R
                                       2
                                    
                                    :
                                    ∣
                                    y
                                    −
                                    
                                       x
                                       2
                                    
                                    ∣
                                    <
                                    1
                                    }
                                 
                                 \displaystyle\,c)\,\ \
                                    C=\{(x,y)\in\mathbb{R}^{2}:|y-x^{2}|<1\}
                              
                           
                     	                      
                              
                                 
                                    
                                       d
                                       )
                                    
                                    D
                                    =
                                    {
                                    (
                                    x
                                    ,
                                    y
                                    )
                                    ∈
                                    
                                       R
                                       2
                                    
                                    :
                                    
                                       x
                                       2
                                    
                                    +
                                    
                                       
                                          y
                                          2
                                       
                                       4
                                    
                                    ≥
                                    1
                                    }
                                 
                                 \displaystyle{{\rm d)}}\ \
                                    D=\{(x,y)\in\mathbb{R}^{2}:x^{2}+{y^{2}\over 4}\geq
                                    1\}
                              
                           

                  

                  
                     	
                              
                                 
                                     
                                    e
                                    )
                                    E
                                    =
                                    {
                                    (
                                    x
                                    ,
                                    y
                                    )
                                    ∈
                                    
                                       R
                                       2
                                    
                                    :
                                    1
                                    +
                                    x
                                    y
                                    >
                                    0
                                    }
                                 
                                 \displaystyle\,e)\,\ \
                                    E=\{(x,y)\in\mathbb{R}^{2}:1+xy>0\}
                              
                           
                     	                       
                              
                                 
                                    
                                       f
                                       )
                                    
                                    F
                                    =
                                    {
                                    (
                                    x
                                    ,
                                    y
                                    )
                                    ∈
                                    
                                       R
                                       2
                                    
                                    :
                                    x
                                    −
                                    y
                                    ≠
                                    0
                                    }
                                 
                                 \displaystyle{\rm f)}\ \
                                    F=\{(x,y)\in\mathbb{R}^{2}:x-y\neq 0\}
                              
                           

                  

               

               
                  Solutions
                  
                     	
                        The condition holds if x and y have equal signs, so it holds in the first and
                           third quadrants, axes included (see Figure 1.16 (a)).

                     

                     	
                        See Figure 1.16 (b).

                        
                           Figure 1.16 The subsets
                              A and B of Exercise 1.3
                           

                        

                     

                     	
                        We have 

                        
                                 
                                    
                                       ∣
                                       y
                                       −
                                       
                                          x
                                          2
                                       
                                       ∣
                                       =
                                       
                                          {
                                          
                                             
                                                
                                                   
                                                      
                                                         y
                                                         −
                                                         
                                                            x
                                                            2
                                                         
                                                      
                                                   
                                                
                                                
                                                   
                                                      
                                                         if 
                                                         
                                                            y
                                                            ≥
                                                            
                                                               x
                                                               2
                                                            
                                                         
                                                      
                                                   
                                                
                                             
                                             
                                                
                                                   
                                                      
                                                         
                                                            x
                                                            2
                                                         
                                                         −
                                                         y
                                                      
                                                   
                                                
                                                
                                                   
                                                      
                                                         
                                                            if 
                                                            
                                                               y
                                                               ≤
                                                               
                                                                  x
                                                                  2
                                                               
                                                            
                                                         
                                                         .
                                                      
                                                   
                                                
                                             
                                          
                                       
                                    
                                    |y-x^{2}|=\begin{cases}y-x^{2}&\text{if
                                       $y\geq x^{2}$}\\
                                       x^{2}-y&\text{if $y\leq
                                       x^{2}$}\,.\end{cases}
                                 
                              

                        Demanding 
                                 
                                    
                                       y
                                       ≥
                                       
                                          x
                                          2
                                       
                                    
                                    y\geq
                                       x^{2}
                                 
                               means looking at the region in the plane bounded from below by the parabola
                           
                                 
                                    
                                       y
                                       =
                                       
                                          x
                                          2
                                       
                                    
                                    y=x^{2}
                                 
                              . There, we must have
                        

                        
                                 
                                    
                                       y
                                       −
                                       
                                          x
                                          2
                                       
                                       <
                                       1
                                       
                                       
                                          that is
                                          ,
                                       
                                       
                                       y
                                       <
                                       
                                          x
                                          2
                                       
                                       +
                                       1
                                       ,
                                    
                                    y-x^{2}<1\qquad\text{that is,}\qquad
                                       y<x^{2}+1\,,
                                 
                              

                        which means 
                                 
                                    
                                       
                                          x
                                          2
                                       
                                       ≤
                                       y
                                       <
                                       
                                          x
                                          2
                                       
                                       +
                                       1
                                    
                                    x^{2}\leq
                                       y<x^{2}+1
                                 
                              .

                        Vice versa if 
                                 
                                    
                                       y
                                       <
                                       
                                          x
                                          2
                                       
                                    
                                    y<x^{2}
                                 
                              ,

                        
                                 
                                    
                                       
                                          x
                                          2
                                       
                                       −
                                       y
                                       <
                                       1
                                       
                                       
                                          i
                                          .
                                          e
                                          .
                                          ,
                                       
                                       
                                       y
                                       >
                                       
                                          x
                                          2
                                       
                                       −
                                       1
                                       ,
                                    
                                    x^{2}-y<1\qquad\text{i.e.,}\qquad
                                       y>x^{2}-1\,,
                                 
                              

                        we must have 
                                 
                                    
                                       
                                          x
                                          2
                                       
                                       −
                                       1
                                       <
                                       y
                                       ≤
                                       
                                          x
                                          2
                                       
                                    
                                    x^{2}-1<y\leq
                                       x^{2}
                                 
                              .

                        Eventually, the required region is enclosed by (though it does not include) the parabolas
                           
                                 
                                    
                                       y
                                       =
                                       
                                          x
                                          2
                                       
                                       −
                                       1
                                    
                                    y=x^{2}-1
                                 
                               and 
                                 
                                    
                                       y
                                       =
                                       
                                          x
                                          2
                                       
                                       +
                                       1
                                    
                                    y=x^{2}+1
                                 
                               (see Figure 1.17 (a)).
                        

                        
                           Figure 1.17 The subsets
                              C and D of Exercise 1.3
                           

                        

                     

                     	
                        See Figure 1.17 (b).

                     

                     	
                        For 
                                 
                                    
                                       x
                                       >
                                       0
                                    
                                    x>0
                                 
                               the condition 
                                 
                                    
                                       1
                                       +
                                       x
                                       y
                                       >
                                       0
                                    
                                    1+xy>0
                                 
                               is the same as 
                                 
                                    
                                       y
                                       >
                                       −
                                       
                                          1
                                          x
                                       
                                    
                                    y>-\frac{1}{x}
                                 
                              . Hence we consider the points in the first and third quadrants lying above
                           the hyperbola 
                                 
                                    
                                       y
                                       =
                                       −
                                       
                                          1
                                          x
                                       
                                    
                                    y=-\frac{1}{x}
                                 
                              . For 
                                 
                                    
                                       x
                                       <
                                       0
                                    
                                    x<0
                                 
                              , 
                                 
                                    
                                       1
                                       +
                                       x
                                       y
                                       >
                                       0
                                    
                                    1+xy>0
                                 
                               means 
                                 
                                    
                                       y
                                       <
                                       −
                                       
                                          1
                                          x
                                       
                                    
                                    y<-\frac{1}{x}
                                 
                              , satisfied by the points in the second and fourth quadrants this time, and
                           lying below the hyperbola 
                                 
                                    
                                       y
                                       =
                                       −
                                       
                                          1
                                          x
                                       
                                    
                                    y=-\frac{1}{x}
                                 
                              . If 
                                 
                                    
                                       x
                                       =
                                       0
                                    
                                    x=0
                                 
                              , finally, 
                                 
                                    
                                       1
                                       +
                                       x
                                       y
                                       >
                                       0
                                    
                                    1+xy>0
                                 
                               holds for any y, implying that the y-axis belongs to the set
                           E. Therefore the required region lies between the two branches of the hyperbola 
                                 
                                    
                                       y
                                       =
                                       −
                                       
                                          1
                                          x
                                       
                                    
                                    y=-\frac{1}{x}
                                 
                               (excluded), to which we must add the y-axis (see Figure 1.18 (a)).
                        

                     

                     	
                        See Figure 1.18 (b). 

                        
                           Figure 1.18 The subsets
                              E and F of Exercise 1.3
                           

                        

                     

                  

               
            

            
               E1.4 Bounded and unbounded sets

               Tell whether the following subsets of 
                        
                           R
                           \mathbb{R}
                        
                      are bounded from above and/or below. Specify their supremum and infimum, and their
                  maximum and minimum (if existent): 

               
                  
                     	a)
                     	
                              
                                 
                                      
                                    
                                       A
                                       =
                                       {
                                       x
                                       ∈
                                       R
                                       :
                                       x
                                       =
                                       n
                                        or 
                                       x
                                       =
                                       
                                          1
                                          
                                             n
                                             2
                                          
                                       
                                       ,
                                        
                                       n
                                       ∈
                                       N
                                       ∖
                                       {
                                       0
                                       }
                                       }
                                    
                                 
                                 \ \ \displaystyle
                                    A=\{x\in\mathbb{R}:x=n\ \text{or}\ x={1\over
                                    n^{2}},\,n\in\mathbb{N}\setminus\{0\}\}
                              
                           
                  

                  
                     	b)
                     	
                              
                                 
                                      
                                    
                                       B
                                       =
                                       {
                                       x
                                       ∈
                                       R
                                       :
                                       −
                                       1
                                       <
                                       x
                                       ≤
                                       1
                                        or 
                                       x
                                       =
                                       20
                                       }
                                    
                                 
                                 \ \ \displaystyle
                                    B=\{x\in\mathbb{R}:-1<x\leq 1\ \text{or}\ x=20\}
                              
                           
                  

                  
                     	c)
                     	
                              
                                 
                                      
                                    
                                       C
                                       =
                                       {
                                       x
                                       ∈
                                       R
                                       :
                                       0
                                       ≤
                                       x
                                       <
                                       1
                                        or 
                                       x
                                       =
                                       
                                          
                                             2
                                             n
                                             −
                                             3
                                          
                                          
                                             n
                                             −
                                             1
                                          
                                       
                                       ,
                                        
                                       n
                                       ∈
                                       N
                                       ∖
                                       {
                                       0
                                       ,
                                       1
                                       }
                                       }
                                    
                                 
                                 \ \ \displaystyle
                                    C=\{x\in\mathbb{R}:0\leq x<1\ \text{or}\ x={2n-3\over
                                    n-1},\,n\in\mathbb{N}\setminus\{0,\,1\}\}
                              
                           
                  

                  
                     	d)
                     	
                              
                                 
                                      
                                    
                                       D
                                       =
                                       {
                                       z
                                       ∈
                                       R
                                       :
                                       z
                                       =
                                       x
                                       y
                                        con 
                                       x
                                       ,
                                       y
                                       ∈
                                       R
                                       ,
                                       −
                                       1
                                       ≤
                                       x
                                       ≤
                                       2
                                       ,
                                       −
                                       3
                                       ≤
                                       y
                                       <
                                       −
                                       1
                                       }
                                    
                                 
                                 \ \ \displaystyle
                                    D=\{z\in\mathbb{R}:z=xy\ \text{con}\ x,y\in\mathbb{R},\,-1\leq
                                    x\leq 2,\,-3\leq y<-1\}
                              
                           
                  

               

               
                  Solutions
                  
                     	
                        We have 
                                 
                                    
                                       A
                                       =
                                       {
                                       1
                                       ,
                                       2
                                       ,
                                       3
                                       ,
                                       …
                                       ,
                                       
                                          1
                                          4
                                       
                                       ,
                                       
                                          1
                                          9
                                       
                                       ,
                                       
                                          1
                                          16
                                       
                                       ,
                                       …
                                       }
                                    
                                    
                                       A=\{1,2,3,\ldots,\frac{1}{4},\frac{1}{9},\frac{1}{16},\ldots\}
                                 
                              . Since 
                                 
                                    
                                       N
                                       ∖
                                       {
                                       0
                                       }
                                       ⊂
                                       A
                                    
                                    \mathbb{N}\setminus\{0\}\subset A
                                    
                                 
                              , the set A is not bounded from above, hence 
                                 
                                    
                                       sup
                                       ⁡
                                       A
                                       =
                                       +
                                       ∞
                                    
                                    \sup
                                       A=+\infty
                                 
                               and there is no maximum. In addition, the fact that every element of
                           A is positive makes A bounded from below. We claim that 0 is the greatest lower
                           bound of A. In fact, if 
                                 
                                    
                                       r
                                       >
                                       0
                                    
                                    r>0
                                 
                               were a lower bound of A, then 
                                 
                                    
                                       
                                          1
                                          
                                             n
                                             2
                                          
                                       
                                       >
                                       r
                                    
                                    {1\over
                                       n^{2}}>r
                                 
                               for any non-zero 
                                 
                                    
                                       n
                                       ∈
                                       N
                                    
                                    n\in\mathbb{N}
                                 
                              . This is the same as 
                                 
                                    
                                       
                                          n
                                          2
                                       
                                       <
                                       
                                          1
                                          r
                                       
                                    
                                    n^{2}<\frac{1}{r}
                                 
                              , hence 
                                 
                                    
                                       n
                                       <
                                       
                                          1
                                          
                                             r
                                          
                                       
                                    
                                    n<\frac{1}{\sqrt{r}}
                                 
                              . But the last inequality is absurd since natural numbers are not bounded
                           from above. Finally 
                                 
                                    
                                       0
                                       ∉
                                       A
                                    
                                    0\notin A
                                 
                              , so we conclude 
                                 
                                    
                                       inf
                                       ⁡
                                       A
                                       =
                                       0
                                    
                                    \inf A=0
                                 
                               and A has no minimum.
                        

                     

                     	
                        
                                 
                                    
                                       inf
                                       ⁡
                                       B
                                       =
                                       −
                                       1
                                       ,
                                        
                                       sup
                                       ⁡
                                       B
                                       =
                                       max
                                       ⁡
                                       B
                                       =
                                       20
                                    
                                    \inf B=-1,\,\sup B=\max
                                       B=20
                                 
                              , and 
                                 
                                    
                                       min
                                       ⁡
                                       B
                                    
                                    \min B
                                 
                               does not exist.

                     

                     	
                        
                                 
                                    
                                       C
                                       =
                                       [
                                       0
                                       ,
                                       1
                                       ]
                                       ∪
                                       {
                                       
                                          3
                                          2
                                       
                                       ,
                                       
                                          5
                                          3
                                       
                                       ,
                                       
                                          7
                                          4
                                       
                                       ,
                                       
                                          9
                                          5
                                       
                                       ,
                                       …
                                       }
                                       ⊂
                                       [
                                       0
                                       ,
                                       2
                                       )
                                    
                                    
                                       C=[0,1]\cup\{\frac{3}{2},\,\frac{5}{3},\,\frac{7}{4},\,\frac{9}{5},\ldots\}\subset[0,2)
                                    
                                 
                              ; then C is bounded, and 
                                 
                                    
                                       inf
                                       ⁡
                                       C
                                       =
                                       min
                                       ⁡
                                       C
                                       =
                                       0
                                    
                                    \inf C=\min
                                       C=0
                                 
                              . Since 
                                 
                                    
                                       
                                          
                                             2
                                             n
                                             −
                                             3
                                          
                                          
                                             n
                                             −
                                             1
                                          
                                       
                                       =
                                       2
                                       −
                                       
                                          1
                                          
                                             n
                                             −
                                             1
                                          
                                       
                                    
                                    \displaystyle{2n-3\over
                                       n-1}=2-{1\over n-1}
                                 
                              , it is not hard to show that 
                                 
                                    
                                       sup
                                       ⁡
                                       C
                                       =
                                       2
                                    
                                    \sup C=2
                                 
                              , although there is no maximum in C.

                     

                     	
                        
                                 
                                    
                                       inf
                                       ⁡
                                       C
                                       =
                                       min
                                       ⁡
                                       C
                                       =
                                       −
                                       6
                                       ,
                                        
                                       sup
                                       ⁡
                                       B
                                       =
                                       max
                                       ⁡
                                       B
                                       =
                                       3
                                    
                                    \inf C=\min C=-6,\,\sup
                                       B=\max B=3
                                 
                              .

                     

                  

               
            

            
               E1.5 Combinatorics

               Consider the final ranking of a volleyball championship involving 20 teams. Determine the number of
                  outcomes for the top 3 teams (excluding tie rankings).

               
                  Solutions
                  We have to select 3 ordered teams among 20 in total, which means finding the permutations of 20
                     distinct objects in sequences of 3. Their number is

                  
                           
                              
                                 
                                    
                                       20
                                       !
                                    
                                    
                                       (
                                       20
                                       −
                                       3
                                       )
                                       !
                                    
                                 
                                 =
                                 20
                                 ⋅
                                 19
                                 ⋅
                                 18
                                 =
                                 6
                                 ,
                                 
                                     
                                    ⁣
                                 
                                 840.
                              
                              {20!\over(20-3)!}=20\cdot
                                 19\cdot 18=6,\!840.
                           
                        

               
            

            
               E1.6 Combinatorics

               Compute how many Italian number plates (2 letters - 3 digits - 2 letters) can be formed using the
                  first 7 letters of the alphabet and any one of the digits 0–9, and assuming that:

               
                  
                     	a)
                     	letters and numbers may be repeated;
                  

                  
                     	b)
                     	letters and numbers are all distinct.
                  

               

               
                  Solutions
                  
                     	
                        
                                 
                                    
                                       
                                          7
                                          4
                                       
                                       ⋅
                                       1
                                       
                                          0
                                          3
                                       
                                       =
                                       2
                                       ,
                                       
                                           
                                          ⁣
                                       
                                       401
                                       ,
                                       
                                           
                                          ⁣
                                       
                                       000
                                    
                                    \displaystyle
                                       7^{4}\cdot 10^{3}=2,\!401,\!000
                                 
                               ;

                     

                     	
                        
                                 
                                    
                                       
                                          
                                             7
                                             !
                                          
                                          
                                             3
                                             !
                                          
                                       
                                       ⋅
                                       
                                          
                                             10
                                             !
                                          
                                          
                                             7
                                             !
                                          
                                       
                                       =
                                       604
                                       ,
                                       
                                           
                                          ⁣
                                       
                                       800
                                    
                                    \displaystyle{7!\over
                                       3!}\cdot{10!\over 7!}=604,\!800
                                 
                              .

                     

                  

               
            

            
               E1.7 Combinatorics

               A clothes shop is selling an assortment of 16 shirts, 12 coats and 9 pairs of trousers. Determine in
                  how many ways we can buy five items made by:

               
                  
                     	a)
                     	5 shirts;
                  

                  
                     	b)
                     	5 items, without any constraint;
                  

                  
                     	c)
                     	3 coats and 2 pairs of trousers;
                  

                  
                     	d)
                     	at least 3 shirts.
                  

               

               
                  Solutions
                  
                     	
                        
                                 
                                    
                                       
                                          (
                                          
                                             16
                                             5
                                          
                                          )
                                       
                                       =
                                       4
                                       ,
                                       
                                           
                                          ⁣
                                       
                                       368
                                    
                                    \displaystyle{16\choose
                                       5}=4,\!368
                                 
                               ;

                     

                     	
                        
                                 
                                    
                                       
                                          (
                                          
                                             37
                                             5
                                          
                                          )
                                       
                                       =
                                       435
                                       ,
                                       
                                           
                                          ⁣
                                       
                                       897
                                    
                                    \displaystyle{37\choose
                                       5}=435,\!897
                                 
                              .

                     

                     	
                        We must choose 3 coats in a set of 12 items, giving 
                                 
                                    
                                       (
                                       
                                          12
                                          3
                                       
                                       )
                                    
                                    {12\choose
                                       3}
                                 
                               ways, and 2 pairs of trousers among 9 items, so 
                                 
                                    
                                       (
                                       
                                          9
                                          2
                                       
                                       )
                                    
                                    {9\choose
                                       2}
                                 
                               choices. The required number is the product, namely 
                                 
                                    
                                       7
                                       ,
                                       
                                           
                                          ⁣
                                       
                                       920
                                    
                                    7,\!920
                                 
                              .

                     

                     	
                        The number we are looking for is the sum of the ways in which we can choose 5 shirts, or
                           exactly 4 shirts or exactly 3 shirts. The additional items of clothing to get to 5 can be
                           chosen freely among 12 coats and 9 pairs of trousers. So the number we want is

                        
                                 
                                    
                                       
                                          (
                                          
                                             16
                                             5
                                          
                                          )
                                       
                                       +
                                       
                                          (
                                          
                                             16
                                             4
                                          
                                          )
                                       
                                       
                                          (
                                          
                                             21
                                             1
                                          
                                          )
                                       
                                       +
                                       
                                          (
                                          
                                             16
                                             3
                                          
                                          )
                                       
                                       
                                          (
                                          
                                             21
                                             2
                                          
                                          )
                                       
                                       =
                                       160
                                       ,
                                       
                                           
                                          ⁣
                                       
                                       188.
                                    
                                    \displaystyle{16\choose
                                       5}+{16\choose 4}{21\choose 1}+{16\choose 3}{21\choose
                                       2}=160,\!188.
                                 
                              

                     

                  

               
            

            
               E1.8 Combinatorics

               Calculate the number of ways in which we can pick from a standard 52-card deck:

               
                  
                     	a)
                     	5 hearts;
                  

                  
                     	b)
                     	7 cards of which 4 clubs and 3 spades;
                  

                  
                     	c)
                     	5 cards containing 2 aces at most.
                  

               

               
                  Solutions
                  
                     	
                        
                                 
                                    
                                       
                                          (
                                          
                                             13
                                             5
                                          
                                          )
                                       
                                       =
                                       1
                                       ,
                                       
                                           
                                          ⁣
                                       
                                       287
                                    
                                    \displaystyle{13\choose
                                       5}=1,\!287
                                 
                               ;

                     

                     	
                        
                                 
                                    
                                       
                                          (
                                          
                                             13
                                             4
                                          
                                          )
                                       
                                       
                                          (
                                          
                                             13
                                             3
                                          
                                          )
                                       
                                       =
                                       204
                                       ,
                                       
                                           
                                          ⁣
                                       
                                       490
                                    
                                    \displaystyle{13\choose
                                       4}{13\choose 3}=204,\!490
                                 
                               ;

                     

                     	
                        
                                 
                                    
                                       
                                          (
                                          
                                             48
                                             5
                                          
                                          )
                                       
                                       +
                                       
                                          (
                                          
                                             48
                                             4
                                          
                                          )
                                       
                                       
                                          (
                                          
                                             4
                                             1
                                          
                                          )
                                       
                                       +
                                       
                                          (
                                          
                                             48
                                             3
                                          
                                          )
                                       
                                       
                                          (
                                          
                                             4
                                             2
                                          
                                          )
                                       
                                       =
                                       2
                                       ,
                                       
                                           
                                          ⁣
                                       
                                       594
                                       ,
                                       
                                           
                                          ⁣
                                       
                                       400
                                    
                                    \displaystyle{48\choose
                                       5}+{48\choose 4}{4\choose 1}+{48\choose 3}{4\choose
                                       2}=2,\!594,\!400
                                 
                              .

                     

                  

               
            

         

      

   


   
      
         
CAPITOLO 2 Functions


      

      Each time we associate an element in a set X, or a subset of X, with an element in a set Y
         in a unique manner, we are defining a function between X and Y. The concept of function,
         whose elaboration took centuries, is without doubt one of the pillars of human thinking. In fact the way in
         which Mathematics participates and contributes to Physics, the Natural Sciences, technology, Economics and
         society, often consists in providing functions and the methods to operate on them, with the purpose of
         extracting the desired information. Within Mathematics, the area called Mathematical Analysis is devoted
         precisely to the study of functions and their properties, by constantly developing new tools for the
         investigation. The present chapter represents the beginning of this study, which will continue in the
         subsequent chapters.

      A very simple example taken from Physics shows how Mathematics ‘speaks’ through the language of functions.
         Consider a point-particle that moves in time along a straight line. Its position is determined by a number
         p with respect to a frame chosen on the line, and therefore will be a function of the time t; we
         shall write 
               
                  
                     p
                     =
                     f
                     (
                     t
                     )
                  
                  p=f(t)
               
            . The set of time instants will be the function’s domain, while the set of values
         describing the positions of the particle will constitute the range of the function. If the particle
         travels the entire line we shall say the function is surjective. If it never passes twice through the
         same position we shall say the function is injective; in the latter case we may associate with each
         position reached by the particle the unique time instant when this happens, in other words we may invert
         the function, and write 
               
                  
                     t
                     =
                     
                        f
                        
                           −
                           1
                        
                     
                     (
                     p
                     )
                  
                  t=f^{-1}(p)
               
            . A particularly important case is that in which the position’s values increase (or decrease)
         as time goes by. In such a case we will say that the function is monotone (increasing or
         decreasing, respectively).

      The aim of the first part of the chapter is to define these notions, together with other related concepts, in a
         rigorous way. We will first consider functions in general, and then discuss functions whose domain and range
         are contained in 
               
                  R
                  \mathbb{R}
               
            .

      In the chapter’s second part we will introduce and examine the main elementary functions, namely: polynomial
         functions, powers, rational functions, trigonometric functions and exponential functions, plus their inverses.
         All of these constitute the basic ‘building blocks’, using which we will be able to define other more
         complicated functions. The functions that show up in many applications often arise by ‘composing’ in suitable
         ways a number of elementary functions.

   


   
      
         
2.1 Definitions and first
            examples


          

         Let X and Y be two sets. A functionFunction f defined on X with
               values in Y is a correspondence associating with each element 
                  
                     
                        x
                        ∈
                        X
                     
                     x\in X
                  
                at most one element 
                  
                     
                        y
                        ∈
                        Y
                     
                     y\in Y
                  
               . This is often shortened to ‘a function from X to Y’. A synonym for function
            is mapMap. The set of elements 
                  
                     
                        x
                        ∈
                        X
                     
                     x\in X
                  
                that f associates with an element in Y is the domainDomain of f; the domain is a subset of X, indicated
            by 
                  
                     
                        dom
                         
                        f
                     
                     \mathrm{dom}\,f
                  
               . One writes

          
                  
                     
                        f
                        :
                        dom
                         
                        f
                        ⊆
                        X
                        →
                        Y
                        .
                     
                     \displaystyle
                        f:\mathrm{dom}\,f\subseteq X\rightarrow Y.
                  
                

         If 
                  
                     
                        dom
                         
                        f
                        =
                        X
                     
                     \mathrm{dom}\,f=X
                  
               , one says that f is defined on X and writes simply 
                  
                     
                        f
                        :
                        X
                        →
                        Y
                     
                     f:X\rightarrow \ Y
                  
               . See Figure 2.1.

         [image: A figure shows the naive representation of a function using Venn diagrams. The figure shows two uneven bounded sets from left to right. Both bounded sets have two regions one is shaded, and the other is non-shaded. The bounded set on the left is labeled X. The shaded region inside this is labeled “dom f,” and it contains a point x. A point x dash is depicted outside the shaded region. The bounded set on the right is labeled Y, with a shaded region labeled “i m f.” Inside this shaded region, there is a point y equals f of (x), and an arrow labeled f extends from the point x to the point y equals f of (x).]
            Figure 2.1 Naive representation of a function
               using Venn diagrams

         

         The element 
                  
                     
                        y
                        ∈
                        Y
                     
                     y\in Y
                  
                associated with an element 
                  
                     
                        x
                        ∈
                        dom
                         
                        f
                     
                     x\in\mathrm{dom}\,f
                  
                is called the imageImage of x by or under f, and is denoted
            
                  
                     
                        y
                        =
                        f
                        (
                        x
                        )
                     
                     y=f(x)
                  
               . Sometimes one writes
         

         
                  
                     
                        f
                        :
                        x
                        ↦
                        f
                        (
                        x
                        )
                        .
                     
                     f:x\mapsto f(x).
                  
               

         The set of images 
                  
                     
                        y
                        =
                        f
                        (
                        x
                        )
                     
                     y=f(x)
                  
                of all points in the domain constitutes the range of fRange, a subset of Y indicated by 
                  
                     
                        
                           im
                            
                        
                        f
                     
                     \textrm{im}\,f
                  
               .

         Figure 2.1 represents the domain and range
            of a function using Venn diagrams. The point x belongs to 
                  
                     
                        dom
                         
                        f
                     
                     \mathrm{dom}\,f
                  
                because it has an image 
                  
                     
                        y
                        =
                        f
                        (
                        x
                        )
                     
                     y=f(x)
                  
                in 
                  
                     
                        
                           im
                            
                        
                        f
                     
                     \textrm{im}\,f
                  
               , whereas the point 
                  
                     
                        x
                        ′
                     
                     x^{\prime}
                  
                does not belong to 
                  
                     
                        dom
                         
                        f
                     
                     \mathrm{dom}\,f
                  
                since the function does not associate with it any image point in Y.

         The graphGraph of f is the subset 
                  
                     
                        Γ
                        (
                        f
                        )
                     
                     \Gamma(f)
                  
                of the Cartesian product 
                  
                     
                        X
                        ×
                        Y
                     
                     X\times Y
                  
                made of pairs 
                  
                     
                        (
                        x
                        ,
                        f
                        (
                        x
                        )
                        )
                     
                     (x,f(x))
                  
                when x varies in the domain of f, i.e., 

         
            
               	
                        
                           
                              Γ
                              (
                              f
                              )
                              =
                              {
                              (
                              x
                              ,
                              f
                              (
                              x
                              )
                              )
                              ∈
                              X
                              ×
                              Y
                                
                              x
                              ∈
                              dom
                               
                              f
                              }
                              .
                           
                           \displaystyle
                              \Gamma(f)=\big\{(x,f(x))\in X\times Y\:\
                              x\in\mathrm{dom}\,f\big\}.
                        
                     
               	(2.1)
            

         

         In the sequel we shall consider maps between sets of numbers most of the time. If 
                  
                     
                        Y
                        =
                        R
                     
                     Y=\mathbb{R}
                  
               , the function f is called realFunctionreal or real-valuedFunctionreal-valued. If 
                  
                     
                        X
                        =
                        
                           R
                           n
                        
                     
                     X=\mathbb{R}^{n}
                  
               , the function is of n real variablesFunctionof real
                     variable. Observe that the graph of a real function of one real variable is a subset
            of the Cartesian plane 
                  
                     
                        R
                        2
                     
                     \mathbb{R}^{2}
                  
               .

         Recalling Sect. 1.5, we observe that a real function of one real
            variable defines a special relation in the plane, which satisfies the following property: if 
                  
                     
                        (
                        x
                        ,
                        
                           y
                           1
                        
                        )
                     
                     (x,y_{1})
                  
                and 
                  
                     
                        (
                        x
                        ,
                        
                           y
                           2
                        
                        )
                     
                     (x,y_{2})
                  
                belong to 
                  
                     
                        Γ
                        (
                        f
                        )
                     
                     \Gamma(f)
                  
               , necessarily 
                  
                     
                        
                           y
                           1
                        
                        =
                        
                           y
                           2
                        
                     
                     y_{1}=y_{2}
                  
               . In geometric terms, any vertical line intersect the graph of f at most at one
            point. In other words, either the line does not intersect the graph, or if it does then it will intersect it
            at one point only.

         A remarkable special case of map arises when 
                  
                     
                        X
                        =
                        N
                     
                     X=\mathbb{N}
                  
                and the domain contains a set of the type 
                  
                     
                        {
                        n
                        ∈
                        N
                          
                        n
                        ≥
                        
                           n
                           0
                        
                        }
                     
                     \{n\in\mathbb{N}\:\ n\geq
                        n_{0}\}
                  
                for a certain natural number 
                  
                     
                        
                           n
                           0
                        
                        ≥
                        0
                     
                     n_{0}\geq 0
                  
               . Such a function is called sequenceSequence. Usually, indicating by
            a the sequence, it is preferable to denote the image of the natural number n by the symbol
            
                  
                     
                        a
                        n
                     
                     a_{n}
                  
                rather than a(n); thus we shall write 
                  
                     
                        a
                        :
                        n
                        ↦
                        
                           a
                           n
                        
                     
                     a:n\mapsto a_{n}
                  
               . A common way to denote sequences is 
                  
                     
                        {
                        
                           a
                           n
                        
                        
                           }
                           
                              n
                              ≥
                              
                                 n
                                 0
                              
                           
                        
                     
                     \{a_{n}\}_{n\geq n_{0}}
                  
                (ignoring possible terms with 
                  
                     
                        n
                        <
                        
                           n
                           0
                        
                     
                     n<n_{0}
                  
               ), or even 
                  
                     
                        {
                        
                           a
                           n
                        
                        }
                     
                     \{a_{n}\}
                  
               .
         

         
            Examples 2.1

              

            Let us consider examples of real functions of real variable.

            i) 
                     
                        
                           f
                           :
                           R
                           →
                           R
                           ,
                            
                           f
                           (
                           x
                           )
                           =
                           a
                           x
                           +
                           b
                        
                        f:\mathbb{R}\to\mathbb{R},\
                           f(x)=ax+b
                     
                   (
                     
                        
                           a
                           ,
                           b
                        
                        a,b
                     
                   real coefficients), whose graph is a straight line (see Figure 2.2 (a)).

            [image: Graph of the functions f of (x) equals 2 x minus 2, f of (x) equals x squared, f of (x) equals 1 by x, and a piecewise function. (a): The horizontal axis ranges from 0 to 1, and the vertical axis ranges from negative 2 to 0. An increasing line enters the viewing window in the third quadrant, goes up to the right, and passes through (0, negative 2) and (1, 0). The line exits the viewing window in the first quadrant.
(b): The horizontal axis ranges from negative 2 to 2 in increments of 1 unit. The vertical axis ranges from 0 to 4 in increments of 1 unit. An upward-facing parabola passes through (negative 2, 4), (0, 0), and (2, 4).
(c): The horizontal and vertical axes range from negative 1 to 1 in increments of 1 unit. The curve consists of two branches: one branch enters the viewing window in the third quadrant near the left end of the horizontal axis, moves to the right almost linearly, and then goes down to the right to end near the bottom of the vertical axis in the third quadrant. Another branch enters the viewing window in the first quadrant near the top end of the vertical axis, moves down almost vertically, and then moves to the right to end near the right end of the horizontal axis in the first quadrant.
(d): Both the horizontal and vertical axes range from 0 to 3 in increments of 1 unit. A line curve originates at the origin and goes up to the right in the first quadrant until (1, 3). From the point (1, 3), the curve goes down to (2, 2). The point at (2, 2) is a filled point. A new line starts at an empty point (2, 1) and goes up to the right to (3, 2).]
               Figure 2.2 Graphs of the maps 
                        
                           
                              f
                              (
                              x
                              )
                              =
                              2
                              x
                              −
                              2
                           
                           f(x)=2x-2
                        
                      (a), 
                        
                           
                              f
                              (
                              x
                              )
                              =
                              
                                 x
                                 2
                              
                           
                           f(x)=x^{2}
                        
                      (b), 
                        
                           
                              f
                              (
                              x
                              )
                              =
                              
                                 
                                    1
                                    x
                                 
                              
                           
                           f(x)=\displaystyle{1\over
                              x}
                        
                      (c), and of the piecewise function (2.2) (d)

            

            ii) 
                     
                        
                           f
                           :
                           R
                           →
                           R
                           ,
                            
                           f
                           (
                           x
                           )
                           =
                           
                              x
                              2
                           
                        
                        f:\mathbb{R}\to\mathbb{R},\
                           f(x)=x^{2}
                     
                  , whose graph is a parabola (see Figure 2.2 (b)).

            iii) 
                     
                        
                           f
                           :
                           R
                           ∖
                           {
                           0
                           }
                           ⊂
                           R
                           →
                           R
                           ,
                            
                           f
                           (
                           x
                           )
                           =
                           
                              
                                 1
                                 x
                              
                           
                        
                        
                           f:\mathbb{R}\setminus\{0\}\subset\mathbb{R}\to\mathbb{R},\
                           f(x)=\displaystyle{1\over x}
                     
                  , has as graph a rectangular hyperbola in the coordinate system of its asymptotes (see
               Figure 2.2 (c)).

            iv) A real function of real variable can be defined by multiple expressions on different intervals, in
               which case is it called a piecewise functionFunctionpiecewise. An example is given by 
                     
                        
                           f
                           :
                           [
                           0
                           ,
                           3
                           ]
                           →
                           R
                        
                        f:[0,3]\to\mathbb{R}
                     
                   

            
               
                  	
                           
                              
                                 f
                                 (
                                 x
                                 )
                                 =
                                 
                                    {
                                    
                                       
                                          
                                             
                                                
                                                   3
                                                   x
                                                
                                             
                                          
                                          
                                             
                                                
                                                   if 
                                                   
                                                      0
                                                      ≤
                                                      x
                                                      ≤
                                                      1
                                                   
                                                   ,
                                                
                                             
                                          
                                       
                                       
                                          
                                             
                                                
                                                   4
                                                   −
                                                   x
                                                
                                             
                                          
                                          
                                             
                                                
                                                   if 
                                                   
                                                      1
                                                      <
                                                      x
                                                      ≤
                                                      2
                                                   
                                                   ,
                                                
                                             
                                          
                                       
                                       
                                          
                                             
                                                
                                                   x
                                                   −
                                                   1
                                                
                                             
                                          
                                          
                                             
                                                
                                                   if 
                                                   
                                                      2
                                                      <
                                                      x
                                                      ≤
                                                      3
                                                   
                                                   ,
                                                
                                             
                                          
                                       
                                    
                                 
                              
                              f(x)=\begin{cases}3x&\text{if $0\leq x\leq
                                 1$,}\\
                                 4-x&\text{if $1<x\leq 2$,}\\ x-1&\text{if $2<x\leq
                                 3$,}\end{cases}
                           
                        
                  	(2.2)
               

            

            drawn in Figure 2.2 (d).

            Among piecewise functions, the following are particularly important:

            v) the absolute valueFunctionabsolute value
               (Figure 2.3 (a))

            [image: Graphs of four piecewise functions. In a coordinate plane, the horizontal axis and the vertical axis intersect at a point labeled O.
(a) The graph of a piecewise function. A line originates at the intersection of the two axes, goes up to the right in the first quadrant, and exits the viewing window. Another line originates from the intersection of the two axes and goes up to the left in the second quadrant to exit the viewing window.
(b): The graph of a sign function. A horizontal line originates at marking 1 on the vertical axis and moves to the right in the first quadrant. The point at 1 is unfilled. Another horizontal line originates at negative 1 on the vertical axis and moves to the left in the third quadrant. The point at negative 1 is empty. A filled point is marked at the intersection of the two axes.
(c): The graph of an integer part function. The horizontal axis ranges from negative 2 to 3 in increments of 1 unit. The vertical axis ranges from negative 2 to 2 in increments of 1 unit. A small horizontal line lies between (negative 2, negative 2) and (negative 1, negative 2). The point (negative 2, negative 2) is filled, and the point (negative 1, negative 2) is empty. Another small horizontal line lies between (negative 1, negative 1) and (0, negative 1). The point (negative 1, negative 1) is filled, and the point (0, negative 1) is empty. A small horizontal line lies between (0, 0) and (1, 0). The point (0, 0) is filled, and the point (1, 0) is empty. Another small horizontal line lies between (1, 1) and (2, 1). The point (1, 1) is filled, and the point (2, 1) is empty. One more small horizontal line lies between (2, 2) and (3, 2). The point (2, 2) is filled, and the point (3, 2) is empty.
(d): The graph of a mantissa function. The horizontal axis ranges from negative 2 to 3 in increments of 1 unit, and the vertical axis ranges from 0 to 1. A small line connects the points (negative 2, 0) and (negative 1, 1). The point (negative 2, 0) is filled, and the point (negative 1, 1) is empty. Another small line connects the points (negative 1, 0) and (0, 1). The point (negative 1, 0) is filled, and the point (0, 1) is empty. A small line connects the points (0, 0) and (1, 1). The point (0, 0) is filled, and the point (1, 1) is empty. Another small line connects the points (1, 0) and (2, 1). The point (1, 0) is filled, and the point (2, 1) is empty. One more small line connects the points (2, 0) and (3, 1). The point (2, 0) is filled, and the point (3, 1) is empty. A filled point (3, 0) is marked on the graph.]
               Figure 2.3 Graphs of the functions:
                  absolute valueFunctionabsolute value (a),
                  signFunctionsign (b), integer partFunctioninteger part (c), and
                  mantissaFunctionmantissa (d)
               

            

             
                     
                        
                           f
                           :
                           R
                           →
                           R
                           ,
                           
                           f
                           (
                           x
                           )
                           =
                           ∣
                           x
                           ∣
                           =
                           
                              {
                              
                                 
                                    
                                       
                                          x
                                       
                                    
                                    
                                       
                                          
                                             if 
                                             
                                                x
                                                ≥
                                                0
                                             
                                             ,
                                          
                                       
                                    
                                 
                                 
                                    
                                       
                                          
                                             −
                                             x
                                          
                                       
                                    
                                    
                                       
                                          
                                             
                                                if 
                                                
                                                   x
                                                   <
                                                   0
                                                
                                             
                                             ;
                                          
                                       
                                    
                                 
                              
                           
                        
                        \displaystyle
                           f:\mathbb{R}\to\mathbb{R},\quad f(x)=|x|=\begin{cases}x&\text{if
                           $x\geq 0$,}\\ -x&\text{if $x<0$};\end{cases}
                     
                   

            vi) the sign functionFunctionsign (Figure 2.3 (b))

             
                     
                        
                           f
                           :
                           R
                           →
                           Z
                           ,
                           
                           f
                           (
                           x
                           )
                           =
                           sign
                           (
                           x
                           )
                           =
                           
                              {
                              
                                 
                                    
                                       
                                          
                                             +
                                             1
                                          
                                       
                                    
                                    
                                       
                                          
                                             if 
                                             
                                                x
                                                >
                                                0
                                             
                                             ,
                                          
                                       
                                    
                                 
                                 
                                    
                                       
                                          
                                             0
                                          
                                       
                                    
                                    
                                       
                                          
                                             if 
                                             
                                                x
                                                =
                                                0
                                             
                                             ,
                                          
                                       
                                    
                                 
                                 
                                    
                                       
                                          
                                             −
                                             1
                                          
                                       
                                    
                                    
                                       
                                          
                                             if 
                                             
                                                x
                                                <
                                                0
                                                ;
                                             
                                          
                                       
                                    
                                 
                              
                           
                        
                        \displaystyle
                           f:\mathbb{R}\to\mathbb{Z},\quad
                           f(x)=\text{sign}(x)=\begin{cases}+1&\text{if $x>0$,}\\ \
                           0&\text{if $x=0$,}\\ -1&\text{if
                           $x<0;$}\end{cases}
                     
                   

            vii) the integer partFunctioninteger part (Figure
               2.3 (c)), also known as floor
                  function,
            

             
                     
                        
                           f
                           :
                           R
                           →
                           Z
                           ,
                           
                           f
                           (
                           x
                           )
                           =
                           [
                           x
                           ]
                           =
                            the greatest integer
                           ≤
                           x
                        
                        \displaystyle
                           f:\mathbb{R}\to\mathbb{Z},\quad f(x)=[x]=\text{ the greatest integer}\leq
                           x
                     
                   

            (for example, 
                     
                        
                           [
                           4
                           ]
                           
                               
                              ⁣
                           
                           =
                           
                               
                              ⁣
                           
                           4
                        
                        [4]\!=\!4
                     
                  , 
                     
                        
                           [
                           
                              2
                           
                           ]
                           
                               
                              ⁣
                           
                           =
                           
                               
                              ⁣
                           
                           1
                        
                        [\sqrt{2}]\!=\!1
                     
                  , 
                     
                        
                           [
                           −
                           1
                           ]
                           
                               
                              ⁣
                           
                           =
                           
                               
                              ⁣
                           
                           −
                           1
                        
                        [-1]\!=\!-1
                     
                  , 
                     
                        
                           [
                           −
                           
                              3
                              2
                           
                           ]
                           
                               
                              ⁣
                           
                           =
                           
                               
                              ⁣
                           
                           −
                           2
                           
                        
                        [-{3\over
                           2}]\!=\!-2\\[1pt]
                     
                  ); notice that 
                     
                        
                           [
                           x
                           ]
                           
                               
                              ⁣
                           
                           ≤
                           
                               
                              ⁣
                           
                           x
                           
                               
                              ⁣
                           
                           <
                           
                               
                              ⁣
                           
                           [
                           x
                           ]
                           +
                           1
                        
                        [x]\!\leq\!x\!<\![x]+1
                     
                  ;

            viii) the mantissaFunctionmantissa (Figure 2.3 (d))

             
                     
                        
                           f
                           :
                           R
                           →
                           R
                           ,
                           
                           f
                           (
                           x
                           )
                           =
                           M
                           (
                           x
                           )
                           =
                           x
                           −
                           [
                           x
                           ]
                           ;
                        
                        \displaystyle
                           f:\mathbb{R}\to\mathbb{R},\quad f(x)=M(x)=x-[x];
                     
                   

            the property of the floor function implies 
                     
                        
                           0
                           ≤
                           M
                           (
                           x
                           )
                           <
                           1
                        
                        0\leq M(x)<1
                     
                  .

            Let us give some examples of sequences now.

            ix) The sequence

            
               
                  	
                           
                              
                                 
                                    a
                                    n
                                 
                                 =
                                 
                                    n
                                    
                                       n
                                       +
                                       1
                                    
                                 
                              
                              a_{n}={n\over{n+1}}
                           
                        
                  	(2.3)
               

            

            is defined for all 
                     
                        
                           n
                           ≥
                           0
                        
                        n\geq 0
                     
                  . The first few terms read

            
                     
                        
                           
                              a
                              0
                           
                           =
                           0
                           ,
                           
                           
                              a
                              1
                           
                           =
                           
                              
                                 1
                                 2
                              
                              =
                              0.5
                              ,
                              
                              
                                 a
                                 2
                              
                              =
                              
                                 
                                    2
                                    3
                                 
                                 =
                                 0.
                                 
                                    6
                                    ‾
                                 
                                 ,
                                 
                                 
                                    a
                                    3
                                 
                                 =
                                 
                                    
                                       3
                                       4
                                    
                                    =
                                    0.75
                                    .
                                 
                              
                           
                        
                        a_{0}=0\,,\quad
                           a_{1}=\displaystyle\frac{1}{2}=0.5\,,\quad
                           a_{2}=\displaystyle\frac{2}{3}=0.\overline{6}\,,\quad
                           a_{3}=\displaystyle\frac{3}{4}=0.75\,.
                     
                  

            Its graph is shown in Figure 2.4 (a).
            

            [image: Four graphs of different sequences. (a) The horizontal axis ranges from 0 to 6 in increments of 1 unit. The vertical axis ranges from 0 to 1 in increments of 1 unit. A horizontal dashed line extends from (0, 1) toward the right. Some points are scattered on the graph and the coordinates of the points are as follows: (0, 0), (1, 0.548), (2, 0.742), (3, 0.774), (4, 0.806), (5, 0.871), and (6, 0.903). 
(b) The horizontal axis ranges from 0 to 6 in increments of 1 unit. The vertical axis ranges from 0 to 3 in increments of 1 unit. Two horizontal dashed lines extend from (0, 2) and (0, 3) toward the right. Some points are scattered on the graph and the coordinates of the points are as follows: (1, 2), (2, 2.29), (3, 2.419), (4, 2.516), (5, 2.548), and (6, 2.581).
(c) The horizontal axis ranges from 0 to 6 in increments of 1 unit. The vertical axis shows three markings from bottom to bottom: 6, 24, and 120. Some points are scattered on the graph, and the coordinates of the points are as follows: (0, 0), (1, 1.68), (2, 2.4), (3, 6), (4, 24), and (5, 120).
(d) The horizontal axis ranges from 0 to 6 in increments of 1 unit. The vertical axis ranges from negative 1 to 1. Some points are scattered on the graph, and the coordinates of the points are as follows: (0, 1), (2, 1), (4, 1), (6, 1), (1, negative 1), (3, negative 1), and (5, negative 1).
Note: All numerical values are approximated.]
               Figure 2.4 Graphs of the sequences (2.3) (a), (2.4) (b), (2.5) (c), and (2.6) (d)

            

            x) The sequence

            
               
                  	
                           
                              
                                 
                                    a
                                    n
                                 
                                 =
                                 
                                    
                                       (
                                       1
                                       +
                                       
                                          1
                                          n
                                       
                                       )
                                    
                                    n
                                 
                              
                              a_{n}=\left(1+{1\over
                                 n}\right)^{n}
                           
                        
                  	(2.4)
               

            

            is defined for 
                     
                        
                           n
                           ≥
                           1
                        
                        n\geq 1
                     
                  . The first terms are

            
                     
                        
                           
                              a
                              1
                           
                           =
                           2
                           ,
                           
                           
                              a
                              2
                           
                           =
                           
                              
                                 9
                                 4
                              
                              =
                              2.25
                              ,
                              
                              
                                 a
                                 3
                              
                              =
                              
                                 
                                    64
                                    27
                                 
                                 =
                                 2.37
                                 
                                    037
                                    ‾
                                 
                                 ,
                                 
                                 
                                    a
                                    4
                                 
                                 =
                                 
                                    
                                       625
                                       256
                                    
                                    =
                                    2.44140625
                                    .
                                 
                              
                           
                        
                        a_{1}=2\,,\quad
                           a_{2}=\displaystyle\frac{9}{4}=2.25\,,\quad
                           a_{3}=\displaystyle\frac{64}{27}=2.37\overline{037}\,,\quad
                           a_{4}=\displaystyle\frac{625}{256}=2.44140625\,.
                     
                  

            Figure 2.4 (b) shows the graph of such
               sequence.

            xi) The sequence 

            
               
                  	
                           
                              
                                 
                                    a
                                    n
                                 
                                 =
                                 n
                                 !
                              
                              a_{n}=n!
                           
                        
                  	(2.5)
               

            

            maps each natural number to its factorial, defined in (1.10). The
               graph of this sequence is shown in Figure 2.4 (c); as the values of the sequence grow rapidly as n
               increases, we used different scalings on the coordinate axes.

            xii) The sequence

            
               
                  	
                           
                              
                                 
                                    a
                                    n
                                 
                                 =
                                 (
                                 −
                                 1
                                 
                                    )
                                    n
                                 
                                 =
                                 
                                    {
                                    
                                       
                                          
                                             
                                                
                                                   +
                                                   1
                                                
                                             
                                          
                                          
                                             
                                                
                                                   if 
                                                   
                                                      n
                                                   
                                                   
                                                       is even
                                                      ,
                                                   
                                                
                                             
                                          
                                       
                                       
                                          
                                             
                                                
                                                   −
                                                   1
                                                
                                             
                                          
                                          
                                             
                                                
                                                   if 
                                                   
                                                      n
                                                   
                                                   
                                                       is odd
                                                      ,
                                                   
                                                
                                             
                                          
                                       
                                    
                                 
                                 
                                 (
                                 n
                                 ≥
                                 0
                                 )
                              
                              a_{n}=(-1)^{n}=\begin{cases}+1&\text{if $n$
                                 is even,}\\
                                 -1&\text{if $n$ is odd,}\end{cases}\qquad(n\geq 0)
                           
                        
                  	(2.6)
               

            

            has alternating values 
                     
                        
                           +
                           1
                        
                        +1
                     
                   and -1, according to the parity of n. The
               graph of the sequence is shown in Figure 2.4 (d).

            At last, here are two maps defined on 
                     
                        
                           R
                           2
                        
                        \mathbb{R}^{2}
                     
                   (functions of two real variables).

            xiii) The function

            
                     
                        
                           f
                           :
                           
                              R
                              2
                           
                           →
                           R
                           ,
                           
                           f
                           (
                           x
                           ,
                           y
                           )
                           =
                           
                              
                                 
                                    x
                                    2
                                 
                                 +
                                 
                                    y
                                    2
                                 
                              
                           
                        
                        f:\mathbb{R}^{2}\to\mathbb{R},\quad
                           f(x,y)=\sqrt{x^{2}+y^{2}}
                     
                  

            maps a generic point P of the plane with coordinates 
                     
                        
                           (
                           x
                           ,
                           y
                           )
                        
                        (x,y)
                     
                   to its distance from the origin.

            xiv) The map 

            
                     
                        
                           f
                           :
                           
                              R
                              2
                           
                           →
                           
                              R
                              2
                           
                           ,
                           
                           f
                           (
                           x
                           ,
                           y
                           )
                           =
                           (
                           y
                           ,
                           x
                           )
                        
                        f:\mathbb{R}^{2}\to\mathbb{R}^{2},\quad f(x,y)=(y,x)
                        
                     
                  

            associates with a point P the point 
                     
                        
                           P
                           ′
                        
                        P^{\prime}
                     
                   symmetric to P with respect to the bisectrix of the first and third quadrants.
            

            ■

         

         [image: A caution symbol with an exclamation mark inside a triangular boundary.]Consider a map from X to Y. One should
            take care in noting that the symbol for an element of X (called the independent variableVariableindependent) and the
            symbol for an element in Y (the dependent variableVariabledependent), are completely arbitrary. What really determines
            the function is the way of associating each element of the domain with its corresponding image. For example,
            if 
                  
                     
                        x
                        ,
                        y
                        ,
                        z
                        ,
                        t
                     
                     x,y,z,t
                  
                are symbols for real numbers, the expressions 
                  
                     
                        y
                        =
                        f
                        (
                        x
                        )
                        =
                        3
                        x
                     
                     y=f(x)=3x
                  
               , 
                  
                     
                        x
                        =
                        f
                        (
                        y
                        )
                        =
                        3
                        y
                     
                     x=f(y)=3y
                  
               , or 
                  
                     
                        z
                        =
                        f
                        (
                        t
                        )
                        =
                        3
                        t
                     
                     z=f(t)=3t
                  
                denote the same function, namely the one mapping each real number to its triple.
         

         The arithmetic operations allow us to generate new functions starting from two real-valued functions 
                  
                     
                        f
                        :
                        dom
                         
                        f
                        ⊆
                        X
                        →
                        R
                     
                     f:\mathrm{dom}\,f\subseteq
                        X\rightarrow\mathbb{R}
                  
               , 
                  
                     
                        g
                        :
                        dom
                         
                        g
                        ⊆
                        X
                        →
                        R
                     
                     g:\mathrm{dom}\,g\subseteq
                        X\rightarrow\mathbb{R}
                  
               . We define the functions sum, difference, product and quotient by setting

         
                  
                     
                        (
                        f
                        +
                        g
                        )
                        (
                        x
                        )
                        =
                        f
                        (
                        x
                        )
                        +
                        g
                        (
                        x
                        )
                        ,
                        
                     
                     \displaystyle(f+g)(x)=f(x)+g(x)\,,\quad
                  
               
                  
                     
                        (
                        f
                        −
                        g
                        )
                        (
                        x
                        )
                        =
                        f
                        (
                        x
                        )
                        −
                        g
                        (
                        x
                        )
                        ,
                     
                     \displaystyle(f-g)(x)=f(x)-g(x)\,,
                  
               

         
                  
                     
                        (
                        f
                        g
                        )
                        (
                        x
                        )
                        =
                        f
                        (
                        x
                        )
                        g
                        (
                        x
                        )
                        ,
                        
                     
                     \displaystyle(fg)(x)=f(x)g(x)\,,\quad
                  
               
                  
                     
                        
                           (
                           
                              f
                              g
                           
                           )
                        
                        (
                        x
                        )
                        =
                        
                           
                              f
                              (
                              x
                              )
                           
                           
                              g
                              (
                              x
                              )
                           
                        
                        .
                     
                     \displaystyle\left({f\over
                        g}\right)(x)={f(x)\over g(x)}\,.
                  
               

         The domain of the first three is 
                  
                     
                        dom
                         
                        f
                        ∩
                        dom
                         
                        g
                     
                     \mathrm{dom}\,f\cap\,\mathrm{dom}\,g
                  
               , while the domain of the quotient is 
                  
                     
                        dom
                         
                        f
                        ∩
                        {
                        x
                        ∈
                        dom
                         
                        g
                        :
                        g
                        (
                        x
                        )
                        ≠
                        0
                        }
                     
                     \mathrm{dom}\,f\cap\{x\in\mathrm{dom}\,g:g(x)\not=0\}
                     
                  
               .

         Furthermore, we can define the maximum function and the minimum function of f and
            g, respectively written 
                  
                     
                        max
                        ⁡
                        (
                        f
                        ,
                        g
                        )
                     
                     \max(f,g)
                  
                and 
                  
                     
                        min
                        ⁡
                        (
                        f
                        ,
                        g
                        )
                     
                     \min(f,g)
                  
               , which at any point assume the largest and smallest values between the values of f
            and g. In other words,
         

         
                  
                     
                        max
                        ⁡
                        (
                        f
                        ,
                        g
                        )
                        (
                        x
                        )
                        =
                        max
                        ⁡
                        
                           (
                           f
                           (
                           x
                           )
                           ,
                           g
                           (
                           x
                           )
                           )
                        
                        ,
                        
                        min
                        ⁡
                        (
                        f
                        ,
                        g
                        )
                        (
                        x
                        )
                        =
                        min
                        ⁡
                        
                           (
                           f
                           (
                           x
                           )
                           ,
                           g
                           (
                           x
                           )
                           )
                        
                        .
                     
                     
                        \max(f,g)(x)=\max\left(f(x),g(x)\right),\quad\quad\min(f,g)(x)=\min\left(f(x),g(x)\right).
                     
                  
               

         Their domain is 
                  
                     
                        dom
                         
                        f
                        ∩
                        dom
                         
                        g
                     
                     \mathrm{dom}\,f\cap\mathrm{dom}\,g
                  
               .

      

   


   
      
         
2.2 Range and pre-image


          Let A be a subset of X. The imageImage of A under f is the
            set

          
                  
                     
                        f
                        (
                        A
                        )
                        =
                        {
                        f
                        (
                        x
                        )
                        x
                        ∈
                        A
                        }
                        ⊆
                        
                           im
                            
                        
                        f
                     
                     \displaystyle f(A)=\{f(x)\:\ x\in
                        A\}\subseteq\textrm{im}\,f
                  
                

         of all the images of elements of A. Notice that f(A) is empty if
            and only if A contains no elements of the domain of f. The image f(X) of the whole set X is the rangeRange of
            f, which we have already denoted by 
                  
                     
                        
                           im
                            
                        
                        f
                     
                     \textrm{im}\,f
                  
               .

         Let y be any element of Y; the pre-imagePre-image of y under f is
            the set

          
                  
                     
                        
                           f
                           
                              −
                              1
                           
                        
                        (
                        y
                        )
                        =
                        {
                        x
                        ∈
                        dom
                         
                        f
                          
                        f
                        (
                        x
                        )
                        =
                        y
                        }
                     
                     \displaystyle
                        f^{-1}(y)=\{x\in\mathrm{dom}\,f\:\ f(x)=y\}
                  
                

         of elements in X whose image is y. This set is empty precisely when y does not belong
            to the range of f. If B is a subset of Y, the pre-image of B under
               f is defined as the set

          
                  
                     
                        
                           f
                           
                              −
                              1
                           
                        
                        (
                        B
                        )
                        =
                        {
                        x
                        ∈
                        dom
                         
                        f
                          
                        f
                        (
                        x
                        )
                        ∈
                        B
                        }
                        ,
                     
                     \displaystyle
                        f^{-1}(B)=\{x\in\mathrm{dom}\,f\:\ f(x)\in B\},
                  
                

         union of all pre-images of elements of B.

         It is easy to check that 
                  
                     
                        A
                        ⊆
                        
                           f
                           
                              −
                              1
                           
                        
                        (
                        f
                        (
                        A
                        )
                        )
                     
                     A\subseteq f^{-1}(f(A))
                  
                for any subset A of 
                  
                     
                        dom
                         
                        f
                     
                     \mathrm{dom}\,f
                  
               , and 
                  
                     
                        f
                        (
                        
                           f
                           
                              −
                              1
                           
                        
                        (
                        B
                        )
                        )
                        =
                        B
                        ∩
                        
                           im
                            
                        
                        f
                        ⊆
                        B
                     
                     f(f^{-1}(B))=B\cap\textrm{im}\,f\subseteq B
                  
                for any subset B of Y.

         
            Example 2.2

               

            i) Let 
                     
                        
                           f
                           :
                           R
                           →
                           R
                           ,
                            
                           f
                           (
                           x
                           )
                           =
                           
                              x
                              2
                           
                        
                        f:\mathbb{R}\to\mathbb{R},\
                           f(x)=x^{2}
                     
                  . The image under f of the interval 
                     
                        
                           A
                           =
                           [
                           1
                           ,
                           2
                           ]
                        
                        A=[1,2]
                     
                   is the interval 
                     
                        
                           B
                           =
                           [
                           1
                           ,
                           4
                           ]
                        
                        B=[1,4]
                     
                  . Yet the pre-image of B under f is the union of the intervals 
                     
                        
                           [
                           −
                           2
                           ,
                           −
                           1
                           ]
                        
                        [-2,-1]
                     
                   and 
                     
                        
                           [
                           1
                           ,
                           2
                           ]
                        
                        [1,2]
                     
                  , namely, the set

            
                     
                        
                           
                              f
                              
                                 −
                                 1
                              
                           
                           (
                           B
                           )
                           =
                           {
                           x
                           ∈
                           R
                           1
                           ≤
                           ∣
                           x
                           ∣
                           ≤
                           2
                           }
                        
                        f^{-1}(B)=\{x\in\mathbb{R}\:\
                           1\leq|x|\leq 2\}
                     
                  

            (see Figure 2.5).

            [image: Two graphs show image and pre image of an interval for function f of (x) equals x squared. (a): The horizontal axis ranges from 0 to 2 in increments of 1 unit. The vertical axis ranges from 0 to 4 in increments of 1 unit. An upward opening parabola passes through (negative 2, 4), (0, 0), and (2, 4). A horizontal dashed line is drawn from marking 1 on the vertical axis to the curve, and another horizontal dashed line is drawn from marking 4 on the vertical axis to the curve. A vertical dashed line is drawn from marking 1 on the horizontal axis to the curve. Another vertical dashed line is drawn from marking 2 on the horizontal axis to the curve. The vertical axis between the markings 1 and 4 is highlighted and labeled f of (A), and the horizontal axis between the markings 1 and 2 is highlighted and labeled A.
(b): The horizontal axis ranges from negative 2 to 2 in increments of 1 unit. The vertical axis ranges from 0 to 4 in increments of 1 unit. An upward opening parabola passes through (negative 2, 4), (0, 0), and (2, 4). A horizontal dashed line is drawn from marking 1 on the vertical axis to the curve on the left and on the right, and another horizontal dashed line is drawn from marking 4 on the vertical axis to the curve on the left and on the right. Vertical dashed lines are drawn from the markings negative 2, negative 1, 1, and 2 on the horizontal axis to the curve. The vertical axis between the markings 1 and 4 is highlighted and labeled B and the horizontal axis between the markings negative 2 to negative 1 and 1 to 2 is highlighted and labeled f inverse (B).]
               Figure 2.5 Image of an interval (a) and
                  pre-image of an interval (b) under the function 
                        
                           
                              f
                              (
                              x
                              )
                              =
                              
                                 x
                                 2
                              
                           
                           f(x)=x^{2}
                        
                     

            

            The pre-image of the interval 
                     
                        
                           B
                           =
                           [
                           −
                           1
                           ,
                           0
                           )
                        
                        B=[-1,0)
                     
                   is the empty set.

            ii) Let us consider the mantissa function introduced in Example 2.1 viii). The image under
               M of the interval 
                     
                        
                           A
                           =
                           [
                           −
                           
                              1
                              4
                           
                           ,
                           
                              1
                              4
                           
                           ]
                        
                        A=[-\frac{1}{4},\frac{1}{4}]
                     
                   is the set 
                     
                        
                           [
                           
                              3
                              4
                           
                           ,
                           1
                           )
                           ∪
                           [
                           0
                           ,
                           
                              1
                              4
                           
                           ]
                        
                        [\frac{3}{4},1)\cup[0,\frac{1}{4}]
                     
                  .

            On the other hand, the pre-image of 
                     
                        
                           B
                           =
                           [
                           0
                           ,
                           
                              1
                              2
                           
                           )
                        
                        B=[0,\frac{1}{2})
                     
                   under M is the infinite union of the intervals 
                     
                        
                           [
                           n
                           ,
                           n
                           +
                           
                              1
                              2
                           
                           )
                        
                        [n,n+\frac{1}{2})
                     
                  , for 
                     
                        
                           n
                           ∈
                           Z
                        
                        n\in\mathbb{Z}
                     
                  .

            iii) Consider the sequence 
                     
                        
                           
                              a
                              n
                           
                           =
                           (
                           −
                           1
                           
                              )
                              n
                           
                        
                        a_{n}=(-1)^{n}
                     
                   introduced in Example 2.1 xii). Its range is formed by
               two points only, -1 and 1, i.e., 
                     
                        
                           
                              im
                               
                           
                           a
                           =
                           {
                           −
                           1
                           ,
                           1
                           }
                        
                        \textrm{im}\,a=\{-1,1\}
                     
                  . The pre-image of the half-line 
                     
                        
                           B
                           =
                           [
                           0
                           ,
                           +
                           ∞
                           )
                        
                        B=[0,+\infty)
                     
                   is the set of even numbers.

            ■

         

         The notions of infimum, supremum, maximum and minimum, introduced in Sect. 1.3.2, specialise in the case of images of functions.

         More precisely, let us consider a real function f. Let A be a subset of 
                  
                     
                        dom
                         
                        f
                     
                     \mathrm{dom}\,f
                  
               , with image f(A).

         
            Definition 2.3

             One calls supremumSupremumof a function of
                  f on A (or in A) the supremum of the image of A under f;
               we set

            
                     
                        
                           
                              
                                 sup
                                 ⁡
                              
                              
                                 x
                                 ∈
                                 A
                              
                           
                           f
                           (
                           x
                           )
                           =
                           sup
                           ⁡
                           f
                           (
                           A
                           )
                           =
                           sup
                           ⁡
                           {
                           f
                           (
                           x
                           )
                           ∣
                            
                           x
                           ∈
                           A
                           }
                           .
                        
                        \sup_{x\in A}f(x)=\sup
                           f(A)=\sup\{f(x)\ |\ x\in A\}.
                     
                  

            Then f is bounded from aboveFunctionbounded
                        from above on A (or upper bounded) if the set f(A) is bounded from above, or equivalently, if 
                     
                        
                           
                              
                                 sup
                                 ⁡
                              
                              
                                 x
                                 ∈
                                 A
                              
                           
                           f
                           (
                           x
                           )
                           <
                           +
                           ∞
                        
                        \displaystyle\sup_{x\in
                           A}f(x)<+\infty
                     
                  .

            If 
                     
                        
                           
                              
                                 sup
                                 ⁡
                              
                              
                                 x
                                 ∈
                                 A
                              
                           
                           f
                           (
                           x
                           )
                        
                        \displaystyle\sup_{x\in
                           A}f(x)
                     
                   is finite and belongs to f(A), then it is the maximum
               of this set. This number is called maximum valueValuemaximum (or simply maximum)MaximumMaximumof a
                     function of f on A, and is denoted by 
                     
                        
                           
                              
                                 max
                                 ⁡
                              
                              
                                 x
                                 ∈
                                 A
                              
                           
                           f
                           (
                           x
                           )
                        
                        \displaystyle\max_{x\in
                           A}f(x)
                     
                  . 

         

         At times, the shorthand notations 
                  
                     
                        
                           
                              sup
                              ⁡
                           
                           A
                        
                        f
                        ,
                     
                     \sup_{A}f,
                  
                
                  
                     
                        
                           
                              max
                              ⁡
                           
                           A
                        
                        f
                     
                     \max_{A}f
                  
               , etc. are used; when
                  
                     
                        A
                        =
                        dom
                         
                        f
                     
                     A=\mathrm{dom}\,f
                  
               , we may simply write 
                  
                     
                        sup
                        ⁡
                        f
                     
                     \sup f
                  
               , 
                  
                     
                        max
                        ⁡
                        f
                     
                     \max f
                  
               .

         The maximum value 
                  
                     
                        M
                        =
                        
                           
                              max
                              ⁡
                           
                           A
                        
                        f
                     
                     M=\max_{A}f
                  
                of f on the set A is characterised by the conditions:

         
            	
               M is a value assumed by the function on A, i.e.,

               
                        
                           
                              there exists
                              
                                 x
                                 M
                              
                              ∈
                              A
                               such that
                              f
                              (
                              
                                 x
                                 M
                              
                              )
                              =
                              M
                              ;
                           
                           \text{there exists}x_{M}\in
                              A\text{ such that}f(x_{M})=M;
                        
                     

            

            	
               M is greater than or equal to any other value of the map on A, so

               
                        
                           
                              for any
                              x
                              ∈
                              A
                              ,
                               
                              f
                              (
                              x
                              )
                              ≤
                              M
                              .
                           
                           \text{for any}x\in A,\ f(x)\leq
                              M.
                        
                     

            

         

         The concepts of infimumInfimumof a functionValueminimumMinimumof a
                     function and of minimumMinimum of f on A are
            defined similarly.

         At last, we have the following definition.

         
            Definition 2.4

             f is called boundedFunctionbounded on A
               if the set f(A) is bounded.

         

         When A coincides with the entire domain of f, in all of the previous definitions we can avoid
            to specify ‘on 
                  
                     
                        dom
                         
                        f
                     
                     \mathrm{dom}\,f
                  
               ’.

         
            Example 2.5

            i) For the absolute value function defined in Example 2.1 v) we have

            
                     
                        
                           
                              
                                 sup
                                 ⁡
                              
                              
                                 x
                                 ∈
                                 R
                              
                           
                           ∣
                           x
                           ∣
                           =
                           +
                           ∞
                           ,
                           
                           
                              
                                 min
                                 ⁡
                              
                              
                                 x
                                 ∈
                                 R
                              
                           
                           ∣
                           x
                           ∣
                           =
                           
                              
                                 inf
                                 ⁡
                              
                              
                                 x
                                 ∈
                                 R
                              
                           
                           ∣
                           x
                           ∣
                           =
                           0.
                        
                        
                           \sup_{x\in\mathbb{R}}|x|=+\infty,\quad\min_{x\in\mathbb{R}}|x|=\inf_{x\in\mathbb{R}}|x|=0.
                        
                     
                  

            ii) Consider the function f(x) defined in formula (2.2) (Example 2.1 iv)). One verifies easily
               that

            
                     
                        
                           
                              
                                 max
                                 ⁡
                              
                              
                                 x
                                 ∈
                                 [
                                 0
                                 ,
                                 2
                                 ]
                              
                           
                           f
                           (
                           x
                           )
                           =
                           3
                           ,
                           
                           
                              
                                 min
                                 ⁡
                              
                              
                                 x
                                 ∈
                                 [
                                 0
                                 ,
                                 2
                                 ]
                              
                           
                           f
                           (
                           x
                           )
                           =
                           0
                           ,
                           
                           
                              
                                 max
                                 ⁡
                              
                              
                                 x
                                 ∈
                                 [
                                 1
                                 ,
                                 3
                                 ]
                              
                           
                           f
                           (
                           x
                           )
                           =
                           3
                           ,
                           
                           
                              
                                 inf
                                 ⁡
                              
                              
                                 x
                                 ∈
                                 [
                                 1
                                 ,
                                 3
                                 ]
                              
                           
                           f
                           (
                           x
                           )
                           =
                           1.
                        
                        
                           \max_{x\in[0,2]}f(x)=3,\quad\min_{x\in[0,2]}f(x)=0,\quad\max_{x\in[1,3]}f(x)=3,\quad\inf_{x\in[1,3]}f(x)=1.
                        
                     
                  

            The map does not assume the value 1 anywhere in the interval 
                     
                        
                           [
                           1
                           ,
                           3
                           ]
                        
                        [1,3]
                     
                  , so there is no minimum on that set.

            ■

         

      

   


   
      
         
2.3 Surjectivity, injectivity,
            and invertibility


          

         In this section we shall introduce two important properties: surjectivity and injectivity, the latter being
            equivalent to invertibility.

         For the sake of an example, let us consider the set X of first-year students, those signing up for a
            university degree for the first time, and let Y denote the set of undergraduate degrees offered by
            the university. Since each course has at least one student, the function mapping first-year students to
            their respective courses is an instance of a surjective function. On the other hand, distinct students have
            different registration numbers, so the function mapping each student to their registration number is an
            injective (but not surjective) function on the set 
                  
                     
                        Y
                        =
                        N
                     
                     Y=\mathbb{N}
                  
                of natural numbers.

         Let us now give rigorous definitions.

         A map with values in Y is called ontoFunctiononto if 
                  
                     
                        
                           im
                            
                        
                        f
                        =
                        Y
                     
                     \textrm{im}\,f=Y
                  
               . This means that each 
                  
                     
                        y
                        ∈
                        Y
                     
                     y\in Y
                  
                is the image of one element 
                  
                     
                        x
                        ∈
                        X
                     
                     x\in X
                  
                at least. The term surjectiveFunctionsurjective (on Y) has the same meaning. For
            instance, 
                  
                     
                        f
                        :
                        R
                        →
                        R
                        ,
                         
                        f
                        (
                        x
                        )
                        =
                        a
                        x
                        +
                        b
                     
                     f:\mathbb{R}\to\mathbb{R},\
                        f(x)=ax+b
                  
                with 
                  
                     
                        a
                        ≠
                        0
                     
                     a\not=0
                  
                is surjective on 
                  
                     R
                     \mathbb{R}
                  
               , or onto: the real number y is the image of 
                  
                     
                        x
                        =
                        
                           
                              y
                              −
                              b
                           
                           a
                        
                     
                     x={{y-b}\over a}
                  
               . On the contrary, the function 
                  
                     
                        f
                        :
                        R
                        →
                        R
                        ,
                         
                        f
                        (
                        x
                        )
                        =
                        
                           x
                           2
                        
                     
                     f:\mathbb{R}\to\mathbb{R},\
                        f(x)=x^{2}
                  
                is not onto, because its range coincides with the interval 
                  
                     
                        [
                        0
                        ,
                        +
                        ∞
                        )
                     
                     [0,+\infty)
                  
               .

         A function f is called one-to-oneFunctionone-to-one (also written 1-1) or injective if
            every 
                  
                     
                        y
                        ∈
                        
                           im
                            
                        
                        f
                     
                     y\in\textrm{im}\,f
                  
                is the image of a unique element 
                  
                     
                        x
                        ∈
                        dom
                         
                        f
                     
                     x\in\mathrm{dom}\,f
                  
               . Put otherwise, if
                  
                     
                        y
                        =
                        f
                        (
                        
                           x
                           1
                        
                        )
                        =
                        f
                        (
                        
                           x
                           2
                        
                        )
                     
                     y=f(x_{1})=f(x_{2})
                  
                for some elements 
                  
                     
                        
                           x
                           1
                        
                        ,
                        
                           x
                           2
                        
                     
                     x_{1},x_{2}
                  
                in the domain of f, then necessarily 
                  
                     
                        
                           x
                           1
                        
                        =
                        
                           x
                           2
                        
                     
                     x_{1}=x_{2}
                  
               . This, in turn, is equivalent to asking

         
                  
                     
                        
                           x
                           1
                        
                        ≠
                        
                           x
                           2
                        
                        
                        ⇒
                        
                        f
                        (
                        
                           x
                           1
                        
                        )
                        ≠
                        f
                        (
                        
                           x
                           2
                        
                        )
                     
                     x_{1}\not=x_{2}\quad\Rightarrow\quad
                        f(x_{1})\not=f(x_{2})
                  
               

         for all 
                  
                     
                        
                           x
                           1
                        
                        ,
                        
                           x
                           2
                        
                        ∈
                        dom
                         
                        f
                     
                     x_{1},x_{2}\in\mathrm{dom}\,f
                  
                (see Figure 2.6).

         [image: A figure shows the representation of an injective function and its inverse. The figure shows two uneven bounded sets from left to right. Both bounded sets have two regions one is shaded, and the other is non-shaded. The bounded set on the left is labeled X. The shaded region inside this is labeled “dom f,” and it contains two points x sub 1 and x sub 2. The bounded set on the right is labeled Y, with a shaded region labeled “im f.” Inside this shaded region, there are two points y sub 1 equals f of (x sub 1) and f of (x sub 2). An arrow labeled f extends from the point x sub 1 to the point y sub 1 equals f of (x sub 1). A second arrow labeled f inverse extends from the point y sub 1 equals f of (x sub 1) to the point x sub 1. A third arrow labeled f extends from the point x sub 2 to the point y sub 2 equals f of (x sub 2). A fourth arrow labeled f inverse extends from the point y sub 2 equals f of (x sub 2) to the point x sub 2.]
            Figure 2.6 Representation of an injective
               function and its inverse

         

         A function f that is both injective and surjective is called a bijection (or bijective
               functionFunctionbijection, or 1-1
               correspondence) between its domain and range.

         The three properties just described can be detected graphically when we consider real functions f of
            real variable. To be precise, let us consider the graph of f in the plane and its intersections with
            the family of horizontal lines. Then f is

         
            	
               surjective on 
                        
                           R
                           \mathbb{R}
                        
                      if every line intersects the graph at least once,

            

            	
               injective if it intersects the graph at most once,

            

            	
               bijective from 
                        
                           R
                           \mathbb{R}
                        
                      to 
                        
                           R
                           \mathbb{R}
                        
                      if there is exactly one intersection point.

            

         

         If a map f is one-to-one, we can associate with each element y in the range the unique
            x in the domain satisfying 
                  
                     
                        f
                        (
                        x
                        )
                        =
                        y
                     
                     f(x)=y
                  
               . Such correspondence determines a function defined on Y and with values in
            X, called inverse functionFunctioninverse of f and
            denoted by the symbol 
                  
                     
                        f
                        
                           −
                           1
                        
                     
                     f^{-1}
                  
               . Hence

         
                  
                     
                        x
                        =
                        
                           f
                           
                              −
                              1
                           
                        
                        (
                        y
                        )
                        
                        ⟺
                        
                        y
                        =
                        f
                        (
                        x
                        )
                     
                     x=f^{-1}(y)\quad\iff\quad
                        y=f(x)
                  
               

         (we have used, deliberately, the same notation for the pre-image of the singleton y under f
            and the unique element contained in the pre-image). The inverse function 
                  
                     
                        f
                        
                           −
                           1
                        
                     
                     f^{-1}
                  
                has the range of f as its domain, and the domain of f as range:

         
                  
                     
                        dom
                         
                        
                           f
                           
                              −
                              1
                           
                        
                        =
                        
                           im
                            
                        
                        f
                        ,
                        
                        
                           im
                            
                        
                        
                           f
                           
                              −
                              1
                           
                        
                        =
                        dom
                         
                        f
                        .
                     
                     
                        \mathrm{dom}\,f^{-1}=\textrm{im}\,f,\qquad\textrm{im}\,f^{-1}=\mathrm{dom}\,f.
                  
               

         A one-to-one map is therefore invertibleFunctioninvertible; the two notions (injectivity and invertibility)
            coincide.

         What is the link between the graph of f, defined in (2.1), and the graph of the inverse
            function 
                  
                     
                        f
                        
                           −
                           1
                        
                     
                     f^{-1}
                  
               ? One has

         
                  
                     
                        Γ
                        (
                        
                           f
                           
                              −
                              1
                           
                        
                        )
                     
                     \displaystyle\Gamma(f^{-1})
                  
               =
                  
                     
                        {
                        (
                        y
                        ,
                        
                           f
                           
                              −
                              1
                           
                        
                        (
                        y
                        )
                        )
                        ∈
                        Y
                        ×
                        X
                          
                        y
                        ∈
                        dom
                         
                        
                           f
                           
                              −
                              1
                           
                        
                        }
                     
                     \displaystyle\{\big(y,f^{-1}(y)\big)\in Y\times X\:\
                        y\in\mathrm{dom}\,f^{-1}\}
                  
               

         =
                  
                     
                        {
                        (
                        f
                        (
                        x
                        )
                        ,
                        x
                        )
                        ∈
                        Y
                        ×
                        X
                          
                        x
                        ∈
                        dom
                         
                        f
                        }
                        .
                     
                     \displaystyle\{(f(x),x)\in Y\times
                        X\:\ x\in\mathrm{dom}\,f\}.
                  
               

         Therefore, the graph of the inverse map may be obtained from the graph of f by swapping the
            components in each pair. For real functions of one real variable, this corresponds to a reflection in the
            Cartesian plane with respect to the bisectrix 
                  
                     
                        y
                        =
                        x
                     
                     y=x
                  
                (see Figure 2.7, from (a)
            to (b)). On the other hand, finding the explicit expression 
                  
                     
                        x
                        =
                        
                           f
                           
                              −
                              1
                           
                        
                        (
                        y
                        )
                     
                     x=f^{-1}(y)
                  
                of the inverse function may be hard, if possible at all.

         [image: Graphic representation of an injective function and its inverse. The horizontal axis is labeled x and the vertical axis is labeled y.
(a): A curve of equation y equals f of (x) originates above the x-axis and near the y-axis in the first quadrant, moves up to the right with a small increase in slope in a concave-down shape, and then becomes almost linear while moving to the right. The curve ends in the first quadrant. A dashed vertical line and a dashed horizontal line connect the originating point of the curve to the axes. Another dashed vertical line and a dashed horizontal line connect the ending point of the curve to the axes. The vertical axis between the dashed horizontal lines from the originating point and the ending point is highlighted and labeled i m f. The horizontal axis between the dashed vertical lines from the originating point and the ending point is highlighted and labeled dom f.
A line with the equation y equals x originates at the intersection of the two axes and goes up to the right in the first quadrant, intersects the curve for y equals f of (x), and exits the viewing window.
(b): A curve of equation x equals f inverse (y) originates above the x-axis and to the right of the y-axis in the first quadrant, moves up to the right with an increase in slope in a concave-up shape, and then becomes almost linear while moving to the right. The curve ends in the first quadrant. A dashed vertical line and a dashed horizontal line connect the originating point of the curve to the axes. Another dashed vertical line and a dashed horizontal line connect the ending point of the curve to the axes. The vertical axis between the dashed horizontal lines from the originating point and the ending point is highlighted and labeled dom f. The horizontal axis between the dashed vertical lines from the originating point and the ending point is highlighted and labeled i m f.
A line with the equation y equals x originates at the intersection of the two axes and goes up to the right in the first quadrant, intersects the curve for x equals f inverse (y), and exits the viewing window.
(c): A curve of equation y equals f inverse (x) originates above the x-axis and to the right of the y-axis in the first quadrant, moves up to the right with an increase in slope in a concave-up shape, and then becomes almost linear while moving to the right. The curve ends in the first quadrant. A dashed vertical line and a dashed horizontal line connect the originating point of the curve to the axes. Another dashed vertical line and a dashed horizontal line connect the ending point of the curve to the axes. The vertical axis between the dashed horizontal lines from the originating point and the ending point is highlighted and labeled i m f inverse. The horizontal axis between the dashed vertical lines from the originating point and the ending point is highlighted and labeled dom f inverse.
A line with the equation y equals x originates at the intersection of the two axes and goes up to the right in the first quadrant, intersects the curve for y equals f inverse (x), and exits the viewing window.]
            Figure 2.7 From the graph of an injective
               function to the graph of its inverse

         

         Provided that the inverse map in the form 
                  
                     
                        x
                        =
                        
                           f
                           
                              −
                              1
                           
                        
                        (
                        y
                        )
                     
                     x=f^{-1}(y)
                  
                can be determined, often one prefers to denote the independent variable (of 
                  
                     
                        f
                        
                           −
                           1
                        
                     
                     f^{-1}
                  
               ) by x, and the dependent variable by y, thus obtaining the expression 
                  
                     
                        y
                        =
                        
                           f
                           
                              −
                              1
                           
                        
                        (
                        x
                        )
                     
                     y=f^{-1}(x)
                  
               . This is merely a change of notation (see the remark at the end of Sect. 2.1).
            The procedure allows drawing the graph of the inverse function in the same frame system of f (see
            Figure 2.7, from (b) to (c)).

         
            Examples 2.6

            i) The function 
                     
                        
                           f
                           :
                           R
                           →
                           R
                           ,
                            
                           f
                           (
                           x
                           )
                           =
                           a
                           x
                           +
                           b
                        
                        f:\mathbb{R}\to\mathbb{R},\
                           f(x)=ax+b
                     
                   is one-to-one for all 
                     
                        
                           a
                           ≠
                           0
                        
                        a\not=0
                     
                   (in fact, 
                     
                        
                           f
                           (
                           
                              x
                              1
                           
                           )
                           =
                           f
                           (
                           
                              x
                              2
                           
                           )
                           ⇒
                           a
                           
                              x
                              1
                           
                           =
                           a
                           
                              x
                              2
                           
                           ⇒
                           
                              x
                              1
                           
                           =
                           
                              x
                              2
                           
                           )
                        
                        f(x_{1})=f(x_{2})\ \Rightarrow\
                           ax_{1}=ax_{2}\ \Rightarrow\ x_{1}=x_{2})
                     
                  . Its inverse is 
                     
                        
                           x
                           =
                           
                              f
                              
                                 −
                                 1
                              
                           
                           (
                           y
                           )
                           =
                           
                              
                                 y
                                 −
                                 b
                              
                              a
                           
                        
                        x=f^{-1}(y)={{y-b}\over
                           a}
                     
                  , or 
                     
                        
                           y
                           =
                           
                              f
                              
                                 −
                                 1
                              
                           
                           (
                           x
                           )
                           =
                           
                              
                                 x
                                 −
                                 b
                              
                              a
                           
                        
                        y=f^{-1}(x)={{x-b}\over
                           a}
                     
                  . 

            ii) The map 
                     
                        
                           f
                           :
                           R
                           →
                           R
                           ,
                            
                           f
                           (
                           x
                           )
                           =
                           
                              x
                              2
                           
                        
                        f:\mathbb{R}\to\mathbb{R},\
                           f(x)=x^{2}
                     
                   is not one-to-one because 
                     
                        
                           f
                           (
                           x
                           )
                           =
                           f
                           (
                           −
                           x
                           )
                        
                        f(x)=f(-x)
                     
                   for any real x. Yet if we consider only values 
                     
                        
                           ≥
                           0
                        
                        \geq 0
                     
                   for the independent variable, i.e., if we restrict f to the interval
               
                     
                        
                           [
                           0
                           ,
                           +
                           ∞
                           )
                        
                        [0,+\infty)
                     
                  , then the function becomes 1-1 (in fact, 
                     
                        
                           f
                           (
                           
                              x
                              1
                           
                           )
                           =
                           f
                           (
                           
                              x
                              2
                           
                           )
                           ⇒
                           
                              x
                              1
                              2
                           
                           −
                           
                              x
                              2
                              2
                           
                           =
                           (
                           
                              x
                              1
                           
                           −
                           
                              x
                              2
                           
                           )
                           (
                           
                              x
                              1
                           
                           +
                           
                              x
                              2
                           
                           )
                           =
                           0
                           ⇒
                           
                              x
                              1
                           
                           =
                           
                              x
                              2
                           
                        
                        f(x_{1})=f(x_{2})\ \Rightarrow\
                           x_{1}^{2}-x_{2}^{2}=(x_{1}-x_{2})(x_{1}+x_{2})=0\ \Rightarrow\
                           x_{1}=x_{2}
                     
                  ). The inverse function 
                     
                        
                           x
                           =
                           
                              f
                              
                                 −
                                 1
                              
                           
                           (
                           y
                           )
                           =
                           
                              y
                           
                        
                        x=f^{-1}(y)=\sqrt{y}
                     
                   is also defined on 
                     
                        
                           [
                           0
                           ,
                           +
                           ∞
                           )
                        
                        [0,+\infty)
                     
                  . Conventionally one says that the ‘squaring’ map 
                     
                        
                           y
                           =
                           
                              x
                              2
                           
                        
                        y=x^{2}
                     
                   (on 
                     
                        
                           [
                           0
                           ,
                           +
                           ∞
                           )
                        
                        [0,+\infty)
                     
                  ) has the ‘square root’ function 
                     
                        
                           y
                           =
                           
                              x
                           
                        
                        y=\sqrt{x}
                     
                   as inverse (see Figure 2.8 (a)). Notice that the restriction of f to the interval 
                     
                        
                           (
                           −
                           ∞
                           ,
                           0
                           ]
                        
                        (-\infty,0]
                     
                   is 1-1, too; the inverse in this case is 
                     
                        
                           y
                           =
                           −
                           
                              x
                           
                        
                        y=-\sqrt{x}
                     
                   (see Figure 2.8 (b)).
            

            [image: Graph of the function y equals x squared and its inverse. In a coordinate plane, the horizontal axis and the vertical axis intersect each other.
(a): A line for y equals x enters the viewing window in the third quadrant, goes to the right to intersect the intersection of the two axes, and enters the first quadrant. The line goes up to the top right and exits the viewing window. A curve for y equals x squared originates at the intersection of the two axes, goes up to the right in a concave-up manner to intersect the line y equals x in the first quadrant, and exits the viewing window. Another curve with equation y equals square root of x originates at the intersection of the two axes, goes up to the right in a concave down manner in the first quadrant to intersect the line y equals x at the point where the curve y equals x squared intersected the line. The curve exits the viewing window in the first quadrant.
(b): A line for y equals x enters the viewing window in the third quadrant, goes to the right to intersect the intersection of the two axes, and enters the first quadrant. The line goes up to the top right and exits the viewing window. A curve for y equals x squared originates at the intersection of the two axes, goes up to the left in a concave-up manner in the second quadrant, and exits the viewing window. Another curve with equation y equals negative square root of x, originates at the intersection of the two axes, goes down to the right in a concave-up manner in the fourth quadrant, and exits the viewing window.]
               Figure 2.8 Graph of the function 
                        
                           
                              f
                              (
                              x
                              )
                              =
                              
                                 x
                                 2
                              
                           
                           f(x)=x^{2}
                        
                      and its inverse on 
                        
                           
                              [
                              0
                              ,
                              +
                              ∞
                              )
                           
                           [0,+\infty)
                        
                      (a), and on 
                        
                           
                              (
                              −
                              ∞
                              ,
                              0
                              ]
                           
                           (-\infty,0]
                        
                      (b)

            

            iii) The map 
                     
                        
                           f
                           :
                           R
                           →
                           R
                           ,
                            
                           f
                           (
                           x
                           )
                           =
                           
                              x
                              3
                           
                        
                        f:\mathbb{R}\to\mathbb{R},\
                           f(x)=x^{3}
                     
                   is one-to-one. In fact 
                     
                        
                           f
                           (
                           
                              x
                              1
                           
                           )
                           =
                           f
                           (
                           
                              x
                              2
                           
                           )
                           ⇒
                           
                              x
                              1
                              3
                           
                           −
                           
                              x
                              2
                              3
                           
                           =
                           (
                           
                              x
                              1
                           
                           −
                           
                              x
                              2
                           
                           )
                           (
                           
                              x
                              1
                              2
                           
                           +
                           
                              x
                              1
                           
                           
                              x
                              2
                           
                           +
                           
                              x
                              2
                              2
                           
                           )
                           =
                           0
                           ⇒
                           
                              x
                              1
                           
                           =
                           
                              x
                              2
                           
                           
                        
                        f(x_{1})=f(x_{2})\ \Rightarrow\
                           x_{1}^{3}-x_{2}^{3}=(x_{1}-x_{2})(x_{1}^{2}+x_{1}x_{2}+x_{2}^{2})=0\
                           \Rightarrow\ x_{1}=x_{2}\\[1pt]
                     
                   since 
                     
                        
                           
                              x
                              1
                              2
                           
                           +
                           
                              x
                              1
                           
                           
                              x
                              2
                           
                           +
                           
                              x
                              2
                              2
                           
                           =
                           
                              1
                              2
                           
                           [
                           
                              x
                              1
                              2
                           
                           +
                           
                              x
                              2
                              2
                           
                           +
                           (
                           
                              x
                              1
                           
                           +
                           
                              x
                              2
                           
                           
                              )
                              2
                           
                           ]
                           >
                           0
                           
                        
                        x_{1}^{2}+x_{1}x_{2}+x_{2}^{2}={1\over
                           2}[x_{1}^{2}+x_{2}^{2}+(x_{1}+x_{2})^{2}]>0\\[1pt]
                     
                   for any 
                     
                        
                           
                              x
                              1
                           
                           ≠
                           
                              x
                              2
                           
                        
                        x_{1}\not=x_{2}
                     
                  . The inverse function is the ‘cubic root’ 
                     
                        
                           y
                           =
                           
                              x
                              3
                           
                        
                        y=\sqrt[3]{x}
                     
                  , defined on all of 
                     
                        R
                        \mathbb{R}
                     
                   (see Figure 2.9).

            [image: Graph of the function y equals x cubed and its inverse. In a coordinate plane, the horizontal axis and the vertical axis intersect each other. A line for y equals x enters the viewing window in the third quadrant, goes to the right to intersect the intersection of the two axes, and enters the first quadrant. The line goes up to the top right and exits the viewing window. A curve for y equals x cubed enters the viewing window in the third quadrant at the bottom middle, goes up in a concave up, shape and becomes almost horizontal near the intersection of the two axes, and then smoothly moves to the right to meet the positive horizontal axis. Further, the curve moves up to the right in a concave-up shape to enter the first quadrant and exits the viewing window in the top middle. A curve for y equals cube root of x enters the viewing window in the third quadrant at the middle left, moves to the right in a concave-up shape, becomes almost vertical near the intersection of the two axes, and smoothly moves to the top to meet the positive vertical axis. Further, the curve moves to the right in a concave-down shape to enter the first quadrant and exits the viewing window at the middle right.]
               Figure 2.9 Graph of the function 
                        
                           
                              f
                              (
                              x
                              )
                              =
                              
                                 x
                                 3
                              
                           
                           f(x)=x^{3}
                        
                      and its inverse

            

            ■

         

         As in Example ii) above, if a function f is not injective over the whole domain, it might be so on a
            subset 
                  
                     
                        A
                        ⊆
                        dom
                         
                        f
                     
                     A\subseteq\mathrm{dom}\,f
                  
               . The restrictionRestriction of f to A is the function

         
                  
                     
                        
                           f
                           
                              ∣
                              A
                           
                        
                        :
                        A
                        →
                        Y
                        
                        such that
                        
                        
                           f
                           
                              ∣
                              A
                           
                        
                        (
                        x
                        )
                        =
                        f
                        (
                        x
                        )
                        ,
                        
                        ∀
                        x
                        ∈
                        A
                         
                        ,
                     
                     f_{|_{A}}:A\to Y\qquad\text{such
                        that}\qquad f_{|_{A}}(x)=f(x)\,,\quad\forall x\in A\,,
                  
               

         and is therefore invertible.

         Let f be a bijection defined on X with values in Y. If so, the inverse map 
                  
                     
                        f
                        
                           −
                           1
                        
                     
                     f^{-1}
                  
                is defined on Y, and is injective and surjective (on X); hence 
                  
                     
                        f
                        
                           −
                           1
                        
                     
                     f^{-1}
                  
                is a bijection from Y to X.

         For example, the functions 
                  
                     
                        f
                        (
                        x
                        )
                        =
                        a
                        x
                        +
                        b
                     
                     f(x)=ax+b
                  
                (
                  
                     
                        a
                        ≠
                        0
                     
                     a\not=0
                  
               ) and 
                  
                     
                        f
                        (
                        x
                        )
                        =
                        
                           x
                           3
                        
                     
                     f(x)=x^{3}
                  
                are bijections from 
                  
                     R
                     \mathbb{R}
                  
                to itself. The function 
                  
                     
                        f
                        (
                        x
                        )
                        =
                        
                           x
                           2
                        
                     
                     f(x)=x^{2}
                  
                is a bijection on 
                  
                     
                        [
                        0
                        ,
                        +
                        ∞
                        )
                     
                     [0,+\infty)
                  
                (i.e., from 
                  
                     
                        [
                        0
                        ,
                        +
                        ∞
                        )
                     
                     [0,+\infty)
                  
                to 
                  
                     
                        [
                        0
                        ,
                        +
                        ∞
                        )
                     
                     [0,+\infty)
                  
               ).

         If f is a bijection between X and Y, the sets X and Y are in 1-1
               corrispondence under f: each element of X is assigned to one and only one element of
            Y, and vice versa. The reader should notice that two finite sets (i.e., containing a finite
            number of elements) are in 1-1 correspondence if and only if they have the same number of elements. On the
            contrary, an infinite set can correspond 1-1 to a proper subset; the function (sequence) 
                  
                     
                        f
                        :
                        N
                        →
                        N
                        ,
                         
                        f
                        (
                        n
                        )
                        =
                        2
                        n
                     
                     f:\mathbb{N}\to\mathbb{N},\
                        f(n)=2n
                  
               , for example, establishes a bijection between 
                  
                     N
                     \mathbb{N}
                  
                and the subset of even num-bers.

         To conclude the section, we would like to mention a significant interpretation of the notions of
            injectivity, surjectivity and bijectivity just introduced. Both in pure Mathematics and in the applications
            one is frequently interested in solving a problem, or an equation, of the form

         
                  
                     
                        f
                        (
                        x
                        )
                        =
                        y
                         
                        ,
                     
                     f(x)=y\,,
                  
               

         where f is a suitable function between two sets X and Y. The quantity y
            represents the datum of the problem, while x stands for the solution to the problem, or
            the unknown of the equation. For instance, given the real number y, find the real number
            x solving the algebraic equation

         
                  
                     
                        
                           x
                           3
                        
                        +
                        
                           x
                           2
                        
                        −
                        
                           x
                           3
                        
                        =
                        y
                        .
                     
                     x^{3}+x^{2}-\sqrt[3]{x}=y.
                  
               

         Well, to say that f is an onto function on Y is the same as saying that the problem or
            equation of concern admits at least one solution for each given y in Y; asking f to be
            1-1 is equivalent to saying the solution, if it exists at all, is unique. Finally, saying that f is a
            bijection from X to Y means that for any given y in Y there is one, and only
            one, solution 
                  
                     
                        x
                        ∈
                        X
                     
                     x\in X
                  
               . 

         
            Example 2.7

               

            A point-particle P moves along a half-line with origin O; we call 
                     
                        
                           x
                           ≥
                           0
                        
                        x\geq 0
                     
                   the point’s abscissa. There are two forces acting on P that are directed along
               the line but with opposite orientation. One force has constant intensity 
                     
                        
                           
                              I
                              1
                           
                           ≥
                           0
                        
                        I_{1}\geq 0
                     
                   and pushes P away from the origin. The other is due to a spring that pulls back
               P towards O with an intensity 
                     
                        
                           I
                           2
                        
                        I_{2}
                     
                   that depends on the displacement, according to the law 
                     
                        
                           
                              I
                              2
                           
                           =
                           κ
                           x
                           +
                           
                              1
                              2
                           
                           ε
                           
                              x
                              2
                           
                        
                        I_{2}=\kappa
                           x+\frac{1}{2}\varepsilon x^{2}
                     
                  , where 
                     
                        
                           κ
                           ,
                           ε
                           >
                           0
                        
                        \kappa,\varepsilon>0
                     
                   are physical constants (typically 
                     
                        ε
                        \varepsilon
                     
                   is much smaller than 
                     
                        κ
                        \kappa
                     
                  ).

            An equilibrium position for P is characterised by the vanishing of the overall force resulting
               from the two interactions, which is expressed by equalling the intensities 
                     
                        
                           
                              I
                              2
                           
                           =
                           
                              I
                              1
                           
                        
                        I_{2}=I_{1}
                     
                   since the forces are opposite. Defining the function 
                     
                        
                           f
                           (
                           x
                           )
                           =
                           κ
                           x
                           +
                           
                              1
                              2
                           
                           ε
                           
                              x
                              2
                           
                        
                        f(x)=\kappa
                           x+\frac{1}{2}\varepsilon x^{2}
                     
                   and letting 
                     
                        
                           y
                           =
                           
                              I
                              1
                           
                        
                        y=I_{1}
                     
                  , we then obtain the equation 
                     
                        
                           f
                           (
                           x
                           )
                           =
                           y
                        
                        f(x)=y
                     
                  .

            It is easy to convince ourselves that f is a bijection from 
                     
                        
                           [
                           0
                           ,
                           +
                           ∞
                           )
                        
                        [0,+\infty)
                     
                   to itself, which means that for every intensity value 
                     
                        
                           y
                           ≥
                           0
                        
                        y\geq 0
                     
                   there exists one, and only one, equilibrium position 
                     
                        
                           x
                           ≥
                           0
                        
                        x\geq 0
                     
                   for our point. In fact, if we solve the quadratic

            equation and only consider the positive root, we find

            
                     
                        
                           x
                           =
                           
                              
                                 
                                    
                                       
                                          κ
                                          2
                                       
                                       +
                                       2
                                       ε
                                       y
                                    
                                 
                                 −
                                 κ
                              
                              ε
                           
                           .
                        
                        x={\sqrt{\kappa^{2}+2\varepsilon
                           y}-\kappa\over\varepsilon}\,.
                     
                  

            ■

         

      

   


   
      
         
2.4 Monotone functionsFunctionmonotone


         Let f be a real map of one real variable, and I the domain of f or an interval
            contained in the domain. We would like to describe precisely the situation in which the dependent variable
            increases or decreases as the independent variable grows. Examples of this are the increase in the pressure
            of a gas inside a sealed container as we raise its temperature, or the decrease of the level of fuel in the
            tank as a car travels on a highway. We have the following definition.

         
            Definition 2.8

             The function f is increasing on IFunctionincreasing if, given elements 
                     
                        
                           x
                           1
                        
                        x_{1}
                     
                  , 
                     
                        
                           x
                           2
                        
                        x_{2}
                     
                   in I with 
                     
                        
                           
                              x
                              1
                           
                           <
                           
                              x
                              2
                           
                        
                        x_{1}<x_{2}
                     
                  , one has 
                     
                        
                           f
                           (
                           
                              x
                              1
                           
                           )
                           ≤
                           f
                           (
                           
                              x
                              2
                           
                           )
                        
                        f(x_{1})\leq f(x_{2})
                     
                  ; in symbols

            
               
                  	
                           
                              
                                 ∀
                                 
                                    x
                                    1
                                 
                                 ,
                                 
                                    x
                                    2
                                 
                                 ∈
                                 I
                                 ,
                                 
                                 
                                    x
                                    1
                                 
                                 <
                                 
                                    x
                                    2
                                 
                                 
                                 ⇒
                                 
                                 f
                                 (
                                 
                                    x
                                    1
                                 
                                 )
                                 ≤
                                 f
                                 (
                                 
                                    x
                                    2
                                 
                                 )
                                 .
                              
                              \forall x_{1},x_{2}\in
                                 I,\qquad x_{1}<x_{2}\quad\Rightarrow\quad f(x_{1})\leq
                                 f(x_{2}).
                           
                        
                  	(2.7)
               

            

            The function f is strictly increasing on I if

            
               
                  	
                           
                              
                                 ∀
                                 
                                    x
                                    1
                                 
                                 ,
                                 
                                    x
                                    2
                                 
                                 ∈
                                 I
                                 ,
                                 
                                 
                                    x
                                    1
                                 
                                 <
                                 
                                    x
                                    2
                                 
                                 
                                 ⇒
                                 
                                 f
                                 (
                                 
                                    x
                                    1
                                 
                                 )
                                 <
                                 f
                                 (
                                 
                                    x
                                    2
                                 
                                 )
                                 .
                              
                              \forall x_{1},x_{2}\in
                                 I,\qquad x_{1}<x_{2}\quad\Rightarrow\quad
                                 f(x_{1})<f(x_{2})\,.
                           
                        
                  	(2.8)
               

            

         

         If a map is strictly increasing then it is increasing as well, hence condition (2.8) is stronger than (2.7).

         The definitions of decreasingFunctiondecreasing and
            strictly decreasing functions on I are obtained from the previous definitions by reverting the
            inequality between 
                  
                     
                        f
                        (
                        
                           x
                           1
                        
                        )
                     
                     f(x_{1})
                  
                and 
                  
                     
                        f
                        (
                        
                           x
                           2
                        
                        )
                     
                     f(x_{2})
                  
               .

         [image: Graphs of strictly increasing and decreasing functions. In a coordinate plane, the horizontal axis and the vertical axis intersect each other. 
(a): A curve for y equals f of (x) originates in the first quadrant near the intersection of the two axes, goes down to the right and reaches its minimum, and then goes up to the right in a concave-up manner. Further, the curve becomes almost linear and then follows a concave-down shape to reach its maximum. The curve moves to the right to exit the viewing window. Two points are marked on the curve where it becomes almost linear. Horizontal dashed lines and vertical lines are drawn from the two points. The two dashed horizontal lines intersect the vertical axis from bottom to top at f of (x sub 1) and f of (x sub 2), respectively.
The two dashed vertical lines intersect the horizontal axis from left to right at x sub 1 and x sub 2, respectively. A vertical dotted line is drawn from a point on the curve just before the minimum, and another vertical dotted line is drawn from the point of maximum on the curve to the horizontal axis. The region of the horizontal axis between these two dotted lines is highlighted and labeled “I.”
(b): A curve for y equals f of (x) originates in the first quadrant near the top of the vertical axis, goes up to the right in a concave-down shape, reaches its maximum, and then goes down to the right in a concave-down manner. Further, the curve becomes almost linear, shows a smooth transition to a concave-up shape, and becomes horizontal while moving to the right. Again, the curve moves a bit up to the right and ends. Two points are marked on the curve where it becomes horizontal. As the two points are collinear, a dashed horizontal line is drawn to the vertical axis at f of (x sub 1) equals f of (x sub 2) from the two points, and vertical dashed lines are drawn from the points to the horizontal axis at x sub 1 and x sub 2. A vertical dotted line is drawn from a point on the curve where it moves up from the horizontal shape, and another vertical dotted line is drawn from the point of maximum on the curve to the horizontal axis. The region of the horizontal axis between these two dotted lines is highlighted and labeled “I.]
            Figure 2.10 Strictly increasing function (a)
               and decreasing function (b) on an interval I

         

         The function f is (strictly) monotone on I if it is either (strictly) increasing
            or (strictly) decreasing on I. An interval I where f is monotone is called
            monotonicity intervalIntervalmonotonicity of
            f.

         The definitions of monotone function clearly apply to sequences as well, since the latter are particular
            functions defined on natural numbers. However, for sequences the conditions to be monotone may take a
            simpler form, in the sense that is suffices to compare all pairs of consecutive indices n,
            
                  
                     
                        n
                        +
                        1
                     
                     n+1
                  
                belonging to the sequence’s domain. Hence, for example, a sequence 
                  
                     
                        {
                        
                           a
                           n
                        
                        
                           }
                           
                              n
                              ≥
                              
                                 n
                                 0
                              
                           
                        
                     
                     \{a_{n}\}_{n\geq n_{0}}
                  
                is increasingSequencemonotone if

          
                  
                     
                        ∀
                        n
                        ≥
                        
                           n
                           0
                        
                        ,
                        
                        
                           a
                           n
                        
                        ≤
                        
                           a
                           
                              n
                              +
                              1
                           
                        
                        .
                     
                     \displaystyle\forall n\geq
                        n_{0},\qquad a_{n}\leq a_{n+1}.
                  
                

         In fact, by iterating the above inequality we obtain, for any 
                  
                     
                        n
                        ,
                        m
                     
                     n,m
                  
                with 
                  
                     
                        
                           n
                           0
                        
                        ≤
                        n
                        <
                        m
                     
                     n_{0}\leq n<m
                  
               ,

         
                  
                     
                        
                           a
                           n
                        
                        ≤
                        
                           a
                           
                              n
                              +
                              1
                           
                        
                        ≤
                        
                           a
                           
                              n
                              +
                              2
                           
                        
                        ≤
                        ⋯
                        ≤
                        
                           a
                           
                              m
                              −
                              1
                           
                        
                        ≤
                        
                           a
                           m
                        
                        .
                     
                     a_{n}\leq a_{n+1}\leq
                        a_{n+2}\leq\cdots\leq a_{m-1}\leq a_{m}.
                  
               

         
            Examples 2.9

               

            i) The map 
                     
                        
                           f
                           :
                           R
                           →
                           R
                           ,
                            
                           f
                           (
                           x
                           )
                           =
                           a
                           x
                           +
                           b
                        
                        f:\mathbb{R}\to\mathbb{R},\
                           f(x)=ax+b
                     
                  , is strictly increasing on 
                     
                        R
                        \mathbb{R}
                     
                   for 
                     
                        
                           a
                           >
                           0
                        
                        a>0
                     
                  , constant on 
                     
                        R
                        \mathbb{R}
                     
                   for 
                     
                        
                           a
                           =
                           0
                        
                        a=0
                     
                   (hence increasing, as well as decreasing), and strictly decreasing on 
                     
                        R
                        \mathbb{R}
                     
                   when 
                     
                        
                           a
                           <
                           0
                        
                        a<0
                     
                  .

            ii) The map 
                     
                        
                           f
                           :
                           R
                           →
                           R
                           ,
                            
                           f
                           (
                           x
                           )
                           =
                           
                              x
                              2
                           
                        
                        f:\mathbb{R}\to\mathbb{R},\
                           f(x)=x^{2}
                     
                   is strictly increasing on 
                     
                        
                           I
                           =
                           [
                           0
                           ,
                           +
                           ∞
                           )
                        
                        I=[0,+\infty)
                     
                  . Taking in fact two arbitrary numbers 
                     
                        
                           
                              x
                              1
                           
                           ,
                           
                              x
                              2
                           
                           ≥
                           0
                        
                        x_{1},x_{2}\geq 0
                     
                   with 
                     
                        
                           
                              x
                              1
                           
                           <
                           
                              x
                              2
                           
                        
                        x_{1}<x_{2}
                     
                  , we have 
                     
                        
                           
                              x
                              1
                              2
                           
                           ≤
                           
                              x
                              1
                           
                           
                              x
                              2
                           
                           <
                           
                              x
                              2
                              2
                           
                        
                        x_{1}^{2}\leq
                           x_{1}x_{2}<x_{2}^{2}
                     
                  . Similarly, f is strictly decreasing on 
                     
                        
                           (
                           −
                           ∞
                           ,
                           0
                           ]
                        
                        (-\infty,0]
                     
                  . It is not difficult to check that all functions of the type 
                     
                        
                           y
                           =
                           
                              x
                              n
                           
                        
                        y=x^{n}
                     
                  , with 
                     
                        
                           n
                           ≥
                           4
                        
                        n\geq 4
                     
                   even, have the same monotonic behaviour as f (see Figure 2.11 (a)).

            [image: Graphs of some functions y equals x to the nth power for n even and n odd. (a) The horizontal axis ranges from negative 1 to 1. The vertical axis is marked with 1. The two axes intersect in the middle. A curve, labeled x to the fourth power, begins at the top left in the second quadrant, falls linearly in a concave-up manner to reach the negative horizontal axis, near the vertical axis, and moves right along the horizontal axis to cross the origin. It then rises linearly to terminate at the top right in the first quadrant. A second curve, labeled x to the tenth power, is depicted as a U-shaped curve. It begins at the top left in the first quadrant, just to the right of the first curve, and falls almost vertically to reach the negative horizontal axis, just to the left of the first curve, and moves right along the horizontal axis to cross the origin. It then rises almost vertically to terminate just to the left of the first curve. A third curve, labeled x squared, is depicted as an upward-opening parabola. It begins at the top left in the first quadrant, just to the left of the first curve, and falls to reach the vertex at (0, 0). It then rises to terminate just to the right of the first curve. All three curves intersect at two points (negative 1, 1), and (1, 1). A horizontal dashed line joins both intersection points. Two vertical dashed lines are drawn from (negative 1, 0) and (1, 0), extending to both intersection points.
(b) The horizontal axis ranges from negative 1 to 1. The vertical axis ranges from negative 1 to 1. The two axes intersect in the middle. A curve, labeled x to the fifth power, begins at the bottom-center in the third quadrant, rises linearly in a concave-down manner to reach the negative horizontal axis, near the vertical axis, and moves right along the horizontal axis to cross the origin. It then rises linearly in a concave-up manner to terminate at the top center in the first quadrant. A second curve, labeled x to the eleventh power, begins at the bottom left in the third quadrant, just to the right of the first curve, and rises almost vertically to reach the negative horizontal axis, just to the left of the first curve, and moves right along the horizontal axis to cross the origin. It then rises almost vertically to terminate just to the left of the first curve. A third curve, labeled x cubed, begins just to the left of the first curve and rises in a concave-down manner, to reach the negative horizontal axis, and moves right along the horizontal axis to cross the origin. It then rises linearly in a concave-up manner to terminate at the top right, just to the right of the first curve. All three curves intersect at two points (negative 1, negative 1), and (1, 1). Two horizontal dashed lines are drawn from both intersection points to the vertical axis. Two vertical dashed lines are drawn from both intersection points to the horizontal axis.]
               Figure 2.11 Graphs of some functions
                  
                        
                           
                              y
                              =
                              
                                 x
                                 n
                              
                           
                           y=x^{n}
                        
                      with n even (a) and n odd (b)

            

            iii) The function 
                     
                        
                           f
                           :
                           R
                           →
                           R
                           ,
                            
                           f
                           (
                           x
                           )
                           =
                           
                              x
                              3
                           
                        
                        f:\mathbb{R}\to\mathbb{R},\
                           f(x)=x^{3}
                     
                   strictly increases on 
                     
                        R
                        \mathbb{R}
                     
                  . All functions like 
                     
                        
                           y
                           =
                           
                              x
                              n
                           
                        
                        y=x^{n}
                     
                   with n odd have an analogous behaviour (see Figure 2.11 (b)).

            iv) Referring to Examples 2.1, the maps 
                     
                        
                           y
                           =
                           [
                           x
                           ]
                        
                        y=[x]
                     
                   (floor function, or integer part of x) and 
                     
                        
                           y
                           =
                           sign
                           (
                           x
                           )
                        
                        y=\text{sign}(x)
                     
                   (sign of x) are increasing (though not strictly) on 
                     
                        R
                        \mathbb{R}
                     
                  . 

            The mantissa 
                     
                        
                           y
                           =
                           M
                           (
                           x
                           )
                        
                        y=M(x)
                     
                   of x, instead, is not monotone on 
                     
                        R
                        \mathbb{R}
                     
                  ; but it is nevertheless strictly increasing on each interval 
                     
                        
                           [
                           n
                           ,
                           n
                           +
                           1
                           )
                        
                        [n,n+1)
                     
                  , 
                     
                        
                           n
                           ∈
                           Z
                        
                        n\in\mathbb{Z}
                     
                  .

            v) The sequence 
                     
                        
                           
                              a
                              n
                           
                           =
                           
                              
                                 n
                                 
                                    n
                                    +
                                    1
                                 
                              
                           
                        
                        a_{n}=\displaystyle{n\over{n+1}}
                     
                  , introduced in Example 2.1 ix), is strictly increasing.
               In fact the condition 
                     
                        
                           
                              a
                              n
                           
                           <
                           
                              a
                              
                                 n
                                 +
                                 1
                              
                           
                        
                        a_{n}<a_{n+1}
                     
                  , i.e., 
                     
                        
                           
                              n
                              
                                 n
                                 +
                                 1
                              
                           
                           <
                           
                              
                                 
                                    n
                                    +
                                    1
                                 
                                 
                                    n
                                    +
                                    2
                                 
                              
                           
                        
                        
                           \displaystyle{n\over{n+1}}<\displaystyle{{n+1}\over{n+2}}
                     
                  , is equivalent to 
                     
                        
                           n
                           (
                           n
                           +
                           2
                           )
                           <
                           (
                           n
                           +
                           1
                           
                              )
                              2
                           
                        
                        n(n+2)<(n+1)^{2}
                     
                  , that is to say 
                     
                        
                           
                              n
                              2
                           
                           +
                           2
                           n
                           <
                           
                              n
                              2
                           
                           +
                           2
                           n
                           +
                           1
                        
                        n^{2}+2n<n^{2}+2n+1
                     
                  , which holds for any n.

            ■

         

         Now let us state a simple yet crucial result.

         
            Proposition 2.10

             If f is strictly monotone on its domain, then f is one-to-one.

            
               Proof

               To fix ideas, let us suppose f is strictly increasing. Given 
                        
                           
                              
                                 x
                                 1
                              
                              ,
                              
                                 x
                                 2
                              
                              ∈
                              dom
                               
                              f
                           
                           x_{1},x_{2}\in\mathrm{dom}\,f
                        
                      with 
                        
                           
                              
                                 x
                                 1
                              
                              ≠
                              
                                 x
                                 2
                              
                           
                           x_{1}\not=x_{2}
                        
                     , then either 
                        
                           
                              
                                 x
                                 1
                              
                              <
                              
                                 x
                                 2
                              
                           
                           x_{1}<x_{2}
                        
                      or 
                        
                           
                              
                                 x
                                 2
                              
                              <
                              
                                 x
                                 1
                              
                           
                           x_{2}<x_{1}
                        
                     . In the former case, using (2.8) we obtain 
                        
                           
                              f
                              (
                              
                                 x
                                 1
                              
                              )
                              <
                              f
                              (
                              
                                 x
                                 2
                              
                              )
                           
                           f(x_{1})<f(x_{2})
                        
                     , hence 
                        
                           
                              f
                              (
                              
                                 x
                                 1
                              
                              )
                              ≠
                              f
                              (
                              
                                 x
                                 2
                              
                              )
                           
                           f(x_{1})\not=f(x_{2})
                        
                     . In the latter case the same conclusion holds by swapping the roles of 
                        
                           
                              x
                              1
                           
                           x_{1}
                        
                      and 
                        
                           
                              x
                              2
                           
                           x_{2}
                        
                     .

               ■

            

         

         Under the assumption of the above proposition, the inverse function 
                  
                     
                        f
                        
                           −
                           1
                        
                     
                     f^{-1}
                  
                is defined. One can comfortably check that 
                  
                     
                        f
                        
                           −
                           1
                        
                     
                     f^{-1}
                  
                is also strictly monotone and has the same behaviour as f (both are strictly
            increasing or strictly decreasing). For instance, the strictly increasing function 
                  
                     
                        f
                        
                            
                           ⁣
                        
                        :
                        
                            
                           ⁣
                        
                        [
                        0
                        ,
                        +
                        ∞
                        )
                        
                            
                           ⁣
                        
                        →
                        
                            
                           ⁣
                        
                        [
                        0
                        ,
                        +
                        ∞
                        )
                     
                     f\!:\![0,+\infty)\!\to\![0,+\infty)
                  
               , 
                  
                     
                        f
                        (
                        x
                        )
                        
                            
                           ⁣
                        
                        =
                        
                            
                           ⁣
                        
                        
                           x
                           2
                        
                     
                     f(x)\!=\!x^{2}
                  
                has, as inverse, the strictly increasing function 
                  
                     
                        
                           f
                           
                              −
                              1
                           
                        
                        
                            
                           ⁣
                        
                        :
                        
                            
                           ⁣
                        
                        [
                        0
                        ,
                        +
                        ∞
                        )
                        
                            
                           ⁣
                        
                        →
                        
                            
                           ⁣
                        
                        [
                        0
                        ,
                        +
                        ∞
                        )
                     
                     f^{-1}\!:\![0,+\infty)\!\to\![0,+\infty)
                  
               , 
                  
                     
                        
                           f
                           
                              −
                              1
                           
                        
                        (
                        x
                        )
                     
                     f^{-1}(x)
                  
               =
                  
                     
                        x
                     
                     \sqrt{x}
                  
               .

         The logical implication

         
                  
                     
                        f
                         is strictly monotone on its domain
                        
                        ⇒
                        
                        f
                        
                            is 
                           one-to-one
                        
                     
                     f\text{ is strictly monotone on its
                        domain}\qquad\Rightarrow\qquad f\text{ is one-to-one}
                  
               

         cannot be reversed. In other words, a map f may be one-to-one without increasing strictly on its
            domain. For instance 
                  
                     
                        f
                        :
                        R
                        →
                        R
                     
                     f:\mathbb{R}\to\mathbb{R}
                  
                defined by

         
                  
                     
                        f
                        (
                        x
                        )
                        =
                        
                           {
                           
                              
                                 
                                    
                                       
                                          
                                             1
                                             x
                                          
                                       
                                    
                                 
                                 
                                    
                                       
                                          if 
                                          
                                             x
                                             ≠
                                             0
                                          
                                          ,
                                       
                                    
                                 
                              
                              
                                 
                                    
                                       0
                                    
                                 
                                 
                                    
                                       
                                          if 
                                          
                                             x
                                             =
                                             0
                                          
                                          ,
                                       
                                    
                                 
                              
                           
                        
                     
                     f(x)=\begin{cases}\displaystyle{1\over
                        x}&\text{if $x\not=0$,}\\[5.690551pt] 0&\text{if
                        $x=0$,}\end{cases}
                  
               

         is one-to-one, actually bijective on 
                  
                     R
                     \mathbb{R}
                  
               , but it is not strictly increasing, nor strictly decreasing on 
                  
                     R
                     \mathbb{R}
                  
               . We shall return to this issue in Sect. 7.3.

         A useful remark is the following. The sum of functions that are monotone in the same way (i.e., all
            increasing or all decreasing) is still a monotone function of the same kind; the sum turns out to be
            strictly monotone if at least one of the summands is. The map 
                  
                     
                        f
                        (
                        x
                        )
                        =
                        
                           x
                           5
                        
                        +
                        x
                     
                     f(x)=x^{5}+x
                  
               , for instance, is strictly increasing on 
                  
                     R
                     \mathbb{R}
                  
               , being the sum of two functions with the same property. According to Proposition 2.10, f is then invertible. Note
            however that the relation 
                  
                     
                        f
                        (
                        x
                        )
                        =
                        y
                     
                     f(x)=y
                  
                cannot be made explicit in the form 
                  
                     
                        x
                        =
                        
                           f
                           
                              −
                              1
                           
                        
                        (
                        y
                        )
                     
                     x=f^{-1}(y)
                  
               .

      

   


   
      
         
2.5 Composition of functions


         Let 
                  
                     
                        X
                        ,
                        Y
                        ,
                        Z
                     
                     X,Y,Z
                  
                be sets. Suppose f is a function from X to Y, and g a function
            from Y to Z. We can manufacture a new function h from X to Z by setting
         

         
            
               	
                        
                           
                              h
                              (
                              x
                              )
                              =
                              g
                              (
                              f
                              (
                              x
                              )
                              )
                              .
                           
                           \displaystyle
                              h(x)=g(f(x)).
                        
                     
               	(2.9)
            

         

         The function h is called composite map, precisely compositeFunctioncomposite of f and
               g, and is indicated by the symbol 
                  
                     
                        h
                        =
                        g
                        ∘
                        f
                     
                     h=g\circ f
                  
                (read ‘g composed (with) f’).

         
            Example 2.11

            Consider the two real maps 
                     
                        
                           y
                           =
                           f
                           (
                           x
                           )
                           =
                           x
                           −
                           3
                        
                        y=f(x)=x-3
                     
                   and 
                     
                        
                           z
                           =
                           g
                           (
                           y
                           )
                           =
                           
                              y
                              2
                           
                           +
                           1
                        
                        z=g(y)=y^{2}+1
                     
                   of one real variable. The composite of f and g is 
                     
                        
                           z
                           =
                           h
                           (
                           x
                           )
                           =
                           g
                           ∘
                           f
                           (
                           x
                           )
                           =
                           (
                           x
                           −
                           3
                           
                              )
                              2
                           
                           +
                           1
                        
                        z=h(x)=g\circ
                           f(x)=(x-3)^{2}+1
                     
                  .

            ■

         

         Bearing in mind definition (2.9), the
            domain of the composite map 
                  
                     
                        g
                        ∘
                        f
                     
                     g\circ f
                  
                is determined as follows: in order for x to belong to the domain of 
                  
                     
                        g
                        ∘
                        f
                     
                     g\circ f
                  
               , f(x) must be defined, so x must belong to the
            domain of f; moreover, f(x) has to be a element of the domain of
            g. Thus

          
                  
                     
                        x
                        ∈
                        dom
                         
                        g
                        ∘
                        f
                        
                        ⟺
                        
                        x
                        ∈
                        dom
                         
                        f
                        
                        and
                        
                        f
                        (
                        x
                        )
                        ∈
                        dom
                         
                        g
                        .
                     
                     \displaystyle x\in\mathrm{dom}\,g\circ
                        f\qquad\iff\qquad x\in\mathrm{dom}\,f\quad\text{and}\quad
                        f(x)\in\mathrm{dom}\,g.
                  
                

         The domain of 
                  
                     
                        g
                        ∘
                        f
                     
                     g\circ f
                  
                is then a subset of the domain of f (see Figure 2.12).

         [image: A figure shows the representation of a composite function via Venn diagrams. The figure shows a diagram representing the composition of two functions, f, and g. There are three main closed bounded areas labeled X, Y, and Z, each shaded in light blue, representing different sets.
In the set X, there are three points marked: x, x prime, and dom g of f. There is an arrow labeled f pointing from x in the set X to a point y equals f (x) in the set Y. Another arrow labeled f points from x prime in the set X to y prime equals f of (x prime) in the set Y.
In set Y, there are three points marked: y, y prime, y double prime, and dom g. There is an arrow labeled g pointing from y in the set Y to a point z equals g of f (x) in the set Z.
In set Z, there are two points marked: z and i m g of f. There is also a point z double prime equals g of (y double prime) with an arrow pointing to it from y double prime in the set Y.
The diagram also shows the image of f (i m f) as a subset within the set Y and the image of g (i m g) as a subset within the set Z. There are dashed arrows indicating the function g of f from x in the set X directly to z in the set Z, bypassing the set Y.]
            Figure 2.12 Representation of a composite
               function via Venn diagrams

         

         
            Examples 2.12

            i) The domain of 
                     
                        
                           f
                           (
                           x
                           )
                           =
                           
                              
                                 
                                    x
                                    +
                                    2
                                 
                                 
                                    ∣
                                    x
                                    −
                                    1
                                    ∣
                                 
                              
                           
                        
                        f(x)=\displaystyle{{x+2}\over{|x-1|}}
                     
                   is 
                     
                        
                           R
                           ∖
                           {
                           1
                           }
                        
                        \mathbb{R}\setminus\{1\}
                     
                  , while 
                     
                        
                           g
                           (
                           y
                           )
                           =
                           
                              y
                           
                        
                        g(y)=\sqrt{y}
                     
                   is defined on the interval 
                     
                        
                           [
                           0
                           ,
                           +
                           ∞
                           )
                        
                        [0,+\infty)
                     
                  . The domain of 
                     
                        
                           g
                           ∘
                           f
                           (
                           x
                           )
                           =
                           
                              
                                 
                                    
                                       x
                                       +
                                       2
                                    
                                    
                                       ∣
                                       x
                                       −
                                       1
                                       ∣
                                    
                                 
                              
                           
                        
                        g\circ
                           f(x)=\sqrt{\displaystyle{{x+2}\over{|x-1|}}}
                     
                   consists of the 
                     
                        
                           x
                           ≠
                           1
                        
                        x\not=1
                     
                   such that 
                     
                        
                           
                              
                                 x
                                 +
                                 2
                              
                              
                                 ∣
                                 x
                                 −
                                 1
                                 ∣
                              
                           
                           ≥
                           0
                        
                        \displaystyle{{x+2}\over{|x-1|}}\geq 0
                     
                  ; hence, 
                     
                        
                           dom
                            
                           g
                           ∘
                           f
                           =
                           [
                           −
                           2
                           ,
                           +
                           ∞
                           )
                           ∖
                           {
                           1
                           }
                        
                        \mathrm{dom}\,g\circ
                           f=[-2,+\infty)\setminus\{1\}
                     
                  . 

            ii) Sometimes the composite 
                     
                        
                           g
                           ∘
                           f
                        
                        g\circ f
                     
                   has an empty domain. This happens for instance for 
                     
                        
                           f
                           (
                           x
                           )
                           =
                           
                              
                                 1
                                 
                                    1
                                    +
                                    
                                       x
                                       2
                                    
                                 
                              
                           
                        
                        f(x)=\displaystyle{1\over{1+x^{2}}}
                     
                   (notice 
                     
                        
                           f
                           (
                           x
                           )
                           ≤
                           1
                        
                        f(x)\leq 1
                     
                  ) and 
                     
                        
                           g
                           (
                           y
                           )
                           =
                           
                              
                                 y
                                 −
                                 5
                              
                           
                        
                        g(y)=\sqrt{y-5}
                     
                   (whose domain is 
                     
                        
                           [
                           5
                           ,
                           +
                           ∞
                           )
                        
                        [5,+\infty)
                     
                  ).

            ■

         

         The operation of composition is not commutative: if 
                  
                     
                        g
                        ∘
                        f
                     
                     g\circ f
                  
                and 
                  
                     
                        f
                        ∘
                        g
                     
                     f\circ g
                  
                are both defined (for instance, when 
                  
                     
                        X
                        =
                        Y
                        =
                        Z
                     
                     X=Y=Z
                  
               ), the two composites do not coincide in general. Take for example 
                  
                     
                        f
                        (
                        x
                        )
                        =
                        
                           
                              1
                              x
                           
                        
                     
                     f(x)=\displaystyle{1\over
                        x}
                  
                and 
                  
                     
                        g
                        (
                        x
                        )
                        =
                        
                           
                              1
                              
                                 1
                                 +
                                 x
                              
                           
                        
                     
                     g(x)=\displaystyle{1\over{1+x}}
                  
               , for which 
                  
                     
                        g
                        ∘
                        f
                        (
                        x
                        )
                        =
                        
                           
                              x
                              
                                 1
                                 +
                                 x
                              
                           
                        
                     
                     g\circ
                        f(x)=\displaystyle{x\over{1+x}}
                  
               , but 
                  
                     
                        f
                        ∘
                        g
                        (
                        x
                        )
                        =
                        1
                        +
                        x
                     
                     f\circ g(x)=1+x
                  
               .

         If f and g are both one-to-one (or both onto, or both bijective), it is not difficult to
            verify that 
                  
                     
                        g
                        ∘
                        f
                     
                     g\circ f
                  
                has the same property. In the first case in particular, the formula

         
                  
                     
                        (
                        g
                        ∘
                        f
                        
                           )
                           
                              −
                              1
                           
                        
                        =
                        
                           f
                           
                              −
                              1
                           
                        
                        ∘
                        
                           g
                           
                              −
                              1
                           
                        
                     
                     (g\circ f)^{-1}=f^{-1}\circ
                        g^{-1}\,
                  
               

         holds.

         Moreover, if f and g are real monotone functions of real variable, 
                  
                     
                        g
                        ∘
                        f
                     
                     g\circ f
                  
                too will be monotone, or better: 
                  
                     
                        g
                        ∘
                        f
                     
                     g\circ f
                  
                is increasing if both f and g are either increasing or decreasing, and
            decreasing otherwise. Let us prove only one of these properties. Suppose for example that f increases
            and g decreases; if
                  
                     
                        
                           x
                           1
                        
                        <
                        
                           x
                           2
                        
                     
                     x_{1}<x_{2}
                  
                are elements in 
                  
                     
                        dom
                         
                        g
                        ∘
                        f
                     
                     \mathrm{dom}\,g\circ f
                  
               , the monotone behaviour of f implies 
                  
                     
                        f
                        (
                        
                           x
                           1
                        
                        )
                        ≤
                        f
                        (
                        
                           x
                           2
                        
                        )
                     
                     f(x_{1})\leq f(x_{2})
                  
               ; now the monotonicity of g yields 
                  
                     
                        g
                        (
                        f
                        (
                        
                           x
                           1
                        
                        )
                        )
                        ≥
                        g
                        (
                        f
                        (
                        
                           x
                           2
                        
                        )
                        )
                     
                     g(f(x_{1}))\geq
                        g(f(x_{2}))
                  
               , so 
                  
                     
                        g
                        ∘
                        f
                     
                     g\circ f
                  
                is decreasing.

         We observe finally that if f is a one-to-one function (and as such it admits inverse 
                  
                     
                        f
                        
                           −
                           1
                        
                     
                     f^{-1}
                  
               ), then

         
                  
                     
                        
                           f
                           
                              −
                              1
                           
                        
                        ∘
                        f
                        (
                        x
                        )
                        =
                        
                           f
                           
                              −
                              1
                           
                        
                        (
                        f
                        (
                        x
                        )
                        )
                        =
                        x
                        ,
                     
                     \displaystyle f^{-1}\circ
                        f(x)=f^{-1}(f(x))=x,
                  
               
                  
                     
                        ∀
                        x
                        ∈
                        dom
                         
                        f
                        ,
                     
                     \displaystyle\forall
                        x\in\mathrm{dom}\,f,
                  
               

         
                  
                     
                        f
                        ∘
                        
                           f
                           
                              −
                              1
                           
                        
                        (
                        y
                        )
                        =
                        f
                        (
                        
                           f
                           
                              −
                              1
                           
                        
                        (
                        y
                        )
                        )
                        =
                        y
                        ,
                     
                     \displaystyle f\circ
                        f^{-1}(y)=f(f^{-1}(y))=y,
                  
               
                  
                     
                        ∀
                        y
                        ∈
                        
                           im
                            
                        
                        f
                        .
                     
                     \displaystyle\forall
                        y\in\textrm{im}\,f.
                  
               

         Calling identity mapMapidentity on a set X
            the function 
                  
                     
                        
                           id
                           X
                        
                        
                            
                           ⁣
                        
                        :
                        
                            
                           ⁣
                        
                        X
                        
                            
                           ⁣
                        
                        →
                        
                            
                           ⁣
                        
                        X
                     
                     {\rm
                        id}_{X}\!:\!X\!\to\!X
                  
                such that 
                  
                     
                        
                           id
                           X
                        
                        (
                        x
                        )
                        
                            
                           ⁣
                        
                        =
                        
                            
                           ⁣
                        
                        x
                     
                     {\rm id}_{X}(x)\!=\!x
                  
                for all 
                  
                     
                        x
                        ∈
                        X
                     
                     x\in X
                  
               , we have 
                  
                     
                        
                           f
                           
                              −
                              1
                           
                        
                        ∘
                        f
                        =
                        
                           id
                           
                              dom
                               
                              f
                           
                        
                         
                     
                     f^{-1}\circ f={\rm
                        id}_{\mathrm{dom}\,f}\ 
                  
                and 
                  
                     
                        f
                        ∘
                        
                           f
                           
                              −
                              1
                           
                        
                        =
                        
                           id
                           
                              
                                  
                                 im
                                  
                              
                              f
                           
                        
                     
                     f\circ f^{-1}={\rm
                        id}_{\,\textrm{im}\,f}
                  
               .

         
            
2.5.1 Translations,
               rescalings, reflections

            Let f be a real map of one real variable (for instance, the function of Figure 2.13). Fix a real number 
                     
                        
                           c
                           ≠
                           0
                        
                        c\not=0
                     
                  , and denote by 
                     
                        
                           
                              t
                              c
                           
                           :
                           R
                           →
                           R
                        
                        t_{c}:\mathbb{R}\to\mathbb{R}
                     
                   the function 
                     
                        
                           
                              t
                              c
                           
                           (
                           x
                           )
                           =
                           x
                           +
                           c
                        
                        t_{c}(x)=x+c
                     
                  . Composing f with 
                     
                        
                           t
                           c
                        
                        t_{c}
                     
                   results in a translationTranslation of the graph of f.
               Precisely, the graph of the function 
                     
                        
                           f
                           ∘
                           
                              t
                              c
                           
                           (
                           x
                           )
                           =
                           f
                           (
                           x
                           +
                           c
                           )
                        
                        f\circ t_{c}(x)=f(x+c)
                     
                   is shifted horizontally with respect to the graph of f: towards the left if
               
                     
                        
                           c
                           >
                           0
                        
                        c>0
                     
                  , to the right if 
                     
                        
                           c
                           <
                           0
                        
                        c<0
                     
                  .

            [image: A graph of a function y equals f of (x). In a coordinate plane, the horizontal axis and the vertical axis intersect each other. The curve enters the viewing window in the third quadrant at the bottom middle, goes up to the right in a concave-down shape, and passes through the origin to enter the fourth quadrant in a concave-up shape. In the fourth quadrant, the curve moves up to the right to intersect the positive horizontal axis and enters the first quadrant in a concave-up manner. Further, the curve moves up to the right in the first quadrant and ends.]
               Figure 2.13 Graph of a function 
                        
                           
                              y
                              =
                              f
                              (
                              x
                              )
                           
                           y=f(x)
                        
                     

            

            Similarly, the graph of 
                     
                        
                           
                              t
                              c
                           
                           ∘
                           f
                           (
                           x
                           )
                           =
                           f
                           (
                           x
                           )
                           +
                           c
                        
                        t_{c}\circ f(x)=f(x)+c
                     
                   is translated vertically with respect to the graph of f, upwards for 
                     
                        
                           c
                           >
                           0
                        
                        c>0
                     
                  , downwards if 
                     
                        
                           c
                           <
                           0
                        
                        c<0
                     
                  . Figure 2.14 provides
               examples of these situations. Fix a real number 
                     
                        
                           c
                           >
                           0
                        
                        c>0
                     
                   and denote by 
                     
                        
                           
                              s
                              c
                           
                           :
                           R
                           →
                           R
                        
                        s_{c}:\mathbb{R}\to\mathbb{R}
                     
                   the map 
                     
                        
                           
                              s
                              c
                           
                           (
                           x
                           )
                           =
                           c
                           x
                        
                        s_{c}(x)=cx
                     
                  . The composition of f with 
                     
                        
                           s
                           c
                        
                        s_{c}
                     
                   has the effect of rescaling the graph of f. Precisely, if 
                     
                        
                           c
                           >
                           1
                        
                        c>1
                     
                   the graph of the function 
                     
                        
                           f
                           ∘
                           
                              s
                              c
                           
                           (
                           x
                           )
                           =
                           f
                           (
                           c
                           x
                           )
                        
                        f\circ s_{c}(x)=f(cx)
                     
                   is ‘compressed’ horizontally, towards the y-axis, compared to the graph of
               f; if 
                     
                        
                           0
                           <
                           c
                           <
                           1
                        
                        0<c<1
                     
                   instead, the graph ‘stretches’ away from the y-axis. The analogue effect, but in
               the vertical direction, is witnessed by the function 
                     
                        
                           
                              s
                              c
                           
                           ∘
                           f
                           (
                           x
                           )
                           =
                           c
                           f
                           (
                           x
                           )
                        
                        s_{c}\circ f(x)=cf(x)
                     
                  : here 
                     
                        
                           c
                           >
                           1
                        
                        c>1
                     
                   ‘dilates’ the graph away from the x-axis, while 
                     
                        
                           0
                           <
                           c
                           <
                           1
                        
                        0<c<1
                     
                   ‘squeezes’ it towards the axis, see Figure 2.15.

            [image: Four graphs show the four translations of the graph for the function y equals f of (x). In a coordinate plane, a horizontal axis and a vertical axis intersect each other. 
A dashed curve for y equals f of (x) enters the viewing window in the third quadrant at the bottom middle, goes up to the right in a concave-down shape, and passes through the origin to enter the fourth quadrant in a concave-up shape. In the fourth quadrant, the curve moves up to the right to intersect the positive horizontal axis and enters the first quadrant in a concave-up manner. Further, the curve moves up to the right in the first quadrant and ends. 
(a): A curve with equation y equals f of (x plus c), c greater than 0, is shown. The curve follows the same path as the initial curve, where y equals f of (x), with a shift of c units to the left. The curve touches the negative horizontal axis and intersects the negative vertical axis at one point.
(b): A curve with equation y equals f of (x plus c), c less than 0, is shown. The curve follows the same path as the initial curve, where y equals f of (x), with a shift of c units to the right. The curve touches the positive horizontal axis and intersects the negative vertical axis at one point.
(c): A curve with equation y equals f of (x) plus c, c less than 0, is shown. The curve follows the same path as the initial curve, where y equals f of (x), with a lower shift of c units.
(d): A curve with equation y equals f of (x) plus c, c greater than 0, is shown. The curve follows the same path as the initial curve, where y equals f of (x), with an upper shift of c units.]
               Figure 2.14 Graphs of the functions 
                        
                           
                              y
                              =
                              f
                              (
                              x
                              +
                              c
                              )
                           
                           y=f(x+c)
                        
                      with 
                        
                           
                              c
                              >
                              0
                           
                           c>0
                        
                      (a), 
                        
                           
                              y
                              =
                              f
                              (
                              x
                              +
                              c
                              )
                           
                           y=f(x+c)
                        
                      with 
                        
                           
                              c
                              <
                              0
                           
                           c<0
                        
                      (b), 
                        
                           
                              y
                              =
                              f
                              (
                              x
                              )
                              +
                              c
                           
                           y=f(x)+c
                        
                      with 
                        
                           
                              c
                              <
                              0
                           
                           c<0
                        
                      (c), 
                        
                           
                              y
                              =
                              f
                              (
                              x
                              )
                              +
                              c
                           
                           y=f(x)+c
                        
                      with 
                        
                           
                              c
                              >
                              0
                           
                           c>0
                        
                      (d), where 
                        
                           
                              y
                              =
                              f
                              (
                              x
                              )
                           
                           y=f(x)
                        
                      is the map of Figure 2.13
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