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Summary


Operations scheduling is the assignment of individual tasks to resources and the definition of start times for all tasks. It encompasses the problems of task assignment and sequencing. Goals of operations scheduling are the adherence to service targets and an efficient usage of constrained resources. Therefore, well-planned schedules can significantly contribute to a company’s success. This dissertation presents optimization approaches for three single-stage scheduling problems with multiple resources, job classes, and time windows from two different areas of application.


The first essay discusses the aircraft landing problem (ALP) that emerges at highly utilized airports. A set of aircraft is approaching the airport and to each aircraft a runway and a landing time have to be assigned. The goal is to minimize the weighted sum of delays from the aircraft’s target landing times while maintaining the necessary separation between all pairs of landings. We provide an efficient dynamic programming-based optimization approach for this problem while most other authors restrict themselves to heuristic solution approaches. The second essay generalizes this solution approach in order to solve the ALP under more realistic constraints. It takes aircraft take-offs as well as runway systems with heterogeneous and interdependent runways into account. The third essay provides an exact solution approach for a task scheduling problem in a long-term care facility that, from a mathematical point of view, has similarities with the ALP. A set of care tasks must be assigned to a set of care workers while meeting the respective clients’ preferred task start times as closely as possible. Different from the ALP, tasks can be scheduled earlier than their target time and require the care worker to have at least a certain qualification level.


In the absence of other optimization approaches for the considered scheduling problems in the literature, in our numerical studies we compare the performance of our approaches to a standard solver and to basic dispatching rules. For problem instances that cannot be solved efficiently with the proposed optimization approaches, we provide heuristic solution approaches based on state space truncation and on a rolling planning horizon.
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1 Introduction


The problem of operations scheduling emerges wherever goods are produced or services are provided. In the hierarchical planning framework of a company it is found on the lowest level as it is the planning step with the shortest planning horizon but the highest level of detail. Operations scheduling assigns individual tasks, such as an elementary step in a production or service delivery process, to a resource, such as a worker or a machine, and defines a start time for each task, i.e., it encompasses the planning problems of task assignment (“who does what”) and sequencing (“in which order”). It is straightforward to show that scheduling problems are inherently difficult: If we assume a single-stage scheduling problem with m resources and n tasks, there are up to n! sequences for the tasks to be performed and mn ways to assign the tasks to resources. Nevertheless, well-planned schedules are essential for a company’s success as they contribute to the adherence to service targets and to an efficient usage of constrained resources.


In this dissertation, we present efficient dynamic programming-based optimization approaches for three single-stage scheduling problems with multiple resources, job classes, and time windows that emerge in practice in two areas of application: Chapters 2 and 3 address the aircraft landing problem (ALP) and the aircraft scheduling problem (ASP), respectively, that emerge at highly utilized airports. Chapter 4 addresses a task scheduling problem in a long-term care facility. To cope with the high difficulty of scheduling problems, we exploit the properties of the particular problems to develop specialized solution approaches that derive optimal schedules significantly faster than a standard solver can. For the scheduling problems under consideration, standard solution approaches such as Branch-&-Bound that are implemented in standard solvers like CPLEX are very inefficient and require prohibitive computation times to derive optimal schedules for problem instances of realistic size.


The first article of this dissertation (Chapter 2) presents an efficient optimization approach for the ALP with aircraft classes. The article was co-authored by Dirk Briskorn and Raik Stolletz.1 In the ALP, a set of aircraft is approaching an airport and to each aircraft a runway and a landing time have to be assigned. The goal is to minimize the weighted sum of delays from the aircraft’s target landing times while maintaining sequence-dependent minimum separation times between all pairs of consecutive landings on the same runway. Delayed aircraft landings incur high expenditures for airlines, passengers, airport operators, and air traffic controllers (Cook and Tanner, 2011).


We make the realistic assumption, that the set of aircraft can be divided into a small number of aircraft classes with the same delay cost function and the same separation requirements. A previous article on the ALP by Briskorn and Stolletz (2014) discusses the theoretical complexity of this problem and outlines an exact dynamic programming (DP) approach. A straightforward implementation of their approach, however, results in excessive computation times even for small problem instances. A thorough examination of the DP’s state space reveals a high level of symmetry and redundancy. The optimization approach proposed in this article makes use of a new dominance criterion to curtail the size of the state space while maintaining optimality. We perform extensive numerical tests on an implementation of the approach to demonstrate its efficiency. We use standard problem instances from the literature and a large set of generated problem instances with realistic assumptions and show that the DP with the proposed dominance criterion outperforms a standard solver. In the subsequent chapters of this dissertation, two different generalizations of the proposed optimization approach are developed.


The second article (Chapter 3), co-authored by Raik Stolletz,2 takes additional constraints into account that apply to the ALP in practice: Many airports have parallel or intersecting runways that cannot be operated independently, or heterogenous runways, i.e., not all runways can be used by all aircraft classes. Also, if both aircraft take-offs and landings are considered, the official separation requirements issued by aviation authorities do not fulfill the triangle inequality. Therefore, separation must also be ensured between pairs of non-consecutive operations and between pairs of operations on different runways. As both take-offs and landings are considered, we refer to this problem as ASP instead of ALP. As the ASP has been subject to a large number of papers published over the recent years, this article also provides an extensive review of recent related literature. None of the reviewed papers proposes an efficient and exact solution approach for the discussed problem setting. The new, generalized optimization approach proposed in this chapter considers interdependent and heterogeneous runways as well as non-triangular separation times. The state space, the state transitions, and the dominance rule of the DP are redefined accordingly. Due to the additional information that the DP requires in each state, the complexity of this approach is higher compared to the approach proposed in Chapter 2. The numerical tests, however, show that it is still efficient for many realistic problem instances.


In practice, fast solutions for the ASP are essential as air traffic controllers need information in near real time. To derive fast solutions for problem instances that require too much computation time to be solved to optimality, we propose a rolling planning horizon (RPH) heuristic that decomposes the problem into a series of smaller, interconnected problems that are solved iteratively. The performance of the generalized optimization approach and of the RPH heuristic is tested on a large set of problem instances, assuming realistic runway systems with interdependent and heterogeneous runways such as London-Heathrow and Frankfurt Airport. While the ASP is intractable for a standard solver, the DP approach solves most instances in less than one minute. The problem instances that feature the runway system and the traffic density of Frankfurt Airport take several minutes to be solved to optimality. For these instances, however, the RPH heuristic returns optimal or close-tooptimal results within significantly reduced computation times. On average, the weighted sum of delays can be reduced to approximately one third compared to first-come-first-served (FCFS) runway schedules as applied in practice.
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