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Preface



It was 1999 and the whole IT world was busy with the Y2K "bug" when by chance I had my first encounter with a Microsoft® Windows® NT 4.0 terminal server. As a young systems engineer for an international conglomerate, I was, of course, highly motivated and was open to every innovation, at least those that had something to do with computers and networks. Since I was so fascinated by the fundamental idea, the disillusionment that came after an intensive period of working with this new technology was all the greater: the technical possibilities were enormously limited and the problems with stability and performance were, to some extent, insurmountable. Certainly not an idea or technology to build your career on. As a Microsoft® infrastructure specialist, many more exciting times were waiting with Windows Server® 2000 and the associated introduction of Active Directory definitely provided enough variety to my workday.


In early 2003, now as a consultant and systems specialist at another large international company, I was instructed for the first time to plan and implement an environment based on Windows® Server® 2003 with Citrix® MetaFrame XP at my desk. After a short orientation period, I discovered that it really was possible to use this architecture as the basis for providing a larger number of users with centrally administered virtual desktops and applications. This enthusiasm led to a second foothold for a career in IT and, from then on, Citrix® terminal server technology became an integral part of my repertoire alongside Microsoft® Windows Server® infrastructure services.


As an independent virtualization solutions architect, I have had the good fortune to spend the past ten years planning, setting up and supporting the latest Microsoft® and Citrix® technologies in countless environments, developing and implementing solutions for companies with just a few hundred workstations to multi-site data centers for tens of thousands of users.


I've long had the idea of turning these experiences into a book. The complete overhaul of existing architectures, technologies and processes with the release of Citrix® XenDesktop® / XenApp® 7.x was the initial impetus for this project. This book describes the planning, set-up and operation of a virtualization solution based on the new FMA technology and the current version of XenDesktop® / XenApp® 7.7 and 7.8. It will help IT systems and Citrix solutions architects, consultants, and administrators alike to successfully implement Citrix virtualization projects.


I would like to express a special thanks to my one-of-a-kind wife. It has only been with her full and unconditional support that I have been able to following my path and find my place in the world.


Göran August Eibel


Enterprise Solution Architect & Senior Consultant / GECON IT-Solutions
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1 Introduction



With the release of the Citrix® XenDesktop® 7.0 platform in early 2013, the old architectures for provisioning centralized virtual desktops and applications that have been known for many years have been fundamentally revised and redesigned. The well-known IMA (Independent Management Architecture), which was the basis of XenApp®/XenDesktop® for over 10 years, has been replaced by the new FMA (FlexCast Management Architecture) technology, which offers completely new features and elements for provisioning virtual central resources. FMA architecture will in turn be the basis of further versions of XenDesktop® and XenApp® for many years. This fact, along with very early experiences with these new methods and technologies in different projects, have contributed to the publishing of this book.


1.1 Structure of the book


The first chapter’s deal with the product definitions, principles, and architectures. All components of a Citrix® XenDesktop®/XenApp® environment are described. Subsequently the book is divided into three sections, which directly present the usual three phases of an IT project.


The first section deals with planning and designing (Phase 1 - PLAN) a Citrix environment based on the five layers of a virtualization solution. Each design must demonstrate different ways and precipitate decisions in the User Layer, the Access Layer, the Desktop Layer, the Control Layer, and finally in the Hardware Layer.


Once the phase 1 architecture design has been tested - in an optimal manner - via a PoC (Proof of Concept) and validated, the entire solution can be set up and configured (Phase 2 - BUILD). Thus Section 2 goes into detail regarding all the necessary preparations and steps for successfully installing a complete Citrix® XenDesktop® & XenApp® 7.7/7.8 environment.


The last section of the book deals with the final phase of the Citrix virtualization project; all the requirements for the first three layers of the design are presented. The desired resources are configured and optimized, and operation can be initiated in accordance with individual personalization (Phase 3 - RUN).



1.2 The Citrix® XenDesktop® und XenApp® 7.8 platform



Citrix® XenDesktop® and XenApp® have been a big buzzword in the world of desktop and application virtualization for years. Citrix® WinFrame was published in 1995 based on Windows® NT 3.51 as the first Windows®-based multi-user operating system (previously, WinView had only offered one version based on OS/2). A very early version of the ICA protocol built into WinFrame allowed multiple users to access the desktop and the applications of a Windows® Server® simultaneously.


When Microsoft® released a multi-user version of Windows® NT 4.0 in 1998 with Windows® NT 4.0 Terminal Server edition, Citrix® responded with MetaFrame 1.0, the first version of Citrix® that no longer needed its own server code, but instead relied on the multi-user environment of the base operating system to expand it accordingly. In the following years, the functions and possibilities for publishing desktops and applications (resulting in the terms published desktop and published app) continued to expand, with MetaFrame 1.8 supporting Microsoft® Windows® Server® 2000 and MetaFrame XP supporting Windows® Server® 2003.


The first name change came in 2003 when Citrix® MetaFrame became Citrix® MetaFrame Presentation Server. Citrix® continued to publish additional components and products for setting up comprehensive virtualization solutions based on a Windows® terminal server, eventually resulting in the appearance of Citrix® Access Suite in 2005, with the central components becoming Citrix® Presentation Server.


With the appearance of Microsoft® Windows Server® 2008, Citrix changed the product names again and the key product for publishing SBC (server-based computing) resources was henceforth dubbed XenApp®. Like all previous versions, this version was also based on Windows Server® terminal services, redubbed "remote desktop services" with the release of Windows Server® 2008. It was at that time that the first versions of a new technology began to appear. XenDesktop® 4 was the first product that could centrally administer and publish resources not on the basis of a Windows Server® operating system but instead on the basis of a Windows® desktop operating system. As a result, one no longer spoke of SBC architectures, but instead of VDI (virtual desktop infrastructure). Citrix® XenDesktop® was constantly updated and improved through version 5.6 in 2013, in principle based on the same architecture as XenApp® (IMA), but always as a stand-alone product.


Mid-2013 saw the advent of a major change in architecture away from IMA technology towards a completely new comprehensive solution based on new architectures and methods. Citrix® XenApp® and XenDesktop® merged into a single product and virtual SBC and VDI resources have since been managed and published via FMA. In the short term (more about this in the following pages), the XenApp® name even disappeared and the new comprehensive solution came on the market as Citrix® XenDesktop® 7.0. In the current version, XenDesktop® & XenApp® 7.7 / 7.8 (2016), VDI and SBC resources can be provided in an equally convenient, stable and safe manner.



1.2.1 Main features of the new versions



Following is a brief description of the main functions of the various versions since the introduction of the new architecture. The book only looks at Version 7.6 incl. Feature Pack 1 and all of the features and technologies included in this overview will be discussed in the course of this book.


XenDesktop® 7.0


XenDesktop® 7.0 is the first version based on FMA that unifies the delivery of virtual workstations based on both server and desktop operating systems. XenApp® has disappeared as a product name and XenDesktop® 7.0 now provides server-based resources (desktops and applications via a Windows Server® operating system).




	introduction of FMA structures incl. new management interface (Citrix® Studio)


	direct connection and control of supported hypervisors (Citrix® XenServer, Microsoft® Hyper-V and VMware vSphere/ ESXi)


	organization of delivery systems (server and desktop operating systems) into logical catalogues


	organization of access structures via delivery groups


	
StoreFront portal as a new central access point


	new database structures incl. logging and long-term memory


	integration of EdgeSight and introduction of Citrix® Director


	introduction of MCS (machine creation services) for provisioning deployment systems based on master images


	expansion of VDI functionality with personal vDisks


	HDX enhancements (3D Pro support)


	integrated profile management


	multi-touch support


	improved compression and rendering


	real-time multimedia transcoding via server and desktop OS


	Provisioning Server 7.0


	universal printer server (UPS)





XenDesktop® 7.1


Just a few months after the appearance of the first XenDesktop® version, the first major update in the form of version 7.1 was released. Lessons learned from the first reference projects were incorporated as updates, but the list of features was not significantly expanded.




	support for Windows Server® 2012 R2 and Windows® 8.1


	GPU integration


	vGPU support (NVIDIA® GRID® technology)





XenDesktop®/XenApp® 7.5


By the end of Q1 2014, it was time to give the new technology a proper facelift after under just one and a half years (which is probably why there was the odd jump in version number). In addition to new features and some urgent updates of existing functions, XenApp® was restored to the product name. As in previous years, XenApp® revolves around the pure provision of resources (published desktops or applications) on the basis of a Windows Server® operating system. However, it is no longer a separate product, but simply a restricted XenDesktop® license. Simply put, it remains only one product: if you're only publishing SBC resources, you can call it XenApp®, but if you're also providing VDI desktops in addition to the SBC resources, then you should call it XenDesktop®. Whatever you call it, the architecture and structures are always identical!


Among the most important new features:




	hybrid cloud support


	integration of AppDNA with all functions


	
StoreFront Server 2.5


	expanded support of WebInterface Services 5.4


	integrated energy management for physical and virtual machines


	wake-on-LAN (WoL) support for remote PC catalogues





XenDesktop® / XenApp® 7.6


At the end of 2014, version 7.6 was released, offering not only improvements and stability updates, but also some important new features that perfectly complement the comprehensive portfolio offered by this new technology.




	session and application pre-launch


	session lingering


	connection leasing


	support for anonymous sessions


	introduction of application folders


	Storefront 2.6 with new features


	advanced authentication features


	expanded features in Citrix® Director


	new HTML 5 receiver


	receiver for Chrome 1.4


	Microsoft® System Center Configuration Manager (SCCM) Connector 7.5


	XenApp® 6.5 migration tools and improved coexistence with XenApp® 6.5


	improvements in DirectX/2D rendering


	USB 3.0 redirection and Lync® Optimization Pack 1.5





XenDesktop® / XenApp® 7.6 – Feature Pack 1


Citrix® XenDesktop® / XenApp® 7.6 allows very stable, performant and complex virtualization solutions to be built. Because of the overall excellence of this version, when Feature Pack 1 was released in Q1 2015, it seemed relatively unspectacular. In principle, only two new functions were provided and there were no hotfixes or service packs directly integrated into FP1.




	expansion of Citrix® Director with session recording, allowing all sessions to be recorded and stored


	Lync Optimization Pack 1.7 incl. HDX real-time support





XenDesktop® / XenApp® 7.6 – Feature Pack 2


The Feature Pack 2 release (Q2-2015) includes the following new and enhanced features:


StoreFront 3.0




	Unified Receiver provides modern, centrally-managed and customizable user app selection experience across all user devices


	Google® Chrome Support without NPAPI


	delegating Authentication to XenApp® and XenDesktop® when there is no AD trust between sites


	treat All Desktops as Applications to apply Workspace Control and group icons together


	Integrated Monitoring Service enables NetScaler to monitor StoreFront


	Extended Store Customization SDK for business logic





Support for HDX Real-Time Optimization Pack 1.8




	Support for the Microsoft® Skype for Business client in Lync UI mode, the Microsoft® Lync 2013 client, and the Microsoft® Lync 2010 client.


	Support for the Microsoft® Lync Server 2013 Autodiscover Service.


	Call Park and Call Pick Up in Lync 2010 client


	Call forwarding and simultaneous ringing controls for Lync 2010 client


	Support for Mac


	Kerberos authentication


	Support for the Microsoft Windows® 10 technical preview.





Additional new features:




	Linux Virtual Desktop


	enhanced Session Recording Features





XenDesktop® / XenApp® 7.6 – Feature Pack 3


The last Feature Pack for XenDesktop®/XenApp® 7.6 (Q3-2015) empowers Citrix® customers to rapidly embrace and adopt Windows® 10 in the enterprise, while also providing innovative user experience and security enhancements that address the broadest range of application and desktop delivery use cases.




	Windows® 10 Enterprise VDA


	Citrix® AppDNA 7.6.5 for Windows® 10 compatibility


	Enhanced printing features


	Acceleration of Smart-Card Logons (up to 25%)


	High Definition support for drawing tablets


	HDX MediaStream Video Fallback prevention policy





XenDesktop® / XenApp® 7.7 (Q1-2016)


First LTSR-Long term service release as Citrix® announced at Citrix® Summit 2015. The 7.7 release amplifies the ongoing relationship and integrated value between Citrix® and Microsoft®.




	Extended integration with the latest Microsoft® platform (Microsoft® Azure)


	Comprehensive Microsoft® Skype for Business functionality


	Enhanced image provisioning technology


	Multi-Zone management functionality to optimize geographically dispersed deployments


	Improved application management and monitoring (Microsoft® SCOM)





XenDesktop® / XenApp® 7.8 (Q2-2016)


The 7.8 release is focused on enhancing application management and delivery.




	First release of the new AppDisk Technology – package and manage applications outside the master image


	AppDNA compatibility testing for applications layered with AppDisk


	App-V applications can be managed within the Citrix Studio


	Framehawk remote display technology HDX integration


	Enhanced graphics performance for virtual desktops








Section 1 Basics and Planning (PLAN)





2 Basics



2.1 Definitions and Abbreviations


In the following chapters the individual products for building a complete solution, as well as the different architectures and technologies are presented fundamentally. Before you start it, here are the most important terms of a Citrix® Virtualization environment.






	Active Directory

	Active Directory Domain Services (AD DS) is the cornerstone of every Windows domain network. It stores information about members of the domain, including devices and users, verifies their credentials and defines their access rights. The server (or the cluster of servers) running this service is called a domain controller.





	Terminal server

	A Microsoft® Windows Server® with activated Remote Desktop Services. All input from the client system is transmitted to the server, where software execution takes place. Citrix® XenApp® extends the capabilities of the Microsoft® Remote Desktop Services.





	RDP

	RDP (Remote Desktop Protocol) is a proprietary protocol developed by Microsoft®, which provides a user with a graphical interface to connect to another computer over a network connection. The user employs RDP client software for this purpose, while the other computer must run RDP server software. RDP uses port 3389 for communication.





	ICA

	Independent Computing Architecture (ICA) is a Windows® presentation services protocol from Citrix® that provides the foundation for turning any client device-thin or fat-into the ultimate thin client. The ICA technology includes a server software component, a network protocol component, and a client software component. ICA uses port 1494 for communication.





	Session

	an active communication between a client and a server over RDP or ICA is called a session.





	Hosted Application

	a Hosted Application is installed on a Terminal server and many users have an active session to the application over RDP or ICA.





	Streamed Application

	The application is isolated from the base operating system while running, but it uses its resources and functions. The application is not installed on the server, if a user requests the application it will streamed on demand to the server.





	
Published Application

	When you publish an application, you are allowing a remote user to run an application on the server. To the user, the application appears to be running on their local machine. What is actually happening, is the application is running on the server and sending a picture of what should be on the screen back to the users workstation. The user interacts with the Citrix client software, which in turn sends their keyboard and mouse input back to the server.





	FMA

	Citrix® FlexCast Management Architecture is a delivery technology that allows an IT administrator to personalize virtual desktops to meet the performance, security and flexibility requirements of end users.





	HDX

	High Definition Experience – The goal of Citrix® HDX technology is to ensure that XenDesktop® and XenApp® users receive a high definition desktop virtualization user experience similar to that achieved with traditional desktop computers.





	Host

	A host virtual machine is the server component of a virtual machine (VM), the underlying hardware that provides computing resources to support a particular guest virtual machine (guest VM).





	Hypervisor

	A hypervisor is a program that allows multiple operating systems to share a single hardware host. Each operating system appears to have the host's processor, memory, and other resources all to itself. However, the hypervisor is actually controlling the host processor and resources, allocating what is needed to each operating system in turn and making sure that the guest operating systems (called virtual machines) cannot disrupt each other.





	PVS

	Citrix® Provisioning Services (PVS) allows you to have a single instance image management of your virtual desktops. This means you only have to update a single image which is then streamed to hundreds, or thousands of desktops or even servers.





	SBC

	Server-based computing (SBC) is an over-arching term referring to the technology by which applications are implemented, controlled, supported and functioned on the server instead of the client.





	VDI

	Virtual desktop infrastructure (VDI) is the practice of hosting a desktop operating system within a virtual machine (VM) running on a centralized server.





	BYOD

	BYOD, or bring your own device, is a phrase that has become widely adopted to refer to employees who bring their own computing devices – such as smartphones, laptops and tablets – to the workplace for use and connectivity on the secure corporate network.







2.2 Products



The release of XenDesktop® 7.0 in June 2013 represented a fundamental change to the overall architecture for the central deployment of applications and desktops. Until that time, Citrix XenApp® and Citrix XenDesktop® had been two different product lines, with XenApp® used to deliver desktops and applications on the basis of a server operating system, and XenDesktop® providing virtual desktops based on a desktop operating system. With version 7, both virtualization components were combined into one product, the new architecture allowing centralized and joint management of both product functions.


In the current XenDesktop® Version 7.7/7.8 (discussed in this book), this has not changed in principle: it is a product suite for resource provision on the basis of either a server or desktop operating system. In addition, you can also purchase a limited version of this product which does not include the ability to provide virtual desktops based on a desktop operating system. This limited version has regained its old name and is known as XenApp® 7.7 / 7.8. The entire installation and management of both products is 100% identical and there is no difference in the administration of XenDesktop® and XenApp®. If you have licensed the XenApp® edition, you simply lack the ability to provide centralized desktop operating systems!


Before we begin looking at the architectures and planning of a Citrix XenDesktop® / XenApp® 7.7 environment, I would like to first give a brief survey of some additional Citrix® and Microsoft® products that may be helpful in realizing projects based on XenDesktop® / XenApp® 7.x by allowing homogeneous IT structures to be set up to allow the total virtualization of all workstations in an enterprise.


2.2.1 Citrix® XenDesktop® 7.7/7.8 / Citrix® XenApp® 7.7/7.8


The product suite for centralized on-demand delivery of applications and virtual desktops and access to resources on any device at any location using the ICA protocol. This can significantly minimize costs while improving user experience and security.




	provide applications and desktops via unified components and FMA efficiently and easily


	automation and centralized service management via the new Studio Console


	integrated Citrix® EdgeSight analytical tools for resource monitoring and capacity planning via the new Director Console


	integrated Citrix® AppDNA software for testing application compatibility and creating optimal migration scenarios


	Citrix® StoreFront for presenting the published resource in a consistent and encrypted manner on any device





Basic types of SBC and VDI provisioning




	
Published server-based (SBC) desktop





XenApp® and XenDesktop® functionality: users are provided with a virtual desktop via a Microsoft® Windows Server® (version 2008 and later). The virtual desktop incl. the applications operating in multi-user mode. Citrix® builds on the features offered by Windows Server's remote desktop host services (what used to be called terminal server).




	
Published server-based applications





XenApp® and XenDesktop® functionality: users are provided individual applications via a Microsoft® Windows Server®; the published desktop and the published applications can be displayed via the same server. The applications are operated in multi-user mode with the identical process.




	
Published VDI desktop





Pure XenDesktop® functionality: users access centrally administered virtual desktop operating systems (Windows® 7 and later). Applications do not need to be installed on a server and operated in multi-user mode; during an active session, there is always 1:1 mapping between a user and a virtual desktop. A distinction is made between pooled desktops and personal desktops (users can make changes).




	
Published VM-hosted applications





XenApp® and XenDesktop® functionality: applications are installed and published on a virtual desktop operating system. Access is, however, not in multi-user mode and is instead used to realize special requests.




	Hosted physical desktops & remote PC access





Pure XenDesktop® functionality accessed via the FMA architectures and the optimized ICA protocol including HDX features on physical machines (Blade PCs or classic desktop PCs).
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Figure 2.2-1: XenDesktop® – symbolic Illustration





Functions




	optimal use of existing resources through virtualization of desktops and applications, scaled as needed


	simplified administration via new consoles (Studio and Director)


	anywhere access from any device, including mobile devices and smart phones; Citrix® XenDesktop® / XenApp® provides applications and desktops to more than 30 client operating systems


	display desktops and apps in a browser if the client is not available or installable


	dynamic, device-dependent adaptation of resource provision through Citrix® FlexCast technologies


	HDX mobile optimizations for multi-touch functions


	online and offline access to applications (via streaming technologies) incl. self-service functions


	provision of personalized desktops within resource-saving pools based on master images (personal vDisks)


	use of local peripherals within a session incl. HDX optimization


	policy-based access control incl. SSL encryption


	integration into current Microsoft® System Centre environments


	integration of Microsoft® App-V streaming technologies


	cloud-ready platform (supports an extensive range of technologies)


	Provisioning Server 7.7 incl. Support for Windows® 8.1 / Windows® 10 and Windows Server® 2012 R2





Editions


Depending on your requirements and need for additional Citrix® technologies, there are three editions of XenApp® and XenDesktop® to choose from. The detailed scope of functions is not listed here and can instead be found in the product feature matrix (http://www.Citrix.com). Throughout this book, XenDesktop® 7.7 Platinum Edition is used so that all the features of the Citrix® XenDesktop® / XenApp® product suite and other Citrix® products can be described and used.






	XenApp Advanced

	Provision of server-based desktops and applications with the basic functions of the Citrix® FMA architecture via ICA protocol and HDX user experience. Full MCS (machine creation service) functionality for centralized image management, access to all hypervisors supported by the FMA architecture (Citrix® XenServer, Microsoft® Hyper-V, and VMware vSphere®), and integrated profile management are all included functions.





	XenApp Enterprise

	Additional HDX and HDX 3D functions and provision of VM-hosted apps.





	
XenApp Platinum

	All of the functions needed to provide SBC resources incl. the use of additional products such as Citrix® NetScaler gateway license incl. SmartAccess and HDX Insight, Citrix® AppDNA, Citrix® Cloud Bridge or Citrix® Provisioning Services for centralized image management.





	XenDesktop VDI

	Only allows provision of VDI desktops with the basic functions of the Citrix® FMA architectures via ICA protocol and HDX user experience.





	XenDesktop Enterprise

	Advanced VDI features and all the functions of XenApp® Enterprise Edition. Can realize all SBC and VDI provisioning types.





	XenDesktop Platinum

	All functions of XenApp® and XenDesktop®, covers the use of many optional Citrix® products (such as AppDNA), just like XenApp® Platinum.






2.2.2 XenServer


Citrix® XenServer is an open source virtualization platform for provisioning virtual servers and desktops. In addition to all standard Windows® and Linux versions, Citrix® XenServer can also be used to operate Debian Squeeze 6.0 64-bit, Oracle® Enterprise Linux 6.0 (32/64 bit), and SLES 10 SP4 (32/64-bit) virtual machines.




	powerful open source hypervisor with increased VM density (number of virtual machines per host)


	efficient management of virtual machines


	affordable server consolidation


	optimized provisioning of XenDesktop® servers and desktops
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Figure 2.2-2: XenServer Architecture





Functions




	replication of data across multiple sites incl. site failover and site recovery as well as automatic failover capabilities


	live VM migration with XenMotion which allows virtual machines to be moved from one physical host to another physical host while running and without interruption


	IntelliCache function to minimize memory requirements for XenDesktop®



	advanced management features incl. role-based administration, performance reports, and automatic snapshot capabilities


	GPU pass-through allows the physical allocation of a GPU (graphical processing unit) to a virtual machine for its exclusive use


	open vSwitch functions for mapping logical networks across multiple hosts


	integration with Microsoft® System Centre Virtual Machine Manager for provisioning and managing virtual machines and Microsoft® System Centre Operations Manager





Editions


The current version 6.5 of XenServer is a pure open source hypervisor. The different editions (Free, Advanced, Enterprise and Platinum) of the previous versions no longer exist. All functions are included in the free open source edition. Licensing is based solely on the sockets in the physical host system, with each license containing both a Subscription Advantage and Premier Support (in the past, Premier Support had to be purchased separately). The unlicensed version gives no access to Premier Support and will not automatically upload any fixes, patches and updates via XenCenter.


2.2.3 XenClient


The benefits of centralized desktop virtualization can be used on laptops with the Citrix® XenClient. This function allows employees to work offline with their virtual, centrally administered desktop by installing a hypervisor on their laptops and storing the virtual desktop's vHD locally. This functionality provides a full range of new opportunities and will take you a further step towards total virtualization of the company. Simplified desktop management for all devices enormously increases the reliability, stability and security of the desktops and now offers all the advantages of FlexCast provisioning technology.




	work anywhere incl. offline availability via a centrally administered virtual desktop


	the local virtual machine on the laptop is encrypted and can be centrally backed up and blocked, if needed


	provision many laptops with just a few master images; the images are centrally administered and do not depend on the hardware used
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Figure 2.2-3: XenClient Architecture





Functions




	the bare-metal hypervisor as a full client ensures optimal provisioning of virtual machines on a laptop


	minimize compatibility issues and eliminate driver issues through virtualized hardware and resulting hardware-independent images


	stream data completely transparently in the background; updates and patches are automatically applied centrally


	use local graphics performance for video and 3-D applications


	completely encrypt and fully isolate the virtual image on a laptop via AES XTS (256-bit encryption)


	two-factor authentication and centralized configuration for the use of local resources (USB, DVD drives) to increase data security


	advanced policies for XenClient and role-based administration


	full integration into a XenDesktop® environment incl. use of personal vDisks for managing user-specific applications and desktop settings


	XenClient synchronizes custom settings between the centrally hosted desktop and the local desktop





Editions






	Enterprise

	Virtual desktops incl. offline functionality and centralized management





	XT Edition

	Virtual desktops incl. offline functionality with enhanced security features and additional isolation function





	Express Edition

	Free use of virtual desktops incl. offline functionality without central management or enhanced security features







2.2.4 NetScaler and NetScaler Gateway®



Citrix® NetScaler Gateway offers the perfect solution for presenting centralized VDI and SBC solutions on the internet. All data traffic is encrypted with SSL; additional functions allow targeted and secure monitoring of all services. Citrix® NetScaler allows integrated infrastructure for the optimal provision of different types of applications to be set up. Enterprise applications, cloud, mobile and web apps are provided via the central NetScaler platform in compliance with performance and availability SLAs and hardware and software appliances are offered via uniform management.


Not only can the Citrix® NetScaler family take over the gateway services for XenApp® and XenDesktop®, but it also can provide many network-specific features to establish itself more and more in the classic network components segment.




	compression and caching allow LAN-like performance for mobile employees


	load balancing and advanced protection against attacks


	full application visibility and monitoring


	scaling of performance and capacity with Citrix® TriScale technology


	integration with Cisco Cloud Network Services


	virtual network architectures
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Figure 2.2-4: Citrix® NetScaler Functions





Functions




	advanced L4–7 load balancing


	compression, caching and optimized TCP/IP improve performance and deliver shorter response times


	integrated and optimized load balancing for SQL databases


	global server load balancing taking geographical criteria into consideration to ensure efficient connections to the nearest or currently available data center (the latter in case of disaster)


	secure transmission of sensitive data through SSL connections and SSL VPN


	
application firewall protects against common threats


	support for XenMobile MDM


	policy-driven access to key functions and data


	complies with FIPS (Federal Information Processing Standards) and supports greater than 4.5 Gbps SSL throughput


	flexible scaling (Citrix® TriScale technology) with "pay-as-you-grow" model



	real-time client and server latency readings for detailed information on XenApp® and XenDesktop® sessions


	collection of end-to-end performance data from the user level up to the virtual desktop environment, including network traffic





Editions






	MPX

	Hardware appliances in different configurations for data throughput of up to 120 Gbps.





	SDX

	Highly scalable, multi-tenant platform based on XenServer virtualization and MPX architecture with up to 40 simultaneous NetScaler instances simultaneously





	VPX

	Virtual appliance available for the most popular hypervisors to meet specific customer requirements with cost-effective solutions






2.2.5 CloudBridge


Citrix® CloudBridge provides a unified platform for optimizing bandwidth utilization and accelerating applications in the public cloud as well as between a company's central data center and branch offices. CloudBridge allows all central data centers to be optimized, accelerated, and monitored. This offers users at branch offers better performance, with applications starting faster, printing and file downloading accelerated, and multi-media applications provided under optimal conditions.




	maximized WAN optimization, reducing the bandwidth requirements of a virtual desktops by up to 90%


	integrated HDX technologies accelerate XenDesktop® desktops and published apps equally


	optimization of conventional application data such as Microsoft® Exchange, Microsoft® App-V, CIFS file shares, and web applications


	video bandwidth optimization through integrated deduplication, video caching, and creation of data traffic policies


	optimization of storage replication between data centers
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Figure 2.2-5: symbolic Illustration





Functions




	analysis and classification of app and service traffic


	measure network utilization incl. prioritization and monitoring of services and protocols


	optimization and acceleration of the main cloud services protocols such as ICA, HTTP, HTTPS, TCP, SMB, CIFS and MAPI


	quality-of-service for storage replication


	TCP flow control


	secure tunneling technology between sites using IPSec


	optional integration of Windows® Server® to optimize the main Windows® Server® functions such as DNS, DHCP, file transfer or print or the secure provision of an Active Directory domain controller.





Editions


Citrix® CloudBridge is a comprehensive network solution and is available as a standalone physical or virtual appliance, with the major difference being the maximum number of optimized sessions, TCP connections or maximal WAN traffic. The detailed differences among the various versions can be found in the current data sheets.






	4000

	The 4000 series hardware appliance is designed for use in data centres; there are currently 5 different models with WAN capacities ranging from 310 Mbps to 2 Gbps.





	2000/3000

	The 2000 and 3000 series hardware appliances are used in branch offices (or smaller data centres); there are currently 6 different models with WAN capacities ranging from 10 Mbps to 155 Mbps.





	
2000/3000

	The 600 and 700 series hardware appliances are used in smaller remote locates; there are currently 6 different models with WAN capacities ranging from 1 Mbps to 10 Mbps.





	VPX

	Virtual Appliance (VPX 2, VPX 10, VPX 20, VPX 45) offer WAN capacities of 2, 10, 20 and 45 Mbps respectively and have corresponding different hypervisor requirements.






2.2.6 Receiver


Citrix® Receiver is the client software component which can be accessed from anywhere on the central Citrix® infrastructure using the optimized ICA protocol. Receiver allows access to virtual desktops, Windows®, web and SaaS applications. The end device does not matter as the Citrix® Receiver runs on almost all operating systems and is suitable for use on virtually any hardware. All communication between receiver and host is carried out within the ICA session (audio, video, printer mapping, ports, etc.) over a total of 32 virtual channels.




	mobile productivity on any device: PC, Mac, thin client, smartphone and tablet platforms


	self-service app store with secure single sign On access to applications and virtual desktops


	highly performant and efficient ICA protocol incl. HDX


	user-friendly, very simple and intuitive operation via the StoreFront app store





Functions




	easy compliance with security standards; clear segregation of business and personal information (BYOD scenarios)


	SSL encryption of the ICA protocol


	central definition of external resources (local resources of the end device, such as drives, USB devices or printers) that may be used within the user's session


	easy configuration on the end device


	seamless integration of published resources into the device's operating system; for example, applications can be directly displayed as icons on the device's Windows® desktop
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Figure 2.2-6: ICA Protocol






2.2.7 ShareFile



Citrix® ShareFile is an enterprise solution for providing a secure data exchange or synchronization service. Especially for mobile users, ShareFile provides a secure, centralized solution for easy access to data on any device.




	store and synchronize data from BYOD (bring-your-own-device) and enterprise devices


	easy and secure file sharing within and outside the enterprise


	offline data access also possible


	no security problems as with similar consumer products


	centralized administration management incl. remote deletion of lost devices
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Figure 2.2-7: Illustration Citrix® ShareFile





Functions




	complete follow-me-data solution for enterprises


	all devices, both privately-owned and enterprise devices, can be seamlessly integrated into the workflow


	maximum flexibility through StorageZones: data is either stored in a cloud provided by Citrix® or any number of other providers or in-house


	cutting-edge security features as well as detailed reporting and audit functions support the implementation of corporate data policies and fulfilment of compliance requirements


	on-demand synchronization ensures drastic reduction of network traffic because only currently required data is loaded


	StorageZone connectors for network drives and SharePoint for seamless access to centrally stored enterprise data






2.2.8 Microsoft® App-V



Microsoft® Application Virtualization (App-V) has been the preferred application virtualization solution since XenDesktop® 7 and is directly supported by Citrix® Studio. App-V turns applications into stand-alone packages that can then be run via a special client on the target operating system without having to install the application: this process is called application streaming. The applications run in an isolated context ("sandboxing") and the packages are created by a particular program, the App-V Sequencer, and then provided via a UNC path.




	full integration of the packages into the Citrix® deployment process


	interaction among applications provided with other methods and among the individual App-V packages


	applications can be provisioned to each device operating system even without manufacturer support


	central administration of all packages incl. simple update management
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Figure 2.2-8: symbolic Illustration App-V





Functions




	simple structures through central administrative and publishing servers


	one-time installation and packaging of the application in the sequencer


	ability to provide the same products in different versions on one workstation (isolation)


	updates and adjustments only need to be made on a single package


	easy control of application resource utilization; App-V packages can be streamed directly to VDI desktops, an RDS host (terminal server), or an end client


	optional offline availability of App-V applications


	full integration into the XenApp® and XenDesktop® environment





Editions


There are no distinct versions of the two infrastructure servers (management and publishing servers) and the App-V Sequencer (for creating packages). There are just two versions of the App-V client: Microsoft® App-V for Desktops for provisioning to desktop OS, and Microsoft® App-V for Remote Desktop Services for provisioning on an RDS session host (terminal server).


App-V components are exclusively available via MDOP (Microsoft® Desktop Optimization Pack). You must have a valid Microsoft® software assurance license to access the MDOP. The license is acquired for each desktop client, while the license for the RDS client is included in RDS-CAL (which is already required to access an RDS session host).


2.3 Windows Server® – the basis


Microsoft® Windows Servers represent an integral part of a Citrix® virtualization solution. This book will only address the use of Windows Server® 2012 or Windows Server® 2012 R2 as the basis for all Citrix® server components.


A fully functional Windows Active Directory domain incl. DNS and DHCP is absolutely necessary to set up a Citrix® XenApp® or XenDesktop® virtualization solution. An internal Active Directory PKI environment is recommended for managing certificates, but is not mandatory.


2.3.1 The most important features of Windows Server® 2012 R2


Active Directory




	full support for virtual domain controllers incl. DC clones


	easier provisioning and mechanisms for restoring objects


	easier administration via AD Administrative Centre and DAC (Dynamic Access Control) and PowerShell cmdlets


	group managed service accounts


	Active Directory-based activation





Active Directory Certificate Services




	Server Manager and PowerShell integration


	improved certificate management (renewal of expired certificates)


	Server-Core capable and no restrictions on edition (templates)


	improved certificate template compatibility





DNS & DHCP




	DHCP failover, policy-based DHCP assignments


	support of DNSSEC standards


	asynchronous DNS cache





Failover Clustering




	improved scalability and performance


	simplified quorum configuration and increased availability


	improved AD integration and control via PowerShell cmdlets





File Server Resource Manager (FSRM)




	improved file management


	dynamic access control


	improved classification





Group Policies




	new group policies and configuration parameters


	improved control of group policies


	improved reporting





Hyper-V




	new features for failover and migrations


	virtual Fibre Channel support


	NUMA (non-uniform memory access) support


	increased stability and performance





2.3.2 Licensing


As a rule, a license must be purchased for each server. Client accesses must be licensed through Client Access Licenses (CALs). These CALs can be purchased as device CALs or user CALs, depending on the customer's systems.


Certain features under Windows Server® 2012 R2 require other licenses in addition to the standard CAL.






	Remote Desktop

	additional RDS CALs required





	AD rights management

	additional RMS CALs required (per user)





	VDI

	additional Windows® VDA (Virtual Desktop Access License) required; licensing of the virtual Windows® desktop operating system







2.4 Remote Desktop Services (terminal server)



Windows Server® 2012 R2 Remote Desktop Services (Windows Server role) can install different services that make it possible to set up a complete VDI (virtual desktop infrastructure) and/or SBC (server-based computing) environment. This allows virtual desktops (VDI) or published applications incl. desktops (SBC) to be provided to users. The servers divide their entire system resources into virtual areas that users can access. User access is via a proprietary remote desktop protocol (RDP), which creates a session.


The crucial difference between VDI and SBC is in the operating system of the virtual working environment thus provided:






	VDI

	Provision of a client operating system (Windows® 7, Windows® 8 or Windows® 10) in a virtual environment. Applications do not need to be specially adapted to or explicitly support virtualization because they are provided a classic client operating system (for which user applications are generally developed).





	SBC

	Provision of virtual workspaces on a server operating system. A special role service (remote desktop session host) activates multi-user mode and thus provides a separate virtual workspace for each session. The sessions have to be strictly segregated with no interaction or influence among the sessions. Applications need to be "terminal service enabled" for this kind of provisioning to work. What this exactly means will be discussed in more detail later in the book.






If users connect to an RD session host (formerly known as a terminal server), they get a specific session assigned to them. All inputs (mouse and keyboard input) are transmitted by the client to the server within the session via a special protocol (RDP for Windows Server® 2012 and ICA for Citrix®). All of the work is done using the server's resources and only the corresponding screen displays are transferred back to the client and displayed on the local device.


The number of concurrent sessions that a server can administer depends on several factors. Of course, CPU performance and the available memory are very important, but it is the applications and the load capacity they use that are crucial. The more an application supports resource sharing in a multi-user environment (for example, by only loading system DLLs once for all sessions), the more users that can access this application at a time.


But the user load varies from user to user and a generalized statement such as "We use Word, Excel and PowerPoint" does not provide much information. It must be clear that a single user simultaneously working on a 100-page Word document and a 50-slide PowerPoint presentation will place a different load on the server than a user who has just opened a three-page Word document. For this reason, these two factors need to be analyzed accurately when planning to ensure that the system meets the actual needs of an enterprise.



2.4.1 Remote Desktop Role Services



Remote Desktop Connection Broker


The RD connection broker controls access to virtual desktops or the RD session host. The connection broker also restores connections to users' previously disconnected sessions on their virtual desktop or a virtual SBC working environment (after re-authentication) so that the users can resume working.


An RD environment normally consists of multiple servers divided into pools. The RD connection broker also handles the distribution of the session loads to the different servers within a pool.


Remote Desktop Gateway


The RD gateway controls secure access to the central resources (VDI and SBC) via the internet.


Remote Desktop Licensing


This role service manages the licenses required to access a virtual environment. As already mentioned, users need a Windows® VDA license to access a virtual desktop via VDI and an RDS CAL to access an RD session host.


Remote Desktop Session Host


That is the actual service, which turns a normal server into a multi-user server (previously known as a terminal server). Servers with the RD session host role installed are the basis for any SBC environment. An RD session host provides its resources principally in one of two ways:




	Remote desktop (published desktop) where users receive an entire virtual desktop during their session as an instance on the server.


	Remote app (published app) where users only get the application during their session which then usually integrates fully into the client operating system with no difference from apps locally installed on the client.





Remote Desktop Virtualization Host


A server running the RD virtualization host role uses Hyper-V to host the various virtual desktops which constitute the basis for the VDI environments. Hyper-V technologies are used for the complete administration and control of the virtual guest machines. The RD virtualization host provides its resources in one of two ways:




	Personal collections (Microsoft® does not speak here of desktop pools, but of collections) with each user getting their own virtual desktop. Each time a session is established, users are allocated the same desktop. Changes to the desktop can thus remain persistent.


	
With summarized collections, there is no relationship between users and their virtual desktops. Users are connected to any virtual desktop that happens to be free whenever they start a session. After logging off, any changes they might have made to the desktop are lost; and, when they log back in and start a new session, the users are assigned to another available VDI in the pool.





Remote Desktop Web Access


The server with RD web access role service gives users access to their published resources (virtual desktop or remote desktop/app) through a web browser or through the Start menu (in Windows® 7 and Windows® 8 client machines) and sets up their session via the RD connection broker to the appropriate RD hosts.


Which RD role services require a Citrix® solution?


As already described, Microsoft® Windows Server® is the foundation for all Citrix® infrastructure servers. Only two of the remote desktop services roles are needed:






	RD licensing

	Even if users are accessing the VDI or SBC resources of a Citrix® solution, they must also have a corresponding Microsoft® license.





	RD session host

	If you want to provide published desktops or applications in a Citrix® solution, the VDA (virtual delivery agent) for Windows Server® OS needs to be installed on the server (with Citrix® XenApp® already installed on this server). The basis for the multi-user capability is still provided by the Microsoft RD session host.






The remaining RD roles are not needed in a Citrix® environment. Citrix' own products and services, all included in the XenApp®/XenDesktop® 7.7 product suite, are used instead!



2.5 Advantages and possible risks of VDI and SBC



At this point, I'm not going to repeat the well-known marketing arguments or go into detail into business case calculations. I assume that those who are reading this book have already in principle taken the decision to implement Citrix® XenDesktop® or XenApp® or to examine in more detail the opportunities offered by these technologies. Before diving into the detailed planning and implementation of a Citrix® virtualization in upcoming chapters, I will briefly explain the benefits and mention some of the potential obstacles of going this route. Unfortunately, too many projects fail to give adequate consideration to the business requirements and application and needs analyses remain rudimentary or, in some cases, aren't even done. If unconfirmed and rashly considered assumptions are made whilst planning, then that could endanger the entire project in the PoC (Proof of concept) phase.


Yes, I am also of the opinion that a comprehensive virtualization project brings many benefits and all three pillars of an IT organization can benefit. Cost reduction is a major benefit for company management, while simplified administration and simpler implementation of new requirements help administrators. New ways of working and access options increase user satisfaction. However, it is too often forgotten that such benefits may only be available once critical mass is reached. A sensible use of workstation virtualization requires a minimum number of users!


I am quite often asked by what I mean by "critical mass." If virtualization is supposed to reduce costs, at least 80% of users need to be switched over. Imagine a company with a functioning classic client-server environment that introduces a VDI and SBC solution and is thus able to cover 50% of its requirements. But you don't need a case study to recognize right away that this is not going to work. Instead of one environment, now you have to administer two completely different environments.


Luckily, there are still plenty of customers but who are not setting up virtual workstations to cut IT costs across the board, but are instead using them to trigger innovation for the improvement of business processes. The use of mobile workstations, flexible working methods, and increased security are the primary concerns. This is what has come to be called the on-demand enterprise, where you can work anywhere, anytime, with any connection and any device.
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Figure 2.5-1: On-demand Enterprise






2.5.1 Advantages



Cost savings




	expenses associated with providing and maintaining virtual applications and desktops are significantly reduced


	support requests are considerably reduced


	less time spent doing installations and maintenance time on end devices reduces costs


	potential savings on end devices by using lower-cost thin clients or BYOD (bring your own device) concepts





Dynamic working environment




	efficient and rapid adaptation of the required resources through centralized control; new or modified requirements can be quickly and efficiently implemented centrally


	users are always working with the same, familiar environment and experience consistent performance regardless of device





Standardization and stability




	All applications and desktops are centrally administered and provided to users according to company policies


	updates of applications, patches and also the introduction of new operating systems can be very easily automated by standardization and implemented with minimum test effort and minimal risk





Increased data security




	security risks are greatly minimized in a virtual environment, since applications are no longer installed locally


	access to all data is centrally controlled; the possibility of disclosing data to outsiders can be simply prevented with session settings (for example, not allow session data to be copied to local devices)


	centralized, full backup of data is possible because all of the information, including all user settings, is stored centrally





Troubleshooting and remote administration




	administrators can interact directly with the session; remote administration tools are no longer required


	if users really have a problem with "their" session, they can just be simply assigned a new user environment where they can continue working with their personal settings






2.5.2 Possible obstacles



VDI and SBC solutions are key solutions with benefits that should therefore be relatively easy to identify. However, it must be clear from the outset that there is still a certain potential for danger here!


Network availability


When an end device cannot reach the data center, there is no access to applications and data! Even in the case of network outages in a conventional client-server environment with locally installed applications, users cannot continue to work without restrictions because there are so many front-end and back-end applications. The majority of applications, however, can still be accessed offline and allow a certain ability to continue working. In a pure VDI/SBC environment, users normally have a very thin client with no local applications: so, if the network goes down, no work is possible.


Of course, XenDesktop® / XenApp® 7.6 offer optimizations towards some offline availability (see XenClient), but that should only be considered as a means to covering special requirements (such as laptop users). If central provisioning has been chosen, then the entire network concept needs to be reviewed, reconsidered and potentially adjusted accordingly. A close look at the pros and cons is necessary, especially in organizations with many locations and/or mobile users. Business processes need to be analyzed with clear illustration and analysis of potential impacts.


Administration and processes


Virtualization solutions cannot be introduced without adjusting the administration and testing processes accordingly. In a VDI and SBC environment, changes to the central servers and services will have a massive impact on all users. Clear multi-step processes (for testing and acceptance) must be defined to minimize or prevent the risk of a complete standstill of the central data center.


Applications


A pure VDI application will work for only a small number of customers. Especially when it comes to cost reduction, an SBC environment offers decisive advantages since it represents an optimal utilization of resources. However, this means that the applications are installed and operated on a server operating system. Applications must be enabled for multiple users and support resource sharing.


Evaluating the applications and the resulting design of the VDI and SBC environment is crucial for the successful implementation of any virtualization project. This subject will be covered in more detail in the following chapters.



2.6 The key components of a business case



The basis of any business cases has to be the current cost for a desktop PC. This sounds easier than it actually is in practice. Very few customers can name the real total annual cost of a workstation. Recent years have shown that looking at this factor alone can result in a reputable business case. The calculation needs to include all actual costs directly related to providing, operating and supporting a desktop PC.


This should then be compared to all the costs that will come with the planning, set-up and operation of a virtualization solution.


2.6.1 Direct desktop PC costs




	hardware acquisition cost (desktop computer)


	hardware maintenance costs


	acquisition costs for basic software (OS, license fees for administrative software)


	maintenance costs for basic software


	acquisition costs for applications


	maintenance costs for applications


	costs for packaging, testing and installing new software


	costs for packaging, testing and installing new operating systems


	costs for desktop management and operation of desktop applications


	costs for helpdesk and support cases


	desktop replacement costs (when lost to damage caused by on-site use, adjustments, copying of personal data)


	electricity costs





This list is certainly not complete and will need to be worked out in further detail depending on customer requirements.


2.6.2 Direct virtualization solution costs


On the other hand, of course, there are costs associated with setting up a virtualization solution. The details and requirements of the components will be developed in the next chapters (architecture and planning).




	hardware acquisition costs



	servers, network and storage


	thin clients (potential savings)







	hardware maintenance costs


	acquisition costs for basic software



	Windows Server® licenses


	Citrix® licenses


	Microsoft® Access licenses (RDS CAL, VDA)


	Hypervisor


	
3rdparty applications (e.g. AppSense®, ThinPrint®, application virtualization)







	maintenance costs for basic software


	acquisition costs for applications



	licensee fees for running applications via SBC/VDI


	costs associated with adjustments to applications need to ensure they run on SBC/VDI







	maintenance costs for applications


	costs for packaging, testing and installing new software (enormous potential for savings)


	costs for packaging, testing and installing new operating systems (savings potential)


	costs for server management


	costs of desktop management (enormous potential savings)


	cost to run applications (savings potential)


	costs for helpdesk and support cases (enormous savings potential)


	costs for planning, construction and transition to the new architecture


	server housing costs



	electricity, air conditioning, footprint










2.6.3 Potential savings on direct costs


As already clear from the previous list, there is potential for significant savings on certain line items. But, in exchange, there are some additional budget items that did not exist in the classic client-server architecture. A customer-specific business case needs to be developed so that the actual costs can be reliably compared. Based on recent experience, the following realistic figures can give some clue. Note that it can take at least five years to break even on the start-up costs!


Production costs




	procurement of hardware for the SBC/VDI environment


	replacement of all clients for cost-effective thin clients


	comparison with hardware costs for desktop PCs for the calculation period





Here you can assume as much as 30% in potential savings. The potential savings in electricity costs would also be a welcome feature in any business case. After all desktop PCs are replaced with thin clients, there remains a certain potential here. Of course, one should not forget the additional electricity costs associated with operating centralized servers (including the electricity costs for cooling calculated based on BTUs). Realistic calculations of recent years have shown up to 25% potential savings in overall electricity costs.


Administrative savings


Central systems significantly reduce administrative expenses and effort. In general, the software is installed and configured centrally just the one time and then assigned to the virtual resources (VDI desktop, published desktop or published apps) through Active Directory groups. Once the test phase has been successful, switching countless users to a new base operating system or a new application can be realized in just a few hours.


There is no longer any need for administrators to do this work at each workstation because all applications (incl. the operating system) are not installed locally. Instead, administrators simply copy users' entire sessions to the corresponding host right at their own workstations. The cost of replacing a defective end device is kept to a minimum and the costs for helpdesk support are minimized.
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