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Chapter 1 Introduction


This book aims to provide suggestions on how the painting process of components can be made more efficient, cost-effective and ecological using artificial intelligence (AI).


To this end, a typical industrial painting process is first broken down into its individual steps (Chapter 2). The different variants at the level of the process steps are not yet considered. The more detailed discussion including AI will be found in Chapter 4.


Once the basis for the structure of the painting process has been created, Chapter 3 discusses what artificial intelligence is. A wide range of approaches for various possible applications are shown, as well as certain negative aspects of the use of artificial intelligence.


Chapter 4 then shows where and how the use of artificial intelligence brings benefits at the level of each process step in the paint shop.


Last but not the least, Chapter 5 deals with the consequences and effects of using artificial intelligence in the painting process.










Chapter 2 Painting process


The typical painting process is generally divided into various sub-steps. These are now described in terms of their sequence. At this level, only the principles of the painting process are listed in this chapter so that a basis can be created and all readers have the same starting point.


The painting process presented here is carried out in a more or less automated industrial plant.



2.1 Storage


The raw parts should be stored correctly and cleanly and supplied promptly to the painting process. If the raw parts are stored for too long, the surface can be adversely affected by contamination or the sweating out of moving molecules.



2.2 Pre-treatment


Be that as it may, the raw parts must undergo pre-treatment.


As a rule, the first pre-treatment step involves cleaning the component surface.


Cleaning media are generally used for this whether wet-chemical or dry.


After cleaning, depending on the surface polarity of the component, a further pre-treatment, activation, must be carried out. This involves a balancing act between sufficient activation and avoiding too much activation.



2.3 Layer one


After cleaning and, if necessary, activation, the first layer is applied on the component. Depending on the application and objective, this first layer is referred to as a filler, primer or undercoat. The task of this first layer is to create a good bond to the component surface, to conceal any defects in the unfinished part and to enable the bonding of further coatings.



2.4 Layer two


After the first coat has passed a flash off zone and is dried by introducing energy, a second coat is usually applied to the first coat in a timely manner. The task of this second layer is to create a good bond with the first layer, to introduce a design function and to enable the bonding of further coatings.



2.5 Layer three


After the second coat has passed a flash off zone and is dried by introducing energy, a third coat is usually applied to the second coat in a timely manner. The task of this third layer is to create a good bond with the second layer, to introduce a protective function and to finalise the coating.


The third layer passes a flash off zone and is dried by introducing energy.



2.6 Removal of the painted parts


After the last layer has been dried, the painted component can be removed (from the skids) and quality assurance can be carried out, for example with layer thickness and colour measurement.


In this chapter, only the process of painting components will be outlined more or less schematically so that the various stages are clearly delineated. This subdivision supports the further discussion of how AI can be utilised in the painting process. Now that the process in an industrial paint shop has been outlined, we need to go into more detail: what is AI?










Chapter 3 AI


The process in a typical paint shop was roughly defined in Chapter 2. The question now is: what is artificial intelligence (AI) and how can we use it in a paint shop? Since AI is already in use, even though it is actually a novelty, the following discussion should not be limited to painting. The most important findings of this chapter are brought together in Chapter 4 in the connection between the painting process and AI. So now to the question: What is artificial intelligence?


Artificial intelligence


Artificial intelligence (AI) is a branch of computer science that deals with the automation of intelligent behaviour and machine learning. The term is difficult to define, as there is already a lack of a precise definition of "intelligence". Nevertheless, it is used in research and development.


One attempt to define "intelligence" is that it is the quality that enables a being to act appropriately and with foresight in its environment; this includes the ability to perceive environmental data, i.e. to have sensory impressions and respond to them. This includes the ability to perceive and react to sensory impressions, to absorb and process information and store it as knowledge, to understand and produce language, to solve problems and achieve goals.


Practical AI successes are quickly integrated into the areas of application and then no longer count as AI. Because of this so-called "AI effect" [1], AI research only seems to struggle with hard nuts that it cannot crack, which is also expressed by Tesler's "theorem": "Intelligence is what machines have not yet done".



3.1 General information


The understanding of the term artificial intelligence (AI) reflects the materialistic concept of "man as a machine" from the Enlightenment. L'Homme-Machine is the title of the relevant "blasphemous work" by the Radical Enlightenment philosopher La Mettrie from 1748. This is precisely the goal of so-called strong AI. It wants to create an intelligence that mechanically imitates human thinking [2]. It wants to construct a machine that reacts intelligently and behaves like a human being.


After decades of research, the goals of strong AI are still visionary.



3.1.1 Origin of the term and attempts at definition


The term artificial intelligence was coined in 1955 by the US computer scientist John McCarthy as part of a funding application for a research project [3, 4].


There are numerous definitions of the term AI. Depending on the point of view, artificial intelligence is defined in industry, research and politics either by the applications to be achieved or by looking at the scientific foundations:


"Artificial intelligence is the property of an IT system to exhibit "human-like", intelligent behaviour." - Bitkom e. v. and German research centre for artificial intelligence [5].


"Artificial intelligence [...] is a branch of computer science that deals with research into the mechanisms of intelligent human behaviour [...]." - Spektrum der Wissenschaft, Lexikon der Neurowissenschaften [4]. "By artificial intelligence (AI), we mean technologies that complement and strengthen human abilities in seeing, hearing, analysing, deciding and acting." - Microsoft Corp. [6].


"Artificial intelligence is the ability of a machine to mimic human abilities such as reasoning, learning, planning and creativity." - European parliament (website) [7].



3.1.2. Strong and weak AI


Strong AI would be cognitive systems that can take on the work of completing difficult tasks on an equal footing with humans. In contrast, weak AI is about mastering specific application problems. The aim here is to support human thinking and technical applications in individual areas [2]. The ability to learn is a key requirement for AI systems and must be an integral component that is not added as an afterthought. A second main criterion is the ability of an AI system to deal with uncertainties and probabilities (as well as probabilistic information) [8]. In particular, those applications are of interest for whose solution a form of "intelligence" seems to be necessary according to general understanding. Ultimately, weak AI is therefore concerned with simulating intelligent behaviour using mathematics and computer science; it is not concerned with creating awareness or a deeper understanding of intelligence. While the creation of strong AI has failed to date due to the philosophical issues involved, significant progress has been made on the weak AI side in recent years.


A strong AI system need not have much in common with humans. It will probably have a different cognitive architecture and its developmental stages will not be comparable to the evolutionary cognitive stages of human thought (evolution of thought). Above all, it cannot be assumed that an artificial intelligence possesses feelings such as love, hate, fear or joy [9].



3.1. 3 Fields of research


In addition to the research results of core informatics itself, research into AI has also incorporated results from psychology, neurology and neuroscience, mathematics and logic, communication science, philosophy and linguistics. Conversely, AI research has also influenced other fields, especially neuroscience. This can be seen in the development of the field of neuroinformatics, which is assigned to biology-orientated computer science, and computational neuroscience.


Artificial neural networks are techniques that have been developed since the middle of the 20th century and are based on neurophysiology.


AI is therefore not a closed field of research. Rather, techniques from different disciplines are used without necessarily being connected to each other.


One important conference is the International Joint Conference on Artificial Intelligence (IJCAI), which has been held since 1969.


Since the term was coined in 1955, several relatively independent sub-disciplines have emerged:




	Pattern recognition, which includes speech recognition and handwriting recognition.


	Knowledge modelling, including logic programming and inference


	engines.


	Expert systems, question-answer systems and chatbots.


	Machine learning.


	Artificial neural networks and deep learning.


	Computer vision.


	Robotics; and


	Universal game programmes.





There are close links to the research field of artificial life. The long-term goal of AI is the ability of an intelligent agent, known as strong AI or artificial general intelligence, to understand or learn any intellectual task that a human or other living being can perform.



3.2 Sub-areas



3.2.1 Knowledge-based systems


Knowledge-based systems model a form of rational intelligence for so-called expert systems. These can provide answers to a user's questions based on formalised specialist knowledge and the logical conclusions drawn from it. Exemplary applications can be found in the diagnosis of diseases or the search for and elimination of faults in technical systems. Examples of knowledge-based systems are Cyc and Watson.



3.2.2 Pattern analysis and pattern recognition


Visual intelligence makes it possible to recognise and analyse images and shapes. Examples of applications include handwriting recognition, identifying people by facial recognition, matching fingerprints or irises, industrial quality control and production automation (the latter in combination with robotics findings).


Using linguistic intelligence, it is possible, for example, to convert a written text into spoken language (speech synthesis) and, conversely, to transcribe a spoken text (speech recognition). This automatic language processing can be extended so that words and texts can be assigned meaning using latent semantic analysis (LSI for short).


Examples of systems for pattern recognition are Google Brain and Microsoft Adam [10].



3.2.3 Pattern prediction


Pattern prediction is an extension of pattern recognition. For example, it forms the basis of the hierarchical temporal memory defined by Jeff Hawkins.


"Prediction is not just one of the things your brain does. It is the primary function of the neocortex, and the foundation of intelligence." ("Prediction is not just one of the things your brain does. It is the primary function of the neocortex, and the foundation of intelligence.") - Jeff Hawkins: On Intelligence [11].


Such systems have the advantage that they not only recognise a specific object in a single image (pattern recognition), for example, but can also predict from a series of images where the object will be located next.



3.2.4 Robotics


Robotics deals with manipulative intelligence. Among other things, robots can be used to automate dangerous activities such as mine detection or repetitive manipulations such as those that can occur during welding or painting.


The basic idea is to create systems that can reproduce the intelligent behaviour of living beings. Examples of such robots are ASIMO and Atlas.



3.2.5 Artificial life


AI overlaps with the discipline of artificial life (AL) [12] and is seen as a superordinate discipline or even a sub-discipline [13]. AL must integrate their findings, as cognition is a core characteristic of natural life, not just of humans.



3.2.6 AI-Alignment


he young research field of AI alignment deals with the alignment of AI with human values and norms. Regardless of whether the respective AI has a form of consciousness, every AI behaves according to its training. Due to errors or gaps in training, an AI can easily be trained to behave in a way that is not compatible with human values [8]. Research is trying to find out how and whether ethical behaviour in AI can be ensured in order to prevent problems such as the use of AI in hospitals and courtrooms, but also to minimise the risks posed by advanced AI, such as in the case of technological singularity [9].



3.3 Methods


The methods of AI can be roughly categorised into two dimensions: symbolic vs. neural AI and simulation method vs. phenomenological method. The following diagram illustrates the relationships:


Neural AI pursues a bottom-up approach and aims to replicate the human brain as precisely as possible. Conversely, symbolic AI takes a top-down approach and approaches intelligence from a conceptual level. The simulation method is orientated as closely as possible to the actual cognitive processes of humans. In contrast, the phenomenological approach is only concerned with the result.
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