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Epigraphs







The real purpose of the scientific method is to make sure Nature hasn’t misled you into thinking you know something you don’t actually know … If you get careless or go romanticising scientific information, giving it a flourish here or there, Nature will soon make a fool out of you.




 





Robert Persig: Zen and the Art of Motorcycle Maintenance (1974)




 





Quod enim mavult homo verum est, id potius credit [Man more readily believes what he would like to be true]




 





Francis Bacon: Novum Organum (1620)

























Preface





This book grew out of a course of lectures that I gave to undergraduates embarking on a degree in Anthropology. The book owes a great deal to the many people with whom I have discussed the ideas developed within it, in particular my former colleagues and students in the Department of Anthropology at University College London. In many ways the book owes a hidden debt to my own teachers: I should acknowledge a particular debt to John Crook (who taught me biology), Jeffrey Gray (who taught me psychology) and Geoffrey Warnock (who taught me philosophy). I am especially grateful to Celia Heyes, Julian Loose, Nick Maxwell, Henry Plotkin, Kim Richardson, Simon Strickland and Daisy Williamson for taking the time and trouble to read and comment on some or all of the chapters. Julian Loose deserves special thanks for his patience in shepherding the book through the editorial processes.


In the interests of making the book more accessible, I have not formally referenced sources within the text. However, I have added a bibliography which includes all the relevant sources which I hope will satisfy those with more stringent demands in this respect. I fear that many will feel that I have not done their disciplines full justice; in my defence, I can only point out that I have driven equally roughshod over my own research specialties. In many respects this will simply serve to emphasize the problems concerning the popularization of science that I discuss at some length in Chapter 8.
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Introduction







Among a science teacher’s most striking experiences are encounters with bright, eager students who are utterly unable to understand some seemingly simple scientific idea.


Alan Cromer: Uncommon Sense (1993)





In 1632 the Italian astronomer Galileo Galilei published his Dialogue Concerning the Two Chief World Systems. In doing so he inadvertently set in motion one of the greatest revolutions in the history of the human race. His achievement was to discredit, once and for all, the long-cherished view that the earth is the centre of a universe whose sole purpose is the sustaining of human life. The world, he told us, is not always as it seems. Overnight, we humans became bit-part players in a drama whose stage dwarfed us by its magnificence, in a plot for which we were at best a minor footnote. Galileo marked the end of a long haul up from the first glimmerings of a conscious thought in the mind of some prehistoric human ancestor a quarter of a million years ago to the triumphs of fully fledged modern science.


Although we have lived in the Age of Science ever since, we have remained ambivalent about Galileo’s vision of the world. For the last 350 years we have continued to hanker after the cosy certainties of our intellectual infancy when we were the focus of attention, the purpose for which God had created the universe, the centre around which this enormous edifice revolved. With Galileo’s book, we were thrust rudely backstage. Not surprisingly, perhaps, we have viewed the ever-rising tide of science with an ambivalence tinged with a growing sense of alienation, of no longer being in control of our destinies.


The trouble with science was born of these doubts, for Galileo’s legacy spawned divided loyalties. On the one hand, the proponents of science, enthused by its dramatic successes, rushed headlong down the sometimes bewildering maze of corridors opened up by the scientific revolution. On the other, the reaction against the hard-edged world of science found expression in a yearning for a more emotionally sensitive relationship with nature. Many of those who nailed their colours to the Romantic movement’s masthead in the nineteenth century, for example, did so in order to take a deliberate stand against the destruction of traditional values that science seemed to represent.


These concerns have not gone away. They underpinned the deep antipathy to science that prompted C. P. Snow’s forthright essay The Two Cultures (science versus the arts) thirty-five years ago.




The reasons for the existence of the two cultures are many, deep, and complex, some rooted in social histories, some in personal histories, and some in the inner dynamic of the different kinds of mental activity themselves … Western intellectuals have never tried, wanted, or been able to understand the industrial revolution, much less accept it. Intellectuals, in particular literary intellectuals, are natural Luddites.


(Snow, p.22)





While the debate that followed the publication of Snow’s Rede Lecture in 1959 clearly demonstrated that many within the humanities were highly supportive of science (and, indeed, endeavoured to apply the principles of science to the study of the arts), it did little to dispel Snow’s point that a significant body of opinion existed within the intellectual community that was profoundly anti-science. In a curious way, this view was highlighted by Snow’s observation that the word intellectual was, by common convention, never used to refer to scientists.


Snow, of course, overstated his case. And it would be no fairer now to insist that all who label themselves as either intellectuals or members of the humanities advocate anti-science views. Nevertheless, there is, I believe, growing evidence to suggest that this antipathy to science has, if anything, deepened as the humanities have perceived themselves to be increasingly beleaguered by the sciences. More disturbing still is the evidence that people, particularly those of school age, are being turned off science.


A Problem in the Making


One of the most alarming manifestations of this ambivalence towards science emerges from the statistics on science education. In Britain, the number of sixteen-year-olds taking chemistry in the GCSE public examinations each year has plummeted by an astounding 70 per cent in just two years from approximately 205,000 in 1989 to just over 62,000 in 1991. Most of the leakage has been into less intense general science courses (though even this is less out of choice than because students must take at least one science subject).


A similar effect can be detected at university level. Many science courses at universities are struggling to fill their places, even with students whose qualifications would be considered too poor to warrant a second thought in the humanities. I ran a quick trawl through the current entry requirements for science and humanities courses listed in one of the handbooks for prospective applicants for university places in 1994. I selected eight science degree courses (Biochemistry, Biology, Chemistry, Computing, Engineering, Genetics, Geology and Physics) and eight humanities degree courses (Fine Art, Classics, English, History, Law, Modern Languages, Philosophy and Politics) at eight major British universities (Birmingham, Bristol, Durham, Edinburgh, Glasgow, Liverpool, Manchester and University College London). The average minimum qualification at GCE A-level required from school-leavers for humanities courses was 22.8 points, with a range from 20 to 26. That is very nearly equivalent to B grade passes on three subjects at A-level (where an E represents the bare minimum pass). In contrast, the average minimum qualification was 18.6 points for the science courses (with a range from 16 to 24), the equivalent of three C-grade passes at A-level. Most British universities consider C-grade passes to be the minimum acceptable for a student to cope with an Honours degree, yet some courses are accepting less than this. The lowest requirements were in chemistry, genetics and engineering, three subjects of fundamental industrial significance in the modern world.


In effect, science students were very nearly a whole class lower in ability right across the board. Bear in mind that these entry requirements do not necessarily reflect the difficulty of the courses concerned: they are determined purely by market forces relating number and quality of applicants to the number of places available. Science courses have lower entry requirements because fewer high-quality students are applying for them.


It seems that many in the younger generation are being turned off the sciences at some point in their school careers, either because they find them too difficult or because they find them too boring. Either way, the risk is that the less able students will go for the sciences because it’s easier to get a university place in these disciplines. The implications for the decades to come hardly bear thinking about. If the quality of science students is poor, then the quality of the science teachers in the next generation – as well as the quality of industrial research and development – will also be poor, for it is these same students who must fill these roles in the years ahead. Poor science teaching means a rapid downward spiral into ever poorer quality students in the decades to come. Poor-quality research means an inevitable downward slide in national industrial competitiveness.


We are, it seems, already witnessing the beginnings of that downward spiral. As long ago as 1984, a study of British science output by Ben Martin and his colleagues revealed that, over the preceding decade, the proportion of all the papers in science journals that had been published by British scientists fell by almost 20 per cent. In only a handful of disciplines had the proportion increased. British science was already beginning to make less of a splash on the international scene.


Another gloss on the problem is provided by the surveys and polls on the public understanding of science. These polls consistently show that 70 to 80 per cent of the British public approve of science and think it does a good job for us. The consistency between the poll carried out by New Scientist magazine in 1984 and the two polls carried out by Gallup on behalf of the BBC in 1987 and the Daily Telegraph newspaper in 1992 is quite remarkable. Needless to say, the response to these findings was one of general satisfaction. What this self-congratulatory view overlooks, however, is the 15 to 20 per cent of the population who think that ‘science attacks tradition and robs life of its spiritual meaning’ (to quote one of the questions endorsed by 16 per cent of those polled in the 1992 Daily Telegraph survey). This apparently insignificant minority is, I believe, more important than the pollsters’ glib assertions about the general public approval for science would have us believe.


The reason why we should be concerned about the minority that espouses anti-science sentiments is that many of these individuals are often better educated, more articulate and more committed to their particular views than the average citizen. A significant number of them are university-educated (though, of course, they tend to hold degrees in the humanities). More importantly, they frequently occupy influential positions within the social, educational and political establishments where they are able to wield a degree of political power that is out of all proportion to their number. Within the British House of Commons, for example, the great majority of the 650-odd MPs have university degrees; the number that have degrees in science, however, barely runs to a few dozen. It’s a similar story for the civil servants who run the machinery of government. Much the same can be said of journalism (though the imbalance in this area is beginning to change).


The situation in the teaching profession, at least in Britain, is legendary: many schools, but particularly those in the poorer areas, find it difficult if not impossible to hire science teachers and are often forced to use unqualified staff to teach science subjects. The implications are not encouraging: teachers who do not understand science, and lack confidence in their ability to explain it, will never be able to inspire children in subjects that are intrinsically difficult to come to grips with. The prospect is a generation to come that is scientifically illiterate.


This contemporary dissatisfaction with science finds expression in two other phenomena characteristic of the late twentieth century. One is a dramatic resurgence of fundamentalist attitudes and beliefs, many of which are either self-consciously anti-science or actively seek to constrain its activities in radical ways; the other is marked by the emergence of philosophies of despair among the intellectual élites within the humanities.


Almost all of the major religious faiths have experienced a startling growth in fundamentalism during the past two decades. Creation Science, with its vigorous anti-evolutionary stance, has been but one manifestation of this within the Christian tradition. Most other major religions have experienced equivalent developments. Beyond the more conventional religions, this same attitude finds expression in the kinds of New Age mysticism associated with revivals of, for instance, ancient Druidic ceremonial, witches’ covens and the cult of Gaia (the mother-goddess said to represent the living earth), not to mention a flowering of millennial movements.


Barry Hugill, the Observer newspaper’s education correspondent, was recently drawn to comment that ‘in the United States, the coming millennium has spawned numerous cults, supported by thousands of apparently sane people. So nutty are their ideas that Noam Chomsky, the world-famous professor of linguistics, says he cannot rule out the possibility of a regression to “pre-Enlightenment times”.’ Although these cults are far less common in Britain, there is, he noted, ‘evidence that many, especially the young, are flirting with ideas on the outer edges of reality’. Here is the next generation who will have the responsibility for lifting us out of the social and ecological morass into which we are inexorably driving ourselves; yet their beliefs about the world are being increasingly influenced  by zany half-baked ideas whose relationship to reality is often at best tenuous.


Much of this has an understandable psychological origin. Indirectly, many of these movements have their origins in the same concerns that underpin the extraordinary success in recent years of both ‘charismatic’ movements within the conventional Christian churches and alternative medicine. The real world, with its diseases and its deep psychological stresses that threaten to overwhelm us, is often a genuinely frightening place. The staid structures of both the traditional churches and conventional medicine have done little to appeal to the emotional side of human nature, while science has inevitably seemed too intellectual and cold to fulfil that role.


It is no wonder that so many resort to faiths that promise to heal their ills or shelter them from the excesses of an uncaring world. There is a great deal at stake, for their commitment is often born of deep anxieties and fears. Understandably, perhaps, they frequently defend their chosen route to salvation with all the paraphernalia of fanaticism. A propos of alternative medicine, the writer Duncan Campbell commented in a recent article in the Observer newspaper: ‘Who dares put down the chronically ill? Who dares question a panel of cancer patients? By this means, organized quackery has made the very idea of questioning its methods seem politically incorrect, and has thereby silenced its critics … Reporters who have looked objectively at “alternative medicine” have become the targets of hate campaigns and personal vilification.’ Sadly, this defensiveness has made testing the claims of alternative medicine very difficult and this, in turn, has tended to polarize views on both sides.


The second form in which this phenomenon has manifested itself is in the rise of what, in the rarified atmosphere of intellectual circles in the humanities, has come to be known as ‘Postmodernism’. Postmodernism, as its name implies, owes its existence largely to the collapse of the Modernist movement that dominated the arts and literature from the end of the nineteenth century. Dismay at the side-effects of modern technology, combined with despair at the horrors spawned by right-wing totalitarian regimes (many of which justified their activities on pseudo-scientific grounds) and the continued refusal of nations to co-operate with each other across the globe, served only to heighten the sense of disillusion that began to set in among intellectuals in the aftermath of World War II.


The resulting fragmentation of the largely forward-looking Modernist dream precipitated a pessimistic retreat into the view that there was no such thing as certain knowledge. Science itself came to be seen as one more expression of male-dominated Western cultural imperialism, a by-product of capitalism whose main function was to maintain the inequalities of the status quo. Within the humanities and the social sciences, such views have proved especially attractive to the more radical members of the younger generation, who have often used them as a powerful means of undermining the authority of their elders, many of whom hold more traditional (and conventionally scientific) views. In its most extreme forms within the social sciences and the humanities, the Postmodern influence often presents itself as the claim that there is no standard against which the validity of any idea can be tested. Its proponents cannot agree on a common agenda (because to do so would privilege some ideas above others), and the general thrust of the movement is self-consciously towards intellectual anarchy. In the social and historical sciences, it quite commonly takes the form of a wholly uncritical presentation of alternative views, irrespective of how rational or coherent these views might be. The reader is left to make of it what he or she will.


In contemplating this problem, it seems to me that all these different phenomena share a common element: an information gap of potentially disastrous proportions. Neither the proverbial man-in-the-street nor many of those who avow Postmodernist views in the humanities have any real understanding of what scientists do or how science works. Science has become a form of magic practised by an élite priesthood whose members have been subjected to a long and arduous apprenticeship in secret arts and rites from which the layman is firmly excluded.


Of itself, this need not be too serious: some of the more esoteric sciences might well be able to survive in quiet academic backwaters irrespective of whether or not the public understands them. However, their ability to do that does directly depend on the willingness of the public to finance science at all. A more serious problem is that, in our modern world, we have become totally dependent on the march of science to clothe and feed us. If we abandon science, we will, within decades if not years, be caught in Malthus’s painful bind, for traditional forms of agriculture can no longer sustain the populations of the industrialized world. Because of their global scale, the resulting upheavals and social chaos will dwarf our past experiences of war, plague and famine.





What’s Wrong With Science?


Let me spell out in a little more detail some of the misconceptions that have crept into public debates on science. One common perception is that all the man-made environmental disasters of the last century are the fault of science. In its more naive versions, the argument goes something like this. Science makes possible new technologies; therefore scientists are ultimately responsible for all the ills that result. So when the use of aerosol cans damages the ozone layer, thereby exposing us all to increased risks of skin cancer and global warming, or an ageing tanker runs aground and spills thousands of gallons of crude oil into the sea, it is science that is to blame because science produced the technology that made these things possible. When a nuclear power station leaks radioactive material into the environment, the responsibility lies not with those who mismanaged the technology or those who pushed machinery beyond its safety limits in the interests of marginally increased profits, but with those who discovered the physics that makes nuclear power generation possible. If scientists had never learned how to split the atom, or had been prevented from doing what they believed was possible, then we would not have had disasters like Five Mile Island and Chernobyl. Lest I seem to be setting up straw men here, let me simply add that I have heard this very claim being argued with deep conviction by both laymen and by academics in the social sciences. A very similar line is being vigorously peddled in some of the current media debates about artificial insemination of single women and post-menopausal motherhood.


An example of just this style of argument appeared in the London Evening Standard newspaper in the summer of 1991. A few days previously scientists in London had announced the discovery of the twenty or so genes on the Y chromosome that are responsible for maleness in mice; as a result, they had been able to create a ‘transgenic’ mouse that was genetically female but that exhibited all the normal male characteristics as a result of a bare couple of dozen genes that had been inserted into one of its chromosomes. This, argued the columnist Mary Kenny, would lead to the terrifying prospect of a drastically unbalanced sex ratio among humans because people would now choose to have all their female babies transformed into males. The spectre of Dr Mengele, the villain of the Nazi concentration camps, was brought into the story to imply a direct connection between modern genetics research and the activities of the infamous wartime medical researchers. The fact that people in all cultures throughout history have manipulated the sex ratios of their offspring (and by no means always in favour of sons!), and have not needed science to do it for them, went unnoticed. Nor, it seems, was this journalist aware that, under a well-established principle from Darwinian evolutionary theory known as Fisher’s Theorem, the shortage of daughters would very quickly make them more valuable, and so encourage at least some parents to prefer daughters to sons, thus restoring the balance in the sex ratio within at most a generation or two.


To be sure, there are serious moral questions to be answered about our use and abuse of science, but we need to distinguish very carefully between questions about science and questions about the exploitation of scientific knowledge. After all, it is inconceivable that any human intellectual activity could be so totally free of the risks of misuse that it should be accorded a privileged position. If we accept strictures on the practice of science, we ought by the same token to accept similar restrictions on the arts, on the media, on religion, on politics and on all the other myriad facets of human culture. We would all, quite rightly, baulk at that. Yet precisely such action is often proposed with respect to science.


A rather different viewpoint is currently being promulgated in what is rapidly becoming a public debate conducted through the best-seller lists of major publishers. Brian Appleyard’s book Understanding the Present is but one among many in this genre, but it will serve as a suitable representative.


The basis of Appleyard’s argument is that science is socially and morally corrosive in the sense that it destroys the old certainties on which social life has depended for the past hundred millennia or so of human history. The sheer success of science – the overwhelming sense of power, of the ability to control the world, that it generates – has, he argues, destroyed our ancient dependence on the spiritual life. It is the emotional content of our spiritual side, he insists, that makes us human. With the advent of modern science, we have lost that sense of self, of humanity, that makes us what we are, that creates for us a purpose in life. ‘Science … is spiritually corrosive, burning away ancient authorities and traditions. It cannot really co-exist with anything. Scientists inevitably take on the mantle of the wizards, sorcerers and witch-doctors. Their miracle cures are our spells, their experiments our rituals’ (Appleyard, p.16).


Appleyard, it seems, has lost his sense of purpose in life and searches in vain for it among the bland accomplishments of science. All he can see is polished steel and glass, the sanitized paraphernalia of the modern science laboratory. It is a place in which he feels deeply uncomfortable, a stranger in a harsh and unfamiliar landscape. ‘The problem is that science tells us there is nothing especially privileged about our position. Nothing is conclusive, we are eternally in “the middle of things” … There is nothing special about the way we happen to see things, nothing special about what the universe looks like from a human-sized perspective. In short, there is nothing special about us’ (ibid., p.15). He surely speaks for many who are overawed by science’s achievements, who are concerned about the apparent lack of control that they as individuals have over the world in which they live, who seek in vain for some meaning to their lives, who yearn for some deeper mystery in the universe to provide them with emotional comfort.


His answer is that we should abandon science as we know it because it dulls our appreciation of our own emotional inner life. Left to its own devices, so the argument seems to run, the cold logic of science will eventually eradicate music, art and literature, as well as those deep emotional stirrings we experience on viewing a scene of natural beauty or hearing a bird singing in the ‘dawn chorus’ in the half-light of an early summer morning. Instead, the world of science conjures up visions of the ordered society of Orwell’s 1984 where ‘Big Brother’ tells you what to think, where life unfolds its drearily inevitable course in the dull grey world of an authoritarian state. Appleyard’s clarion call is for a return to the inner world of the soul, where we can be in touch once more with our alienated feelings and emotions.


This is, of course, a view that harks back to the Romantic movement of the last century. It was also the view of many turn-of-the-century mystical philosophers. Here is the Russian P. D. Ouspensky, writing in the early 1920s:




Developing science, i.e. objective knowledge, is encountering problems everywhere … There are multitudes of problems the solving of which science has not even attempted; problems in the presence of which the contemporary scientist, armed with all his science, is as helpless as a savage or a four-year-old child. Such are the problems of life and death, the problems of space and time, the mystery of consciousness … In the world lying beyond the domain of usual experience exact science with its methods has never penetrated and will never penetrate … We have also lost the understanding of magical ceremonies and rites of initiation into mysteries which had a single purpose: to help this transformation in the soul of man.


(Ouspensky, pp.233, 235, 236, 257)







*





The undercurrents of conflict between science and anti-science are very real and the resolution of this conflict will have far-reaching consequences not just for the way we live, but also for our future political organizations, perhaps even for our survival as a species. Something, as the Bard remarked, is seriously wrong in the state of Denmark. We had better do something about it before it engulfs us.


In the chapters that follow, I try to tackle this problem head on. I explore both the nature of science and the reasons why, 350 years after Galileo, we still seem to have so much trouble coming to terms with it.
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What is This Thing Called Science?







Experiments are the only means of knowledge at our disposal. The rest is poetry, imagination.


Max Planck





Scientists have seldom stopped to ask what it is that characterizes what they do. Being pragmatic people, they have simply got on and done it. Philosophers, on the other hand, have spent a great deal of time worrying about how we should define science and how we might distinguish it from religion (if indeed we can). Both groups have, in the end, been concerned with the same central issue, namely the certainty of our knowledge about the world, but their perspectives have been very different. Scientists have generally been more concerned with the validity of the particular inferences they draw about the world; philosophers have usually been more concerned with the nature of the scientific process as a whole. The proper place to start our enquiry, then, is with the philosophers.


The Art of Science


If modern science can be said to have had its beginning with Galileo in 1632, then the philosophy of science might be said to have had its beginning with the English philosopher and man of letters Francis Bacon. In a series of books published between 1606 and his death in 1626, he defended the cause of empirical* science and vigorously lambasted what he saw as the time-wasting triviality of the theologian-philosophers  of the medieval period. The issue at the heart of Bacon’s onslaught against the medieval scholars was the certainty of knowledge. How can we be sure that our knowledge is completely reliable? The tradition established by the early Greek philosophers from Socrates onwards gave pre-eminence to logical deduction. For Bacon, this had been the root cause of all the unresolved (and unresolvable) squabbles that had dogged medieval philosophy for the best part of six centuries.


Bacon’s contribution to the development of science lay in the fact that he identified the importance of both empirical observation and formal experiments as the only way of adequately testing hypotheses. His arguments proved to be extremely influential with the rapidly growing band of professional scientists over the next two centuries. In extolling the virtues of his new method, however, he was less than fair to his predecessors. To be sure, there had been plenty of hair-splitting to justify Bacon’s outrage. But there were conspicuous exceptions, too, and Bacon owed a great deal to them. Among these, the names of Nicolas Oresme, Robert Grossetest, Duns Scotus, William of Occam (or Ockham) and Bacon’s own namesake Roger Bacon were particularly important. They too had emphasized the importance of applying logic rigorously to arguments, had extolled the virtues of theories that demanded the fewest unproved assumptions (an important principle known to this day as ‘Occam’s Razor’) and championed the empirical testing of hypotheses. As early as the first half of the thirteenth century, Grossetest was giving serious consideration to the problems of induction and the validity of knowledge. But even these giants of their day were outshone by the Arab alchemists and philosophers of the medieval period: men like al-Haytham, Muhammad ibn Musa al-Khwarizmi and Kamal al-Din al-Farisi raised the art of experimentation to new heights between the ninth and fifteenth centuries.


Bacon’s vilification of Aristotle was even more misplaced. To be sure, Aristotle’s works had suffered badly at the hands of the medieval scholars. Overawed by his formidable powers of analysis and his sheer breadth of knowledge, they had come to regard Aristotle as infallible. Unfortunately, he was known less through his own works than through the self-serving compilations made by the medieval scholars. It was not so much against the great polymath that Bacon railed as against the so-called medieval Aristotelians. For what Aristotle achieved in the fourth century  BC was truly remarkable.


Though by no means the first empiricist among the Greek philosophers,  Aristotle stood out among his contemporaries for the meticulous care with which he worked. He often complained that his predecessors’ work was marred by careless observation. He also differed from them in one other fundamental respect, namely his insistence on the importance of using empirical observations to test hypotheses. Where his predecessors had tended to use observations merely as starting-points for their speculations, Aristotle brought his theories back to be tested against nature. Facts obtained by observation had pre-eminence above theories, he insisted. These two features were combined with one final ingredient that provided a powerful methodology: the use of rigorous logical deduction to develop causal hypotheses that could be tested with empirical evidence.


What lies at the heart of both Aristotle’s and Bacon’s approaches is the insistence on hypothesis-testing. But, in the centuries following Bacon, the ‘scientific method’ came to mean the ‘experimental method’, thanks largely to Bacon’s vigorous campaign on behalf of the developing experimental sciences. Unfortunately, this is to confuse the general with the particular. Experiments are a particular way in which hypotheses can be tested, but they are not the only way. We can also test hypotheses by observation (as Aristotle did) as well as by assessing their internal logical consistency (as the great Greek geometers from Euclid to Pythagoras had done). Nonetheless, there is a difference between experimental and observational tests that Bacon well recognized, and this is the fact that observational data are fraught with many uncontrolled variables. Experiments have the crucial advantage that the scientist can control most of the variables except the one he or she happens to be particularly interested in.


In a world in which almost everything is influenced by many different factors, confounding variables are the bane of a scientist’s life. Consider the simple problem of what determines the growth of crops. There is an almost infinite number of possible factors: the amount of rainfall, the temperature, the wind, soil type, slope and aspect of the land, the month when planting took place, the sign of the zodiac at planting, the number of birds on spring migration that year, the number of sacrifices made to the appropriate gods, the number of days since the world began – and that just lists some of the more obvious possibilities: There is nothing intrinsically wrong with any of these suggestions: they are all perfectly good scientific hypotheses. Our problem is to decide which are genuine factors that really do influence plant growth and which are incidental correlations completely unrelated to plant growth.


As it happens, we now know that the first five really do influence plant growth. The sixth, seventh and eighth are unrelated to plant growth as such, but correlate with variables that do influence it; and the last two are almost certainly irrelevant. But the point is that we are not to know this in advance. Were we to test only one hypothesis by checking our crops’ performance, we might well get a good match between prediction and reality for all of these hypotheses. Using the sign of the zodiac as a guide to when we should plant crops, for example, might well have yielded very satisfactory results year after year in central Greece during the last few centuries BC. This is because, although the planets themselves have no influence on the growth of plants, their movements through the heavens do happen to correlate quite closely with some of the factors that do (notably the seasonal pattern of rainfall and temperature). But it would have proved to be a disastrous rule to follow in, say, South America at the time. Moreover, it would not help us today, even in central Greece, because the precession of the earth’s axis of rotation (the gradual change in the direction of its alignment with respect to the polar stars due to the earth’s wobble as it spins on its axis) has meant that the timing of the zodiac signs has moved round one whole sign since Aristotle’s time: the sequence starts in the constellation Pisces rather than the constellation Aries as it did 2500 years ago.


Let me give a more specific example. Researchers at Israel’s Tel Aviv University recently reported that people who sport thin moustaches are more susceptible to ulcers than anyone else. Now, this might tempt me to rush to the bathroom and shave off my moustache in the expectation that doing so will instantly reduce my susceptability to ulcers. Alas, such a course of action would be entirely useless: indeed, it might even have the opposite effect and increase my chances of developing an ulcer. The reason, of course, is that moustaches as such do not influence the development of ulcers. Rather, my personality influences both my susceptability to ulcers and my shaving habits. The clipped and neatly trimmed moustache is simply a correlated consequence of my general demeanour. Edgy people are more likely both to clip their moustaches and to develop ulcers. Leaving my moustache to grow long and unkempt or shaving it off altogether might in fact make me more edgy, and so more likely to develop ulcers. Correlations do not imply causes. The central problem in science, as in everyday life, is how to differentiate between real causal effects and the spurious ones that are due to confounding variables.


In Bacon’s time, trying to unravel the complex web of relationships in real world phenomena was close to impossible without the aid of experiments in which only one factor was allowed to vary while all the others were held constant. For Bacon and those that followed him, observational data were the starting-point for theory-building, but that was all. Armed with an hypothesis based on observation, the scientist had to set about a series of rigorous experimental tests in order to rule out all the spurious correlations. However, the development of mathematical statistics over the past century or so has given us an array of powerful techniques that allow us to undertake equivalent tests on purely observational data. Statistical analysis, which uses mathematical techniques to separate out the influence of different factors, has made possible a dramatic rise in the number of non-experimental empirical studies, especially in the second half of the present century.


This change in emphasis has had important consequences in some areas of science, notably subjects like behavioural biology where experimental manipulations may easily destroy the very phenomenon that we seek to study. Until recently, for example, it was common practice to study the social relationships of monkeys and apes by convening groups of animals that were strangers to each other. However, the structure of many primate groups is extremely complex because it rests on sets of relationships between individual animals that have been built up over a very long period of time, sometimes extending back for several generations. Kinship, friendships based on long-term familiarity and frequent interaction, even a knowledge of relationships between third parties, have all been shown to be important contributory factors. Thus, although convening groups out of strangers can tell us a good deal about how monkeys build up new relationships, the lack of time depth (or history) means that some of the key components that structure primate groups are missing in these experimental situations. If those processes are important to the ways in which the animals build up their relationships, then their absence may radically alter the kinds of relationships that the animals develop. This in turn will influence the apparent structure of the group. From my own studies on gelada baboons, for example, we now know that when groups lack kinship networks because the animals are unrelated to each other, the monkeys prefer to associate with powerful high-ranking individuals, whereas in groups with well-developed kinship networks they prefer to associate with close relatives, irrespective of how these rank within the group.


Science, then, is a method for finding out about the world and not a particular body of theory. Whatever else science is used for, it is explanation that remains its central aim. Recognition of this has led some philosophers to draw a distinction between what the American philosopher George Gale has called ‘cookbook science’ and ‘explanatory science’. The contrast recognizes that science consists of two distinct steps, namely the accumulation of empirical observations (packaged in the form of generalizations) and the invention of explanations that tell us why these generalizations exist. This is reminiscent of the distinction between ‘knowing how’ and ‘knowing that’ that the eminent philosopher Gilbert Ryle drew in his seminal book The Concept of Mind. Ryle argued that there is a crucial distinction between being able to say ‘I know how to do X’ and saying ‘I know that X is the case [because …]’. The first implies technical competence, but only the second implies that the speaker knows why X works in the way it does. I would prefer to rewrite Ryle’s aphorism in terms of ‘knowing that [X is the case]’ and ‘knowing why [X is the case]’, but the point remains the same.


The importance of this distinction can be seen if we return to our example of what makes plants grow. Using the signs of the zodiac or the arrival of the spring bird migration might well be a very effective rule for deciding when to plant one’s crops. This is cookbook science: a set of rules that tell you what will happen, usually couched in the form ‘If …,  then …’ (‘IF you plant your crops when the birds arrive, THEN you will get a bumper crop in the summer’). But these are no more than rules of thumb: correlations based on generalizing many years’ experience of events in the natural world. Such rules of thumb can be perfectly adequate for everyday purposes. The Egyptians, after all, used an astronomical calendar to predict the annual flooding of the Nile with a precision that we can hardly better today. For the Egyptians, such precision was essential because the duration of the flood was too short for the enormous army of labourers to be raised in time to make the most of the flood’s agricultural benefits: they needed some way of predicting the flood long enough in advance to call up a widely dispersed workforce.


But neither the Egyptians nor our Greek farmer had any understanding of just why these events should in fact be correlated with each other (although they might well have had some theories of their own). If our farmer were to migrate to eastern Africa, disaster would ensue because the weather patterns in the tropics do not follow the same sequence they do in the eastern Mediterranean. Worse still, the birds do not migrate through the area in the same way they do in Greece. He would plant at the wrong time and be ruined. This was precisely the real-life story of the first European immigrants to the northern parts of the New World. The English settlers under Captain Smith who settled the Virginian coast in the seventeenth century suffered appalling conditions during their first few winters because they tried to implement farming practices developed in an entirely different eco-system in north-western Europe. Had it not been for the kindness of the native Indians (who bailed them out and taught them how to farm the local environment) and shiploads of stores and fresh immigrants from the mother country each summer, the colonial venture would have fizzled out in its first few years.


Only if we have a proper understanding of the mechanisms that drive the phenomena of nature can we predict the future with any certainty. And so it is that the ability to predict the future course of events, to control what happens (if necessary by experimental means), has come to be the touchstone of science. In a nutshell, explanation is the aim of science, and hypothesis-testing using empirical data is its central method.


Falsification, Revolutions and Programmes


In the centuries following Bacon, philosophers invariably concluded that the theories of science are simply generalizations derived from a series of observations. Having examined a number of examples of a particular phenomenon, I conclude that, for example, ‘All swans are white’ or ‘Everytime lightning strikes, thunder always follows.’ This gave rise to the idea that science has three separate stages: description followed by the induction of generalizations that then have to be tested against new observations of the same phenomenon (or perhaps an experiment) to check whether the generalization holds true. This view held sway among both scientists and philosophers right up until the end of the nineteenth century. Indeed, it dominated the social sciences as well as some areas of biology well into the present century where it went under the name of ‘positivism’ (the label given to this approach by the French philosopher-scientist Auguste Comte, one of the founding fathers of sociology). To most lay people even now, science consists in discovering new facts about the world. It was largely this view that provided the justification for the extraordinary flowering of biological and geological collections during the Victorian period and led, towards the end of the century, to the building of the great national museums in which to house these collections.


This essentially linear view of science was already being undermined even before it was formulated by the way some scientists worked. Gathering empirical generalizations might have been a good description of the way biologists and geologists worked even as late as the end of the nineteenth century, but the so-called Scientific Revolution of the seventeenth century had already provided a very different way of proceeding in the physical sciences. Here, generating explanations was the key to progress, not the proliferation of descriptive generalizations.


Meanwhile, the positivist view of science was not without its philosophical challenges. For, as early as the middle of the eighteenth century, the great Scottish philosopher David Hume had pointed out that the induction of generalizations faces a serious problem: the only guarantee we have for the success of the inductive method is its past success. But that itself is a generalization and, since the next example might disprove this particular generalization, we soon end up in a vicious circle in which we try to justify one generalization by another equally shaky generalization. Induction is thus fatally flawed and any form of empirical science based on it is necessarily weakened in consequence. Induction lacks the certainty of knowledge guaranteed by the deductive disciplines like logic and mathematics.


Undoubtedly the best-known attempt to solve this paradox is that of the Austrian philosopher Karl Popper. During the 1930s Popper had been particularly concerned to find some way of distinguishing between the statements of science and those of metaphysics (i.e. distinguishing statements that had some external validity from those of pure belief). Popper recognized that attempts to justify science in logical terms by reference to induction are inevitably doomed. Instead, he pointed out that scientists did not in fact simply accumulate instances of a given phenomenon and then derive generalizations from them. Rather, they generated hypotheses about the nature of the world (sometimes, but not always, from inductive generalizations) and they then submitted these hypotheses to rigorous testing. These tests, he insisted, were not attempts to prove a particular theory (a form of induction) but rather attempts to disprove it. Proof, he argued, is something that is logically unobtainable. We can only ever disprove something with any certainty for the very reasons that Hume pointed out: a single counter-example is enough to disprove a generalization, whereas proof would require the impossible task of documenting every instance of the phenomenon in question (including, presumably, those that have not yet happened!). Experiments, in other words, are designed to falsify the hypothesis under test, not to demonstrate its truth. And that, Popper insisted, broke the vicious circle of the problem of induction. So far from being the incubus of science, the occasional counter-example was precisely what the scientist was looking for: it was the very hallmark of good science.


This led Popper to coin the term ‘falsification’ to describe what scientists really did. Popper’s conception of science as a process of falsification dominated the philosophy of science for the better part of half a century, and still remains influential among scientists. However, it eventually became clear that, in practice, scientists did not always follow Popper’s principle. On some occasions, they seemed to accept hypotheses on little or no evidence; on others, they declined to reject hypotheses when the tests proved them wrong. In fact, Popper’s principle turns out to be too stringent and would actually lead to the abandonment of science in a very short time if it were applied rigorously: scientists would soon run out of hypotheses to test simply because their knowledge of the world is too limited. This seemed to be a consequence of two shortcomings in Popper’s account.


One difficulty for Popper’s theory is the fact that much of science consists not in trying to prove theories wrong but in trying to define their limits of application by identifying the points at which the theories do not work (i.e. the areas in which they make incorrect predictions). Physicists are currently much exercised by the question as to whether the theories of modern quantum physics apply throughout the universe or whether they fail under certain circumstances (like the conditions that hold within black holes or during the catastrophic explosion of the Big Bang at the very origin of the universe 15 billion or so years ago). It is in order to try to replicate the peculiar conditions of the Big Bang that so much money has been spent building super-massive colliders like the CERN machine in Switzerland that is funded by the European countries: in these huge circular tunnels built deep underground, giant magnets accelerate subatomic particles to close to the speed of light and then smash them into each other. The resulting collisions release enormous quantities of energy, so allowing physicists to study the behaviour of particles under conditions that are more extreme even than those found in the fiery nuclear furnaces inside stars like the sun. If the predictions made by quantum theory about what should happen under these circumstances turn out to be wrong, then we will know that a new kind of physics will have to be developed to handle these extreme conditions. Quantum physics,   like Newtonian physics before it, will prove to be only an approximation to the true underlying physics of the universe.


The second problem is that Popper’s falsification procedure appears to be based on the view that causal relationships in the real world are simple ‘one cause, one effect’ processes. In reality, most phenomena in the real world are influenced (caused) by a number of variables, as we noted above in the example of the farmer and his crops. Were we to test the hypothesis that ‘crops grow best if planted immediately after the spring rains’ we might well find that they don’t because we have not taken into account the type of soil where we did the experiment or the temperature at the time, both of which influence crop growth and may happen to counteract the influence of rainfall in the particular spot where we carried out our test. Popper had been influenced mainly by those disciplines like Newtonian physics where most phenomena have simple explanations based on a single key cause. When an apple is dislodged from its tree, gravity causes it to fall to the earth; day dawns as soon as the sun rises above the horizon.


Once again, it is the problem of confounding variables that stumps us in most real-life situations. Only in vary carefully controlled experimental conditions would Popper’s Falsification Rule be a sensible one to follow But even then it would work only providing we were omniscient and could identify all the confounding variables at the outset. And, of course, if we knew all that, there would no longer be any reason to bother with the experiment!


The beginnings of a solution to Popper’s dilemma came during the 1950s. The American physicist-turned-historian-of-science Thomas Kuhn became interested in why physicists had refused to abandon Newtonian theory for so long during the nineteenth century, despite the accumulating evidence against it. From a detailed study of the history of physics, he concluded that science proceeds in fits and starts. Major new ideas eventually give rise to what he called ‘scientific revolutions’ when all the active members of a discipline suddenly agree on a new approach (or ‘paradigm’). Once such a ‘paradigm shift’ has occurred, everyone settles down to a period of what Kuhn termed ‘normal science’ during which they probe and test the implications of the new paradigm. The aim during this period is to determine the new paradigm’s ‘boundary conditions’ – the limits to its applicability. Eventually the predictions made by the new theory will begin to be falsified. At first, scientists will not immediately give up the theory. Rather, they will seek to defend it by invoking special ad hoc auxiliary hypotheses that explain why the theory should give different predictions in just those circumstances where it appears to make false predictions. But eventually the weight of falsified predictions would become so great that the theory would have to be abandoned. At this point, someone would suggest a new paradigm, a scientific revolution would occur and the whole cycle would start all over again.


Kuhn’s conception of science appears to be in direct contradiction to Popper’s and many people have viewed these two views as polar opposites. But in some ways this is to misunderstand the nature of their respective arguments. Popper’s is a prescriptive statement of what scientists ought to do if they want to get things right; Kuhn’s is a normative one about what they actually do in practice. Kuhn’s description of how scientists work says nothing about whether a given theory or paradigm is correct or incorrect, merely that scientists tend to accept or reject it as a group. They might do this on the grounds that it explains the available evidence better than the old theory, or for some purely arbitrary reason (such as the outcome of a game of dice or for reasons of collective political belief)


It is not difficult to see how the last option might lead to the view that the theories of science are the product of the culture to which a scientist belongs and have no real external validity. Kuhn himself sometimes seems to want to adopt such a relativistic view. But on another interpretation, Kuhn’s views are quite compatible with the rationalist view that scientists adopt new paradigms only once they have tested the old one to the point of destruction and have found a better one with which to replace it.


Precisely such an interpretation has been put forward by the Hungarian philosopher Imre Lakatos. He pointed out that scientists appear to behave according to Popper’s view on some occasions, but according to Kuhn’s on others. Lakatos argued that the apparent contradiction arises only because the philosophers of science had failed to recognize that these two cases involved radically different kinds of theories. Scientists, he suggested, worked in a multi-layered world in which some theories function in a programmatic way while other theories are more concerned with the details of how the programme itself works. A programmatic theory provides scientists with a reason for doing a particular experiment or with a particular way of looking at the world: it behaves like a Kuhnian paradigm. Within this programme, scientists generate subsidiary hypotheses that specify how the framework theory works in practice: it is these that scientists test in detail and accept or reject in a Popperian fashion. Darwin’s theory of evolution by natural selection provides a framework theory for biologists: it encourages them to interpret their observations in a certain kind of way and suggests particular hypotheses to test. The subsidiary hypotheses may or may not be right, but their disproof is not itself evidence that the framework theory is wrong. It merely tells us that the framework theory does not produce its effects in quite the way we supposed. Let me give you a more specific example.


The theory of evolution provides us with a framework theory that allows us to make sense of the scattered fossil record. Until the early 1970s, it was widely believed that humans and chimpanzees last shared a common ancestor some 15 million years ago. This suggestion stemmed from similarities between the teeth of modern humans and those of an extinct group of fossil Asian apes called Ramapithecines. However, new techniques in molecular biology allowed Alan Wilson and his colleagues at the University of California to determine from comparisons of human and ape blood proteins that the last common ancestor probably lived as recently as 3–5 million years ago. A great deal of argument ensued, but in the end molecular biology won the day. The anatomists went back to look at their fossils again more closely and concluded that the Ramapithecines were in fact probably ancestral to the orang-utan, the only living Asian great ape. The mistake had come from relying too heavily on a single character, the thickness of tooth enamel, that Ramapithecines and humans happened to share because they occupied similar terrestrial environments. The tree of human evolution had to be redrawn, but the theory of evolution itself remained unaffected.


In fact, contrary to common popular belief, the theory of evolution cannot be disproved by any evidence from the fossil record: the fossil record can only tell us how evolution occurred and which particular pathways it took, not whether or not the theory of evolution is true. Disproof of the theory of evolution can only come through studies of the mechanisms of evolution (for example, natural selection), and these can only be done on living species. In trying to make sense of the fossil record, we assume that the theory of evolution is true, relying on other scientists to test the validity of the framework theory.


Lakatos also made an important practical point when he observed that there is no point in rejecting a framework theory just because there is evidence against it. Without a framework theory, we cannot ask questions or design experiments. So there is no point in abandoning a framework theory unless we have a better one to replace it with. Abandoning a framework theory in the absence of an alternative is about as useful as making a series of diary engagements when you don’t have a calendar. It is much better to carry on using the old discredited theory until such time as an alternative appears. Indeed, the best way to find an alternative is to keep testing hypotheses generated by the old paradigm. By doing this, we at least have a chance of uncovering some crucial fact that will lead us to a new paradigm.


These changing perspectives on how scientists actually work led to an important reinterpretation of the relationship between theory and data. Recall that the eighteenth- and nineteenth-century philosophers interpreted the relationship as a linear one:




observations → hypotheses → tests





The scientist accumulates observations until he has enough to warrant drawing a generalization (an hypothesis), which he then tests against new observation.


The shift in views that occurred during the twentieth century led to a sharp split between the world of theory and the world of empirical data. As the great German philosopher Immanuel Kant noted more than a century earlier, theories are what allow us to make sense of what we see. An animal engaged in the act of mating has no intrinsic significance when seen in isolation: it is just one animal lying on the back of another. We can describe it well enough, but its behaviour only acquires significance once we have a theory of reproduction that tells us something about the consequences of that behaviour. An even clearer example of this is provided by particle physics: the scatter of lines that appear on a cloud chamber photograph in the aftermath of a collision between sub-atomic particles is, taken at face value, just a set of randomly drawn lines. They acquire significance (or, if you prefer, meaning) only when interpreted in terms of the theories of particle physics: one now becomes the track of a W+ boson, another is a Z° particle, a third is a photon, and so on. Framework theories serve to direct our attention to particular phenomena in the observable world. They may be derived by induction from an accumulation of observations, but they need not be and, in most advanced sciences, they are not.


In effect, the new conception of science was circular rather than linear. It involved two quite distinct but parallel worlds (the theoretical world in which theories reside, and the empirical world of observations) which are linked via a feedback process of hypothesis-testing:




[image: ]





This conception of how science works is usually known as the ‘hypothetico-deductive model’, a rather ugly name given to it by the philosopher Carl Hempel. Theories are essentially constructs or models of how the world works. We work within a strictly theoretical world by deducing what consequences must follow from the model’s assumptions and premises; we then test the validity of the model by comparing its predictions against the real world. So long as the model produces predictions that match what we actually see, we press on developing the model. But when the model fails to predict reality correctly, we alter the model accordingly or search for a better one. Science, in other words, is a feedback process: it learns from its own mistakes. Indeed, it behaves in a genuinely Darwinian fashion: only successful theories survive.


Of course, all disciplines involve induction in their early descriptive phases. But equally, any discipline that remains locked in this phase can do nothing except describe correlations in the world: it can never aspire to full scientific status by offering explanations as to why the world has to be the way it is. It remains a form of intellectual stamp collecting. Once a discipline moves beyond this descriptive phase, however, we find that theories exist in a theoretical rather than an empirical world: theories are developed from sets of assumptions that are, in principle, quite independent of the real world.


These two views of science were characterized as the ‘bucket’ and ‘searchlight’ models of knowledge, respectively, by Popper. Inductive (or cookbook) science is somewhat analogous to filling a bucket with spadefuls of sand (and hoping that something interesting turns up); formal (or explanatory) science works more like a searchlight by using the predictions   generated by very specific theories as tools for exploring the real world.


If the searchlight model of science is true, then it greatly weakens the force of Hume’s worries about induction. So far from being the centrepiece of science, empirical generalizations are at worst the starting-point for theory development, and at best the basis for testing a theory’s predictions. This is not to say that theories in science are arbitrary. Our theories purport to describe the world as we experience it, and it is their ability to describe and predict the future states of that world correctly that is the hallmark of their validity


The early history of evolutionary theory provides a nice example of these processes at work. Darwin’s theory of evolution by natural selection constitutes an important framework theory in biology (in fact, it is the second most successful theory in science, after quantum physics). However, its operation in the real world depends on the existence of a mechanism of inheritance that enables it to have the effects Darwin inferred for it. Darwin had a great deal of trouble with this particular part of his theory and received much criticism in consequence. He changed his mind from one edition of the Origin of Species to the next and eventually settled for a form of inheritance which he called ‘pangenesis’. According to this theory, each cell in the body contributes a tiny representation of itself to the sperm or egg and the contributions of the two parents are then literally mixed together at conception.


Darwin could hardly have been more wrong. Indeed, it was obvious to many of his contemporaries that his theory of inheritance was fatally flawed: it would quickly lead to the swamping of all the differences between individuals on which his theory of natural selection depended. In the end, half a century of intensive work in embryology and genetics undermined the pangenesis hypothesis completely. As a result, Darwin’s whole theory of evolution waned in importance towards the end of the nineteenth century. However, the rediscovery in 1900 of Mendel’s work on the inheritance of characters in plants revitalized interest in Darwin’s theory: Mendel’s theory of inheritance was precisely what Darwin’s theory of evolution needed to make it work. Mendel had been able to show from detailed studies of pea plants that characters like seed colour and texture are inherited in particulate fashion: the seeds produced by crossing plants that have green and yellow seeds are either green or yellow, never a blend of the two colours. Moreover, green and yellow seeds always occur in the same proportions among the progeny of such cross-fertilizations. Mendel deduced that these characters are determined by factors (we would now call them genes) that are passed on at conception from parent to offspring, and that yellow and green represented different versions of the factor for seed colour. The factors are inherited intact from the parent plants and passed on intact to the offspring of the next generation.*


Thus Darwin’s framework theory of evolution by natural selection remained intact (even if less widely discussed) despite the problems with the subsidiary theory for the mode of inheritance. A naive application of Popper’s principle of falsification might have led to its complete abandonment in the 1870s. That it was not abandoned altogether was in part due to the implicit recognition (by at least some biologists) that it really consisted of two quite separate components: a theory about natural selection and the processes of evolution (which seemed to be basically right) and a theory about the mechanism of inheritance (which seemed to be wrong). What had caused much of the confusion was the fact that many of those interested in the mechanism of inheritance (including Mendel himself) had thought that they were studying the processes of evolution (i.e. an alternative to natural selection). Only once the logical structure of the theory as a whole had been straightened out did it become obvious what the solution was.


A Chaos Theory of Science


I have so far concentrated on the mainstream rationalist views of science. It would not be proper to end this brief overview of the philosophy of science without mentioning at least some other relativist views besides Kuhn’s. In one important respect, the relativist view derives from Kant’s assertion that our theories determine how we see the world. Taken to its logical conclusion, this argument insists that even our descriptions of the world presuppose the existence of theories. In the social sciences this view underpins the claim that we are so imbued with language that the very words we use determine even the way we see the world around us.


It will be clear from what I have said already that there is a certain logical sense to this claim. If we interpret language in terms of our framework theories, then it is clear that language does indeed determine how we see the world: our framework theories are intended to serve precisely this function, namely to draw our attention to salient features in the observable world. Our language, so the argument would run, has evolved into the form it has because it provides us with a means of structuring the world in which we live. On this view, we all inhabit the same world, but use different words and ideas to talk about it: although this often leads to misunderstandings in cross-cultural conversations, the fact that we all inhabit the same world (and see it in much the same way) means that, once the linguistic differences have been clarified, we can hold a coherent conversation.


A more extreme interpretation is that different cultures literally inhabit different worlds because what we see and experience is actually determined by our language. The world of the Australian Aboriginal is necessarily very different from the world we Europeans inhabit because he uses different concepts and ideas to construct it; he has a different kind of logic and a different sense of causation and these make him see the world as being differently constituted to the way we experience it. Consequently there is no real hope that we can ever hold a coherent conversation with someone from another culture because we have no common basis (no concrete phenomenon ‘out there’) that we can use for translating from one culture’s constructions to another’s. This, in essence, is the version of the relativist stance that seems to have most heavily influenced many in social anthropology and the humanities.


One especially important relativist is the American philosopher Paul Feyerabend. Feyerabend’s views are interesting because they are at odds with those of almost all the other leading philosophers of science. As a result, he has become something of a philosophical messiah for the sociologists of knowledge, while being regarded as something of a maverick by conventional philosophers of science. Feyerabend has always been very critical of philosophy of science as a discipline, going so far as to insist that it has been of no value at all to practising scientists because it has largely concerned itself with trivial problems of logic and meaning that do not impinge on the working lives of most scientists. That’s a view that many scientists would undoubtedly warm to! Feyerabend’s main importance in the present context, however, lies in the fact that he has challenged two crucial assumptions about the way we view science.


One concerns the way we choose our hypotheses. Feyerabend feels that science has become self-serving and that this tends to result in potentially interesting theories being rejected out of hand before they get a proper airing simply because they do not mesh with our current ideas about the world. Rather than deriving new hypotheses from our existing theories, he suggests we should consider any alternatives that occur to us, however outlandish they may seem at first sight. In this sense, Feyerabend advocates what he calls ‘epistemological anarchy’. His other challenge to conventional theories about the nature of science is to argue that there is no such thing as a scientific method. Indeed, he even wants to claim that science as we practise it has all the hallmarks of religion: it has a standard set of beliefs that its advocates must adhere to or face ostracism and excommunication.


Few philosophers of science agree with Feyerabend’s conception of science, though they acknowledge the force of some of his arguments. His claim that our knowledge of the world grows best when it faces direct challenges from new theories, for example, is in many ways uncontroversial. It is, after all, the basis of Popper’s argument: Popper always insisted that conjectures (i.e. new hypotheses) should be as bold as possible on the grounds that the more implausible they are, the more powerful would be any resulting test. Feyerabend, however, wants to go further: his is a plea for intellectual pluralism, and it has inevitably proved to be particularly attractive to those who want to insist that science should not be specially privileged. Indeed, Feyerabend goes so far as to claim an equivalence between science and poetry: he once suggested that we should choose our hypotheses by the pleasure they give us.


As a general recipe for how to acquire knowledge about the world, however, Feyerabend’s anarchic philosophy fails to take proper notice of the fact that scientists do try to use rational criteria to choose between competing hypotheses. Feyerabend would probably want to insist that when scientists decide to reject a particular theory, they do so largely on the basis of whim. And although this undoubtedly happens in some cases (after all, the sheer effort involved in thinking carefully through the assumptions, structure and implications of a complicated new idea are enough to make even an Einstein wilt), rejecting new ideas out of hand is not a particularly helpful way of doing science because progress in science ultimately depends on developing new ways of looking at the world. The real problem is that any fool can think up new ideas; the inconvenience of real life is that the key to progress lies in second-guessing how the world actually works, and that is an altogether much harder task.


The scientist’s perennial problem is how to sift the handful of good ideas from the rest of the dross. Scientists in general operate a number of strategies that, in an informal way, help to do that. One is that the new idea has to convince a number of people besides yourself: that way, we at least guard against our frail human belief that every idea we dream up represents the last word in genius. Another is that the idea has to make sense in terms of what we already know: an outlandish idea is much less likely to be right if it contradicts our current knowledge about the world. Thirdly, the fact that a particular hypothesis is discarded because it does not make any sense does not imply that it should never be reconsidered again. One famous example of this concerns the Indian astonomer Sub-rahmanyan Chandrasekhar.


In 1928 Chandrasekhar developed some new ideas about stars’ abilities to resist their own gravitational forces: he was able to show mathematically that stars would be unable to resist the gravitational forces of their own mass once they had exhausted their nuclear fuel, and so would collapse upon themselves. His calculations showed that for stars whose mass is less than about one and a half times the mass of our own sun (a value now known as the Chandrasekhar Limit), the result would be a super-dense star known as a ‘white dwarf’. Chandrasekhar’s calculations, however, also implied that more massive stars would collapse to vanishingly small size under the same circumstances (so giving rise to a phenomenon we now refer to as a ‘black hole’). Unfortunately, his supervisor at Cambridge, the renowned physicist Arthur Eddington, was so shocked that he told Chandrasekhar the idea was absurd. Being a dutiful student, Chandrasekhar did as he was advised and forgot about his ideas. Several decades later, however, he resurrected these early ideas and worked them out in more detail. In due course, they earned him a Nobel Prize. Chandrasekhar’s ideas have had an especially important influence on our current understanding of black holes and neutron stars. But, given the state of knowledge in 1928, they made no sense at all. However, it seems that a good theory cannot be kept down for ever.


Another example of this phenomenon is the theory of continental drift which was first proposed in 1915 by the German meteorologist Alfred Wegener. Wegener argued that, 200 million years ago, the earth’s continents formed a single large mass, the super-continent of Pangaea, which subsequently broke up into the continents as we now know them and have ever since continued to drift apart. His evidence for this was in part based on the fact that the continents as they are now do seem to fit together like a giant jigsaw puzzle. South America, for example, seems to fit rather neatly under the bump of West Africa’s shoulder. Wegener’s ideas were never taken very seriously until, during the 1960s, geologists began to discover evidence that the earth’s crust actually consists of a set of plates. These plates float on the molten inner core of the planet, and are in constant motion. Where their edges collide, mountain chains like the Rockies, the Andes and the Himalayas are thrown up, or fault lines like the East African Rift Valley or California’s San Andreas fault emerge. Once this had been appreciated, the biogeographical evidence for similar fossil species on continents that now boast very different faunas suddenly made sense. Wegener had been right after all.


We should beware of interpreting such examples as evidence that the scientific establishment operates a kind of Mafia-like conspiracy to prevent new ideas being heard. Most ideas that are of any consequence will survive or eventually be rediscovered. No matter how much like a Mafia boss an individual scientist may be, he or she cannot prevent everyone in the world from considering somebody else’s tentative new theory. In fact, there are good grounds for seeing this critical process as an essential part of the scientific method by providing an initial filter to weed out those ideas that are either completely absurd or are still in need of a lot more careful development. New ideas are constantly being dreamed up by scientists and laymen. Thankfully, most never see the light of day, usually because they turn out on close examination to be logically flawed. Others are shelved pending more evidence or the solution of technical problems. Yet others are shelved because we cannot make sense of them with our current level of knowledge.


Science, then, is a process of intense criticism. Only a few ideas survive the first round of self-criticism on the part of the scientist who invents them and it is inevitably only these few that we ever get to hear about. However, it is all too easy to convince yourself that your latest brainchild is the cleverest idea since Einstein thought up the Theory of Relativity in 1905. The human species, alas, has never been short on self-appointed prophets with new or unusual ideas to peddle. The problem is how to avoid wasting too much time chasing every will-o’-the-whisp that comes along. The best way to choose between a worthwhile hypothesis and a less worthwhile one is to put it to the test in the arena of public debate. If your idea can survive the initially sceptical reception of your colleagues (each of whom would rather see his or her own pet idea as the theory of the day), then it is much more likely to be a promising one to pursue. If it is initially rejected, but you are convinced that it really is a good theory, then the likelihood is that you have not thought through the implications and assumptions clearly enough to convince the doubting Thomases. Rather than abandoning the idea, you should re-examine your assumptions more carefully in order to make a more convincing case for it. In the process, you will either discover its hidden flaws for yourself or rework your theory in such a way as to make the arguments in its favour more persuasive.


This dialetical process is an intrinsic part of science and it serves a useful function in preventing us from becoming distracted by too many ideas at once. And it is this that constitutes the most serious problem for Feyerabend’s philosophy. Science generally progresses by the careful evaluation and testing of new ideas. Until that evaluation has been completed (and in the case of Newtonian physics it took the better part of two centuries!), there is little to be gained by chasing after every new idea that happens to come along. Without knowing the extent to which the old theory is wrong, we have no basis for deciding what a better theory has to be able to do. We simply would not be able to recognize it even when it was right in front of our noses.


So, although Feyerabend’s radical suggestion may be a comfort for those who prefer armchair speculation to the hard work of exploring the real world, it is an unsatisfactory recipe for science if taken literally. And the reason for this has to do with our own inadequacies at the cognitive level: we find it incredibly difficult to think carefully through the maze of cause–effect relationships in complex theories and consequently are easily distracted by excitingly packaged but hopelessly flawed ideas.




*





The important point to emerge from all this is that science is a methodological prescription rather than a particular body of theory. It is a method for finding out about the world based on the generation of hypotheses and the testing of predictions derived from those hypotheses. Social anthropologists, among others, have argued that this approach is unique to modern Western culture. But is this really true? In the next two chapters, I shall try to show that the methods of empirical science are in fact genuine universals characteristic of all higher forms of life.






* Empirical is conventionally defined as relating to the observable physical world. In practice modern science deals with many phenomena which are not directly observable, including the fundamental particles of physics, genes, states of mind, etc. Indeed, even many phenomena in classical science were not directly observable (e.g. the force of gravity in Newton’s physics). In this broader context, empirical refers to the use of data based on direct or indirect observation as the main way to find out about the world, and is contrasted with processes such as intuition, self-reflection or divine inspiration.
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