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|xi|Foreword
         

         Our professional community is dedicated to developing and sharing knowledge beyond
            our own domains, enriching disciplines and ensuring we anticipate future challenges
            to get it right from the onset when crafting new designs or procedures. As the aerospace
            sector encounters new technological and societal challenges affecting operators and
            passengers, it is essential for practitioners and scientists to collaborate, refining
            the integration of the human element into the overarching sociotechnical system. This
            book, co-edited by Ioana Koglbauer and Sonja Biede-Straussberger and featuring contributions
            from experts in academia, industry, and international agencies, marks a significant
            step in advancing the human aspect of aerospace. It delves into both present and future
            methodological trends in aviation psychology and human factors. This volume fosters
            interdisciplinary learning and collaboration, essential for effective human performance
            management. It does so by offering discussions on research methods, practical “how
            to do it” guidance, insights from past experiences, and projections of future trends.
            The ethos of this book portrays the spirit of the European Association for Aviation
            Psychology (EAAP), which aims at promoting applied psychology and human factors in
            aviation, ensuring the dissemination of information and experience. Everyone, whether
            newcomers or seasoned experts from academia, industry, or government, interested in
            the human-centric approach in aerospace systems design and operation, will find invaluable
            insights and guidance in these chapters.
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|xiii|Preface
         

         
How to Put People First in the Design and Operation of Aerospace Systems
         

         Nearly 80 years ago, human factors became an area of interest in aviation. Since then,
            the world has rapidly evolved: Changes have occurred, knowledge has improved, experience
            has grown, society has changed, and new technologies have been invented. As people
            and organisations involved in aviation and space dream bigger and as the technical
            possibilities develop at a fast pace, focus needs to be maintained on integrating
            the human element in the system. More than ever, the maintenance of and even the increase
            in the current level of safety are of utmost importance.
         

         Despite all these advances, human factors and aerospace psychology professionals still
            need to strive for the integration of the human element throughout business, development
            and operations. Especially in such a complex system as that of aerospace, we need
            to ask ourselves whether we are solving the right problems. Once the right problems
            are identified, the next question is how to solve them in the right way. Which industry
            standards are suitable and applicable? Where are the gaps? Which scientific methods
            can help bridge the gap between the status quo and future performance expectations?
            Is the human element appropriately addressed in each stage of a system’s life cycle?
            Are interdisciplinary perspectives convergent and harmonised?
         

         Thus, as psychologists and human factors specialists who drive and enable these innovations,
            we are often confronted with new questions that cannot be answered by conventional
            means. Sometimes we need to adapt or develop new methods or tools to address them.
            In this book experts working in the industry and in academia share methods and techniques
            of aerospace psychology and human factors that are currently used in research and
            development. Thus, our intention with this new book is to provide a wide range of
            methods, techniques and tools for promoting the application of aerospace psychology
            and human factors. All of this serves to build better products for operators. These
            operators want to be efficient in their tasks. Their objective is to deliver safe
            and efficient operations.
         

         Several chapters of this book try to grasp the role of human factors from a more global
            perspective, such as describing the current practice in specific organisations, whereas
            others zoom in on addressing specific problems, such as how to capture human performance.
            At the beginning, design methods are addressed. The first chapter provides a systems-theoretic
            perspective and a method for modelling emergent system properties in existing systems
            or in those that are in development. |xiv|Professionals looking for a powerful and efficient tool to identify the right problems
            in a system and to address them will find it here. In the next chapter, the use of
            a cockpit philosophy is highlighted to support the transition from initial concepts
            to detailed designs that justify certification requirements. A special chapter is
            dedicated to human factors challenges in cabin design for commercial aircraft. New
            questions on how to design assistance are addressed in a different chapter, a topic
            which has rapidly spread in multiple industries over recent years. 
         

         The design environments have a number of different aerospace psychology and human
            factors topics in common that are addressed in the following sections of the book.
            The introduction of new artificial intelligence technology poses new challenges and
            requires new solutions on how a system can explain information to operators. Combined
            measures of workload and situation awareness are integrated in a model to support
            the assessment of performance from a team’s perspective. Operators’ attention and
            awareness are addressed in the context of pilot monitoring, and the benefits and drawbacks
            of the current eye-tracking technology are analysed for both design and training.
            Furthermore, techniques to improve fatigue risk management systems by adding additional
            parameters to identify and monitor risks are presented. These are expanded with a
            chapter on hazards related to human space flight and methods to analyse them. Another
            chapter is dedicated to the development of a free flying virtual companion for an
            astronaut and methods to implement various humanlike features in the area of tension
            between the machine and the “uncanny valley.”
         

         Another section of the book is dedicated to the use of virtual, augmented, or mixed
            reality technologies that found their way into daily aviation business. They are studied
            in depth to investigate how they may better support operations and training, in application
            fields from cockpit to air traffic control or even maintenance. A number of chapters
            cover human factors methods and techniques related to this issue. A special chapter
            is dedicated to virtual reality applications for developing and testing the Argonaut
            Lunar Lander. An additional chapter addresses applications of extended reality for
            studying human behaviour in immersive conditions, manipulating mental workload, prototyping,
            and evaluating complex interfaces. In addition, challenges of virtual reality and
            techniques to overcome them are presented in the context of pilot training. This section
            is rounded up by a chapter on methods to prioritise and implement augmented reality-based
            innovations for pilot training in a sustainable manner.
         

         The final section of the book includes methods and techniques that provide a broader
            view of how to systematically learn from past research and to plan future developments.
            Thus, the method for conducting a meta-analysis is explained, an approach that will
            be more frequently used to gain knowledge by aggregating results of a large number
            of studies. In a different chapter, a method for integrating the assessment of human
            readiness level in the Single European Sky Air Traffic Management Research (SESAR)
            is presented. The final chapter takes a look at where a major aircraft manufacturer
            stands in the process of integrating human |xv|and organisational factors throughout the organisation along key principles to be
            taken into account (e.g., competencies) and anticipates the impact of new technologies
            and a changing society. 
         

         The sociotechnical aerospace system has rapidly evolved and continues to change, as
            we see in the current sociopolitical context. New challenges will emerge that are
            far from being anticipated today. Whatever those challenges will be, our strongly
            connected and interdisciplinary community of professionals will strive to put the
            human at the centre and do their best for society. 
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|1|Chapter 1 
Integrating Human Factors Into the System Design Process
         

         Brittany Bishop, Pauline Harrington, Nancy Leveson, and Rodrigo Rose 

         
            
               Abstract
               

               Hazard analysis is the basis of engineering for safety. However, in such analyses,
                  human factors are often oversimplified as simply “human failure,” disregarding the
                  systemic issues that lead to flawed decisions. A new, more powerful hazard analysis
                  technique, called “system-theoretic process analysis” (STPA), combines sophisticated
                  human factors, hardware design, software design, and even social systems in one integrated
                  model and analysis. STPA can be used to identify conditions and events that can lead
                  to an accident or mission loss so that designs can prevent or minimize losses. Safety
                  assurance is typically carried out separately from system design and in later stages
                  of development. By the time these assurance processes are used, it is often too late
                  to effectively modify a system to address any safety issues that are found. STPA assists
                  in overcoming these problems when used by an integrated team of engineering specialists,
                  including human factors experts, to identify potential scenarios leading to unsafe
                  behavior starting from the beginning of the design process.
               

               Keywords

               aviation psychology, human factors in system engineering, system safety engineering,
                  STPA
               

            

         

         
The Goal
         

         Hazard analysis is the foundation of engineering for safety. It is used to identify
            the hazards, which are defined as system states or sets of conditions that, together
            with a particular worst-case environment, will lead to a loss (Leveson, 2012). Once identified, this information can be used in system development and operations
            to eliminate these hazards or, if that is not possible, to reduce their likelihood
            or to minimize their potential impact. Unfortunately, the complex software-intensive
            systems being built today cannot be fully analyzed using traditional hazard analysis
            techniques. In addition, human contributions to risk have traditionally been |2|oversimplified by engineers in the hazard analysis process, thus limiting the usefulness
            of the hazard analysis process in reducing overall system risk. 
         

         The role of humans is changing as our systems become increasingly automated. Rather
            than directly controlling a potentially dangerous system, operators today are more
            often supervising automation and taking over in the cases where automation is not
            able to cope. It is no longer useful to only look at simple human mistakes in reading
            a dial or operating controls. The cognitively complex activities in which operators
            are now engaged do not lend themselves to simple failure analyses.
         

         At the same time, some systems are designed such that a human error is inevitable,
            and then the loss is blamed on the human rather than on the system design (Leveson, 2019). Hazards may result from automation design that induces erroneous or dangerous operator
            behavior. Sometimes interface changes can alleviate these human errors, but often
            interface design fixes alone are not enough.
         

         Human–machine interactions are greatly affected by the design of both the software and the hardware in concert
            with the design of the activities and functions provided by the operator. Changing
            the software, hardware, and human activities is the most direct and effective way
            to eliminate interaction problems as opposed to simply changing the interface between
            the human operator and the rest of the system. To reduce risk most effectively, the
            design or redesign of the functionality of the software and hardware and of the activities
            assigned to the operator and to the automation is needed rather than merely the design
            or redesign of the displays and controls. 
         

         In addition, today’s complex, highly automated systems argue for the need for integrated
            system analyses and design processes. In the analysis and design of complex systems,
            it is not enough to separate the efforts in hardware design, software design, and
            human factors. Successful system design can only be achieved by engineers, human factors
            experts, and application experts working together. Obstacles to this type of collaboration
            stem from limitations in training and education, the lack of common languages and
            models among different specialties, or an overly narrow view of one’s responsibilities.
            These obstacles need to be overcome to successfully build safer systems. This chapter
            presents an approach involving new modeling and analysis tools that will allow all
            the engineering specialties to use common tools and work more effectively together.
         

         An overriding assumption in this chapter is the systems theory principle that human
            behavior is impacted by the design of the system in which it occurs. If we want to
            change operator behavior, we have to change the design of the system in which the
            operator is working. For example, if the design of the system is confusing the operators,
            (1) we can try to train the operators not to be confused, which will be of limited
            usefulness, (2) we can try to fix the problem by providing more or better information
            through the interface, or (3) we can redesign the system to be less confusing. The
            third approach will be the most effective.
         

         |3|Simply telling operators to follow detailed procedures that may turn out to be wrong
            in special circumstances or relying on training to ensure they do what they “should”
            do – when that may only be apparent in hindsight – will simply guarantee that unnecessary
            accidents will occur. The alternative is to ask how we can design to reduce operator
            errors or, conversely, identify what design features induce human error. In other
            words, we must design to support the operator.
         

         
A New Foundation for Integrated System Analysis
         

         Achieving this goal will require new modeling and analysis tools. Traditional hazard
            modeling and analysis techniques do not have the power to handle complex systems today.
            They are based on a very simple model of causality that assumes accidents are caused
            by component failures. A new model of accident causality, called the “system-theoretic
            accident model and process” (STAMP), comprises more complex types of causal factors,
            including interactions among system components and including the operators (Leveson, 2012). In this enhanced model of causality, accidents may result from unsafe interactions
            among components that may not have “failed.” In other words, each system component
            satisfies the specified requirements but the overall system design is unsafe. For
            example, the software and hardware satisfy their specified requirements and the operators
            correctly implement the procedures they were taught to use. 
         

         As an example, consider the crash of a Red Wings Airlines Tupolev (Tu-204) aircraft
            that was landing in Moscow in 2012. A soft touchdown made runway contact a little
            later than usual. There was also a crosswind, which meant that the weight-on-wheels
            switches did not activate. Because the software did not think that the aircraft was
            on the ground and because it was programmed to protect against activation of the thrust
            reversers while in the air (which is hazardous), the command of the pilot to activate
            the thrust reversers was ignored by the software. At the same time, the pilots assumed
            that the thrust reversers would deploy as they always do, and quickly engaged high
            engine power to stop sooner. Instead, the pilot command accelerated the aircraft forward,
            eventually colliding with a highway embankment (Leveson & Thomas, 2018). 
         

         Note that nothing failed in this accident. The software satisfied its requirements
            and behaved exactly the way the programmers were told it should. The pilots had no
            way of knowing that the thrust reversers would not activate. There were no hardware
            failures. The software performed exactly as it was designed to do. The humans acted
            reasonably. In complex systems, human and technical considerations cannot be isolated.
         

         These types of accidents are enabled by the inability of designers and operators to
            completely predict and understand all the potential interactions in today’s tightly
            |4|coupled and complex systems. That is, the error is in the overall system design and
            how the system components interact and not in the individual components. These types
            of accidents, which are increasingly occurring in today’s complex systems, cannot
            be handled with the traditional linear causality model and hazard analysis techniques.
         

         STAMP, by contrast, treats safety as a control problem rather than a failure problem.
            In other words, accidents result when the system design does not control hazardous
            system states. Those hazardous states may result from component failures, but they
            may also arise from overall system design flaws. 
         

         In this chapter, we describe and illustrate a new hazard analysis technique, called
            “system-theoretic process analysis” (STPA), which is built on STAMP and is more powerful
            than the traditional hazard analysis techniques. STPA is a structured step-by-step
            process for identifying the ways that hazards can occur in a system. It integrates
            hardware, software, and human factors into one modeling and analysis process and enhances
            the design process by allowing for shared modeling and analysis efforts (Leveson, 2012; Leveson & Thomas, 2018).
         

         
The Concept of Control in Safety
         

         As noted, STAMP treats safety as a control problem. The system design must control
            both the component failures and the unsafe interactions among the components. 
         

         STPA uses a simple model of control in the form of feedback control loops. Such a
            loop is illustrated in Figure 1.1. At the top of the figure is the operator, who provides commands to automation as
            well as, in some cases, directly to the controlled process. For example, the driver
            of the vehicle may issue acceleration and braking commands. The operator gets feedback
            about the state of the controlled process directly (e.g., by feeling or seeing the
            vehicle slow down or accelerate) or through electronic displays. Even with highly
            automated systems, human operators often get feedback in addition to that provided
            by the displays, such as from sound, vibration, etc., which cannot easily be communicated
            through an electronic interface.
         

         Figure 1.1 shows two components within the operator box. A human mental model contains the information
            the operator uses to make control or monitoring decisions. The mental model contains
            what the operator thinks is the current state of the automation (e.g., the brakes are being activated), the
            controlled process (the aircraft is slowing or accelerating), and relevant parts of
            the environment. The mental model is updated by various means, but primarily from
            feedback. Other information operators may use to update this mental model include
            beliefs they have about how the process can change and inferences about the effect
            of previous commands the operator issued to the automation – and assumes were executed
            |5|correctly. An example of the latter is the belief that the thrust reversers would
            activate on the Red Wings aircraft mentioned earlier because the operator had commanded
            the software to activate them.
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               Figure 1.1.  A basic model of system control.
               

            

         

         Note that computer automation also has a model of the state of the process. This model
            is usually much simpler than human mental models and may simply be represented as
            a few variables in the memory of the computer or in the software algorithm.
         

         The automated controllers update their process models through direct feedback from
            sensors in the system and through human controller input. For example, an altimeter
            tells the automated controller the altitude of an aircraft, and a pilot may tell the
            automated controller what the desired altitude is.
         

         Human controllers update their mental models of the controlled process, the environment,
            and the automation through direct feedback they receive from the system (i.e., displays,
            alerts, observed system behavior, etc.). Updates to the mental model of the environment
            can also occur through direct stimuli from visual, auditory, or vestibular systems,
            such as a pilot seeing clouds through the |6|windshield. Any of these models can also be updated by information from another human
            controller in the system, such as the copilot in an aircraft. In the control structure,
            these relationships will be modeled as arrows flowing into the human and automated
            controllers. 
         

         In basic feedback control loops like the one shown in Figure 1.1, feedback from the controlled process is used by the controller of that process to
            adjust the system’s behavior to achieve the system goals and avoid hazards. In this
            way, the feedback received by the controller is used to guide decision-making for
            future control actions.
         

         In a feedback control loop, the actions available to controllers to manage the process
            are termed “control actions” (commands) and are represented by downward arrows (see
            Figure 1.1). Feedback, which is used to inform the decisions about these actions, is represented by upward
            arrows. For example, an automated cruise control system on a car might have “accelerate”
            and “brake” as control actions. The car determines which action to take based on feedback
            from sensors about the car’s current speed and from commands by the human operators
            about the desired speed.
         

         Each controller uses their process model to make decisions about the changes they
            need to enact on the controlled process. To ensure that each controller’s decision-making
            process is adequately informed, the process model(s) of the human controller needs
            to match the process model(s) of the automation, both of which need to match the reality
            of the system and environment. If these models do not match, the control actions coming
            from any of these controllers may become unsafe. If the pilots think the aircraft
            is not in a stall, they will not behave properly regarding the stall.
         

         The safety of control actions depends on the context in which the actions occur, namely,
            the state of the overall system and its environment. Mismatched process models between
            controllers or misunderstanding of the context for a particular action can lead to
            unsafe control actions. Therefore, the human controller should understand what control
            actions are safe or unsafe in each context. This understanding may come from the human
            controller’s prior experience, training, or any additional resources that they can
            consult, such as manuals. 
         

          Accidents often happen when the operator’s mental model or the automation’s process
            model become inconsistent with the real state of the controlled process and the environment.
            For example, the driver or the vehicle automation thinks that the lane to the left
            is clear, when it is not, and moves into that lane. Another example is that the human
            operator or the automation thinks that the helicopter state is fine when, in fact,
            some equipment is overheating and a control action is required to prevent an accident.
            
         

         This chapter uses the example of mode confusion to illustrate the new STAMP-based
            design tools. In mode confusion, the human controller’s process model about the mode
            of the automation and/or the controlled process does not match the actual mode. Two
            potential examples are:
         

         
            	
               |7|The human operator believes the system is in mode A, when the system actually is in
                  mode B.
               

            

            	
               The human operator knows the system is in mode A, but does not know the implications
                  of mode A on the state of the system.
               

            

         

         Frequently, accidents are related to such mode confusion, that is, well-trained controllers
            believe that they are making the right decision to maintain safe operations because
            they are confused about the current mode of the aircraft or automation. One reason
            such confusion may occur is that the automation changes the aircraft mode without
            any inputs to do so by the pilots. As an example of such indirect mode changes, an
            A320 crashed while landing at Bangalore, India, in 1990. The pilot selected a lower
            altitude while the automation was in the altitude acquisition mode. This command resulted in the activation of the open descent mode, where speed is controlled only by the pitch of the aircraft and the throttles
            go to idle. In that mode, the automation ignores any preprogrammed altitude constraints.
            To maintain the pilot-selected speed without power, the automation had to use an excessive
            rate of descent, which led to the aircraft crashing short of the runway (Sarter & Woods, 1995).
         

         How could this happen? There are several different ways to activate open descent mode without the pilot directly commanding it. The investigators suspected that the
            inaccurate pilot mental model resulted from the automation design that activates open descent mode when a pilot selected a lower altitude while in altitude acquisition mode. The pilot must not have been aware the aircraft was within 200 ft of the previously
            entered target altitude, which triggers altitude acquisition mode and thereafter open descent mode. He therefore may not have expected selection of a lower altitude at that time
            to result in a mode transition and did not closely monitor his mode annunciations
            during this high workload time. He discovered what happened 10 s before impact, but
            that was too late to recover with the engines at idle (Sarter & Woods, 1995).
         

         Accident investigators often blame operators in such cases for poor decision-making
            or blame a loss of situational awareness (Leveson, 2012). However, neither of these bring us closer to preventing future incidents. Redesign
            of the interface is also often not the right solution. Instead, redesign of the automation
            may be more effective. 
         

         In the STAMP model terminology, mode confusion occurs when one or more controllers
            have different models of system status and behavior (Leveson & Palmer, 1997). This is occurring more often as operators move from active control roles to monitoring
            (Leveson et al., 1998), as is common in new systems with primarily automated controls. Previous studies
            by Sarter and Woods (1995), Leveson et al. (1998), and Bredereke and Lankenau (2005) have examined and described the cognitive processes that underlie mode confusion.
            This chapter shows how the STPA process enables the analyst to identify sources of
            mode confusion in a specific system design and to generate recommendations for improvement.
         

         |8|The rest of this chapter presents an example of the use of STPA in the identification
            and prevention of potential mode confusion in the autopilot design of a Boeing 777
            aircraft. This example is adapted from Bishop et al. (2023).
         

         
STPA and an Example of Its Use
         

         STPA consists of four basic steps to identify why a particular system might behave
            in a hazardous manner and what requirements should be implemented to prevent losses
            (see Figure 1.2). Leveson and Thomas’s STPA Handbook provides a detailed guide on how to properly follow these steps (Leveson & Thomas, 2018). A brief overview will be provided here to explain the basic process and illustrate
            its use with respect to mode confusion.
         

         The first step in STPA is to define the purpose of the analysis. 
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               Figure 1.2.  The four steps in STPA. 
               

            

         

         
Step 1: Identifying the Goals of the Analysis
         

         The first step in any engineering activity is to identify the goals or purpose. This
            step involves identifying the system and its boundaries, the potential system-level
            losses and hazards, and the necessary constraints of system behavior to avoid those
            hazards.
         

         A system is the set of components that work together to accomplish specific objectives. The
            system and its boundaries must be defined to clearly understand which design aspects
            can be controlled to prevent hazards. The boundary separates the environment, which is not under the control of the designers, from the entities within the system, which are under the control of the designers (Leveson, 2012). For instance, an aircraft designer might define their aircraft as the system but
            consider airport infrastructure as part of the environment and thus not under the
            control of the designer. 
         

         In safety, the goal is to prevent losses. A loss involves anything of value to stakeholders. Examples of losses include loss of life
            or injury to people, loss of or damage to the system, loss of or damage to objects
            outside of the system, loss of mission, and even loss of reputation. 
         

         |9|The Boeing 777 features an autopilot (A/P) with various pitch, roll, and thrust modes
            to manage the speed and direction of flight. Selected pitch and roll modes may impact
            the set thrust mode and vice versa. Thus, it is imperative for pilots to know the
            current mode of the autopilot and the consequences of changing that mode. The pitch
            modes are managed by the autopilot flight director system (AFDS). Additionally, pilots
            can engage autothrottle (A/T) to have the autopilot manage thrust. The current modes
            for the AFDS and A/T are displayed in the flight mode annunciator (FMA), a rectangle
            at the top of the primary flight display.
         

         For commercial aircraft, the highest priority losses to be prevented commonly include
            loss of life involving passengers or crew, destruction or damage to the aircraft,
               and loss of mission.

         After defining the unacceptable losses, the system-level hazards are identified. The
            system hazards, as defined previously, are the system states that will lead to a loss given a particular
            set of worst-case environmental conditions. Hazards refer to the overall system and
            not to individual components. Hazards identified by an aircraft designer could include
            the aircraft coming too close to terrain or losing controllability. To narrow the
            example to one that can be included in this chapter, we select the hazard as H-1: Loss of control of the aircraft.

         After generating losses and hazards, the safety constraints for the system are defined.
            Safety constraints are simply statements of what the system should not do. Traceability
            remains a key component throughout as constraints are linked to hazards that are connected
            to losses. The safety constraint here is simply that the aircraft must always be controllable.
         

         
Step 2: Creating a Model of the Control Structure 
         

         Figure 1.3 shows a simplified control structure for the Boeing 777 autopilot system. In this
            case the human controller is the pilot, the automated controller is the autopilot,
            and the controlled process/system is the aircraft itself. The control actions and
            feedback lines identified in this figure are not meant to be exhaustive but are sufficient
            to generate the UCAs and scenarios in the example shown in the following sections.
            Note that this model does not contain design details and could be constructed early
            in the system design process. That would make it possible to generate a safe design
            from the start without having to undo earlier design decisions.
         

         
Steps 3 and 4: Identifying Unsafe Control Actions and Scenarios
         

         In the third step of STPA, users identify unsafe control actions (UCAs). A UCA is a control action that will lead to a hazard given specific worst-case
            conditions. 
         

         |10|There are four ways in which a UCA can occur: (1) not providing the control action
            leads to a hazard; (2) providing the control action leads to a hazard; (3) providing
            a control action too early, too late, or in the wrong order leads to a hazard; and
            (4) the control action lasts too long or is stopped too soon, which leads to a hazard.
            For example, a control action might be applying the brakes in a car. A driver could:
            (1) not apply the brakes when an obstacle is in front of the car; (2) apply the brakes
            when there are cars close behind; (3) apply the brakes too late to fully stop; or
            (4) apply the brakes for too short of a time to decelerate to a safe speed. 
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               Figure 1.3.  Simplified control structure for the Boeing 777 autoflight system. 
               

            

         

         The fourth and final step of STPA is to identify potential loss scenarios by analyzing
            the causal factors that would lead to UCAs. In other words, identify the reasons that
            a UCA might be taken. Among other things, this step involves asking why a controller
            would reasonably take a UCA. One possible reason (involving mode confusion) is that
            they misunderstand the true mode of the controlled process or automated controller
            and issue a UCA as a result. 
         

         Within the STPA framework, controllers’ choices of control actions are understood
            through their process/mental models. Inadequate mental/process models may occur when
            controllers receive incorrect feedback; they receive feedback but interpret it incorrectly;
            they do not receive feedback when needed; or the necessary feedback does not exist
            (Leveson & Thomas, 2018). For example, in a plane, if the altimeter sensor is broken, the pilot will get
            incorrect feedback from the display. If the altimeter is in a different mode than
            expected, the pilot may misinterpret the altitude. These unsafe control actions involving
            feedback can be captured when identifying loss scenarios.
         

         |11|By providing a systematic method to identify hazards and potential loss scenarios,
            STPA allows users to efficiently analyze the system architecture, generate effective
            requirements for safety and reliability, and ultimately identify gaps where changes
            need to be implemented. When applied in a particular way, STPA can be leveraged to
            effectively identify sources of mode confusion and generate recommendations to improve
            system design in that regard.
         

         UCAs are identified when using STPA by applying a rigorous process described by Leveson and Thomas (2018), which requires more space to describe than is possible in this chapter. Two examples
            and some potential scenarios that could lead to UCAs are shown instead.
         

         The first example involves the control action of a Boeing 777 pilot to “engage autothrottle
            THR REF mode.” In THR REF mode, thrust is set to the reference thrust limit displayed
            on the engine indication and crew alerting system (EICAS; National Transportation Safety Board [NTSB], 2014). An example UCA for the pilot related to this control action is that:
         

         UCA-1: The pilot does not engage autothrottle TRH REF mode when the pilot intended to do
            so.
         

         The causal scenarios by which this unsafe control action could develop are diverse,
            and to conduct an exhaustive search the analyst should consider all contexts by which
            the THR REF mode would not engage despite a pilot’s intent to engage it. One potential
            scenario is the following:
         

         
            	
               Scenario 1

               The pilots do not engage autothrottle THR REF mode when they had the intent to engage
                  it because they press the incorrect button and do not verify engagement of the mode
                  by checking the FMA. The pilot may not verify the engagement of the mode due to task
                  saturation or expectation that the mode will engage when a button is pressed because
                  their prior experience has always been that the mode engages at the press of a button.
               

            

         

         This scenario explains the unsafe control action in terms of a non-update to the pilot’s
            process model of the automation. Recommendations stemming from scenarios like this
            will relate to ensuring appropriate feedback, rather than including new feedback, because the feedback was not perceived by the pilots despite it being available
            to them.
         

         A second potential scenario is the following:

         
            	
               Scenario 2

               Pilots do not engage autothrottle THR REF mode when they had the intent to engage
                  it because a single press of the takeoff go around (TO/GA) switch will not engage
                  THR REF mode if the aircraft is in a landing configuration with go-around mode armed.
                  Engaging THR REF mode during a go-around requires a double push of the TO/GA switch
                  (Air Accident Investigation Sector [AAIS], 2020). The pilot may not verify THR REF engagement in the FMA after the first click due
                  to task saturation or expectation that the mode will engage when a single button is
                  pressed. Or the pilots may not be aware that TO/GA is engaged.
               

            

         

         |12|This scenario also explains the unsafe control action in terms of a non-update to
            the pilot’s process model of the automation, but also involves a misunderstanding
            of the implications of a control action during a particular mode. Both of these scenarios
            could ultimately lead to pilot mode confusion, as they all involve inadvertent activation
            (or non-activation) of modes coupled with an opposing belief.
         

         The generation of UCAs for automated controllers is aided by a thorough understanding
            of mode transition logic and criteria, but it is also necessary that each potential
            mode transition be analyzed for unsafe interactions with different states of the system
            and environment, rather than in isolation. Specifically, in the Boeing 777 example,
            an available control action to the autopilot is “change vertical mode.” There are
            various vertical modes, two of which are TO/GA mode and ALT mode. In TO/GA mode, the
            autopilot acquires and maintains a takeoff speed reference after liftoff, or a go-around
            speed reference after initial go-around rotation (NTSB, 2014). In ALT mode, the autopilot adjusts the pitch of the aircraft to stay on a target
            altitude (Federal Aviation Administration [FAA], 2022). An example UCA for this mode transition is:
         

         UCA-2: A/P changes default TO/GA mode to ALT mode too early when the aircraft is still on
            ground without adequate feedback to flight crew.
         

         This action involves a specific mode transition coupled with a context in which this
            mode transition becomes unsafe. Causal scenario identification for this UCA should
            consider how the mode transition logic would allow the transition to happen in this
            unsafe context. One potential scenario for this is:
         

         
            	
               Scenario 1 for UCA-2

               The autopilot changes the pitch mode from default TO/GA mode to ALT mode because a
                  realignment of the air data inertial reference system was initiated when the flight
                  director was ON and the MCP selected altitude was within 20 ft of the barometric altitude
                  (FAA, 2022). The pilot may not perceive this transition because they are expecting the default
                  TO/GA mode. Thus, they become mode confused when they take off and upon liftoff, A/P
                  commands nose-down pitch to obtain the set altitude for ALT mode (sea level).
               

            

         

         This scenario explains the unsafe control action in terms of an update to the automation’s
            process model by an action (realignment of the air data inertial reference system)
            but also involves a miscommunication of that process model update to the flight crew.
            Once again, this could lead to pilot mode confusion by the inadvertent activation
            of a mode that a pilot would not expect in a particular context.
         

         Once the potential scenarios are identified, recommendations can be derived from them
            to design the system to eliminate or mitigate them.
         

         
|13|Summary and Outlook
         

         As modern systems grow increasingly complex, it becomes impossible to simply “train
            out” pilot and automaton behavior that can lead to hazards. Instead, the sources of
            such unsafe behavior should be identified and designed out of the system. STPA provides
            a methodology to do this by abstracting systems in terms of functional control feedback
            loops. The results of the STPA analysis can be used by designers to identify effective
            design requirements and reduce hazardous behavior.
         

         In addition, the use of a modeling and analysis technique, such as STPA, makes it
            easier for hardware, software, and human factors engineers to work together to create
            safer design and operational procedures.
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|15|Chapter 2
From Requirements to Cockpits – Considerations on the Design Process
         

         Christoph Vernaleken and Daniel Dreyer

         
            
               Abstract
               

               When designing new aircraft cockpits from scratch or substantially upgrading existing
                  ones, the initial steps of human factors requirements elicitation are relatively clear
                  from a methodological perspective, and the corresponding tools – such as hierarchical
                  task analysis – are very well documented. Likewise, the applicable airworthiness certification
                  requirements are, in spite of occasional evolutions, common knowledge and accessible
                  to everyone. By contrast, the creative process of transforming these requirements
                  into a viable cockpit or flight deck design is much less obvious. One of the key challenges
                  is that the airworthiness requirements to be considered from a human factors perspective
                  typically cover a wide range from the relatively generic guidance provided in certification
                  specification (CS) 25.1302 and associated explanatory material, down to very detailed
                  and often implicit requirements regarding the precise shape and location of cockpit
                  controls, or detailed prescriptions regarding the use of certain colours. This chapter
                  describes a pragmatic approach in which the requirements baseline is initially used
                  to derive a consistent cockpit philosophy that discusses the main design trade-offs
                  that have been made. On the basis of the cockpit philosophy, and the design office
                  data detailing the physical space available for the cockpit, an initial cockpit concept
                  encompassing both geometry and layout, as well as initial ideas for display formats
                  and modes, can be created. This is the foundation for detailed cockpit design, again
                  based on well-known and excellently documented human factors criteria for functional
                  allocation as well as on heuristics such as the Gestalt laws or Wickens’ 13 principles.
               

               Keywords

               human factors engineering, cockpit philosophy, cockpit design, display formats

            

         

         
|16|Introduction
         

         When facing the task of designing a new aircraft cockpit from scratch or performing
            a substantial upgrade of an existing flight deck, the initial steps of the requirements
            elicitation process are typically rather straightforward, as they are defined by the
            airworthiness certification baseline on one hand and complemented by some form of
            mission and task analysis, for example a hierarchical task analysis, on the other.
            Of course, there might be additional customer or programme requirements that could
            have a significant impact on the cockpit. It should also be noted that the initial
            airworthiness requirements for large aeroplanes laid down in certification specifications
            (CS/Part 25 (European Union Aviation Safety Agency [EASA], 2021; Airworthiness Standards, 2023)1 are by no means exhaustive when it comes to flight deck design, and that important
            requirements regarding equipment to be fitted, with potentially a substantial impact
            on flight deck displays and controls, can be found elsewhere, depending on the type
            of operation intended, for example Part 121 and Part 135 for the Federal Aviation
            Administration (FAA; National Archives, Code of Federal Regulations, 2023a, 2023b). Similarly, in Europe, regulations such as the CS-AWO (EASA, 2022a) address all-weather operations or, in the case of CS-ACNS, access to certain airspaces
            (EASA, 2022b). As an example, CS-25 does not contain any mandate to equip transport-category aircraft
            with an autopilot, although there are several specific requirements pertaining to
            controls, indications and alerts for engaging/disengaging the autopilot if fitted
            (see CS 25.1329; EASA, 2021), which reflects the implicit assumption that most transport-category aircraft will
            be equipped accordingly. By contrast, CS-AWO will typically mandate the installation
            of an autopilot for certain types of instrument landing system approaches, as detailed
            in CS AWO.B.CATIII.106 (EASA, 2022a).
         

         Irrespective of whether the envisaged aircraft mission is a basic commercial air transport
            operation (passenger, cargo) or some other potentially more complex civilian or military
            mission, certain basic pilot task templates can virtually always be used, in the following
            order of descending priority (after Appendix D to CS-25, in EASA, 2021):
         

         
            	
               Aviate: maintain aircraft flight path control in terms of attitude, altitude, speed and course,
                  and prevent collisions with other traffic
               

            

            	
               Navigate: know own position in relation to the planned flight path, terrain and obstacles
                  in the vicinity of the envisaged route, as well as the destination (final, intermediate
                  or alternative)
               

            

            	
               |17|Communicate: communication within the crew (procedures or checklists, situation assessment, intentions)
                  and with air traffic control (intentions, and, especially in an emergency, type of
                  support requested)
               

            

            	
               Manage systems: operate and monitor aircraft engines, fuel, and systems
               

            

            	
               Command decisions: strategic decision-making – can the mission be performed as envisaged, or have conditions
                  arisen that require a change of plan, such as a diversion to another airport?
               

            

         

         Of course, a full mission and task analysis must consider pilot tasks in the context
            of the respective flight or mission phases, and also adequately assess the priority
            of these tasks in normal operation, compared to abnormal/emergency situations. Typically,
            military missions are substantially more complex, as the flight profile might include
            air-to-air refuelling, both as a tanker or receiver, weapons delivery, aerial delivery,
            search-and-rescue missions, maritime patrol, and many more. Usually, such missions
            are performed in an environment that requires additional considerations regarding
            the defence against enemy forces in the air and on the ground throughout the mission.
            Considering this wide range of possible aircraft mission profiles, the smallest common
            denominator is the basic flight operation from an Origin A to a Destination B. Therefore,
            this chapter will focus on the CS-25 (EASA, 2021) regulations, which contain the requirements for large transport-category aircraft.
         

         
The Requirements Conundrum
         

         One of the key challenges is that the airworthiness requirements to be considered
            from a human factors perspective for flight deck design typically cover a wide range
            of granularity and detail. Some of the requirements are very generic, such as CS 25.777
            (a), which mandates that cockpit controls “must be located to provide convenient operation
            and to prevent confusion and inadvertent operation” (EASA, 2021, p. 423). Likewise, according to CS 25.1302 (a), “flight deck controls must be installed
            to allow accomplishment of […] tasks [associated with their intended function], and
            information necessary to accomplish these tasks must be provided” (EASA, 2021, p. 718).
         

         In many cases, nevertheless, CS-25 provides an exhaustive overview of the information
            to be presented to the flight crew for accomplishing the aviate and navigate task. CS 25.1303 lists the required flight and navigation instruments, while CS 25.1305
            specifies the powerplant-related indications and alerts that are necessary. For the
            flight and navigation instruments, CS 25.1321 (b) additionally prescribes the required
            arrangement in the well-known “basic T” layout.
         

         By contrast, other CS-25 requirements already provide detailed design solutions. As
            an example, there are very detailed design requirements for landing gear and flap
            controls with respect to both location (CS 25.777) and control knob shape |18|(CS 25.781). According to CS 25.777 (e), “wing-flap controls and other auxiliary lift
            device controls must be located on top of the pedestal, aft of the throttles, centrally
            or to the right of the pedestal centre line, and not less than 25 cm (10 inches) aft
            of the landing gear control” which in turn “must be located forward of the throttles”,
            as required by CS 25.777 (f) (EASA, 2021, p. 423). It is important to note that CS 25.777 (e) also contains the implicit assumption
            that there is a pedestal, and that it provides additional details concerning the location
            of the throttles that go beyond the requirements on engine controls in CS 25.777 (d),
            which only mandates “identical powerplant controls for each engine” that “must be
            located to prevent confusion as to the engines they control” (EASA, 2021, p. 423). Similarly, CS 25.1143 merely requires “separate power or thrust control
            for each engine” permitting both “separate control of each engine” and “simultaneous control of all engines” (EASA, 2021, p. 692). Interestingly, the word “pedestal” only appears in the context of CS 25.777
            in the entire CS-25 document! The example above also shows a certain degree of redundancy
            and fragmentation in airworthiness requirements.
         

         As a helpful analogy to better understand the underlying challenges, one might think
            of the airworthiness requirements in CS-25 as something equivalent to a partially
            completed old master’s oil painting, in which the artist has almost fully completed
            some areas, whereas other parts of the artwork only exist as sketches of varying levels
            of detail, but such that the overall subject of the painting is already unambiguously
            recognisable. Thus, while there could be some completely blank areas on the canvas,
            there would nevertheless be no doubt as to whether one was looking, for example at
            a Nativity Scene or the Marriage Feast at Cana. Tasked with the completion of this
            painting, the workshop of the old master would have to paint in a style that is in
            harmony with the already completed parts, but at the same time true to the overall
            subject and intention of the painting. Likewise, flight decks must be designed in
            such a way that they are consistent with the highly detailed requirements discussed
            above, while at the same time conforming to the overall intentions behind the high-level
            requirements. What is required, therefore, is a guideline that provides information
            on how to fill in the blanks and to complete the sketches. The next section proposes
            a cockpit philosophy as a viable, pragmatic means of achieving this.
         

         
A Potential Solution: Cockpit Philosophy
         

         Defining the cockpit philosophy is a multi-disciplinary effort, which – like any flight
            deck design activity – must of course involve pilots and operators from the very beginning.
            In order to document the overall intentions behind the flight deck design, one of
            the first steps in defining a cockpit philosophy consists of stating and, where necessary,
            detailing the fundamental underlying design principles. In this context, it also seems
            worthwhile to document the main design trade-offs that have been |19|made. Of course, the cockpit philosophy can and should make reference to existing
            airworthiness and industry standards. As an example, one would typically reaffirm
            a human-centred design approach, or design against human error, and might then reference
            the corresponding paragraphs of CS 25.1302. The following further aspects should be
            covered by the fundamental design principles:
         

         
            	
               Flight Crew Philosophy

               Of how many pilots and potentially other operators is the flight crew composed of,
                  and what are their envisaged roles and responsibilities, including the envisaged task
                  sharing? How are they intended to be kept in the loop on the status of the aircraft’s
                  systems?
               

            

            	
               General Philosophy of Interaction and Information Presentation

               Is a “quiet, dark and silent” flight deck philosophy used, or another approach (see
                  AMC 25-11; EASA, 2021)? Will there only be head-down displays, or are solutions for presenting information
                  overlaying the outside view, such as head-up displays, available (see SAE ARP 5056;
                  SAE International, 2013)? What is the general approach for flight crew procedures and checklists? Will electronic
                  checklists be used, and if so, what is the envisaged level of integration with information
                  from the aircraft systems, that is will some checklist items automatically be “ticked”
                  if the desired system status has already been achieved? Is a paperless cockpit envisaged,
                  and if so, how is this realised, via electronic flight bag type devices, or as part
                  of the main avionics display suite?
               

            

            	
               Automation Philosophy

               What is the role of automation on the flight deck, and for which tasks and purposes
                  is it predominantly used? Which factors and criteria determine whether a task will
                  be automated? How is it ensured that crew members are adequately kept in the loop
                  to preclude automation surprises and other human factors issues related to automation?
                  At least the following aspects should be addressed:
               

               
                  	
                     Flight Crew Role: What is the role and authority of the flight crew when using automation? It is essential
                        in this context to define whether the flight crew partially or generally serves as
                        a redundant back-up in case automated functions fail, or whether the design of the
                        automation is redundant and fail-safe.
                     

                  

                  	
                     Task Allocation: Are tasks statically allocated to be performed either by the flight crew or by automated
                        systems, or is task allocation dynamic, that is do pilots have a choice of delegating
                        a task to the automation? A very basic example of dynamic task allocation would be
                        the availability of an auto-thrust function giving pilots the option to either manage
                        thrust manually or automatically.
                     

                  

                  	
                     Automation Awareness and Feedback: How can pilots understand, supervise and monitor what the automation is doing? For
                        complex automated functions, how are their modes and particularly automatic mode changes
                        enunciated? Do automatic trim, automatic pilot and automatic thrust physically move
                        the corresponding physical controls in the cockpit when active, or not?
                     

                  

                  	
                     |20|Adaptive Automation: Does the behaviour or level of automation change automatically in certain situations,
                        for example triggered by external events? If yes, how does the flight crew maintain
                        automation mode awareness?
                     

                  

               

            

            	
               Approach Versus Novel Technologies

               What are the criteria that will be applied when it comes to the introduction of new
                  technologies not previously encountered in cockpits? Evidently, the use of novel technologies
                  might constitute a certification risk, since neither airworthiness regulations nor
                  industry standards addressing the use of these new technologies on the flight deck
                  might already be available. At the same time, innovative technologies might, for example
                  support new operational capabilities, enhance safety or increase efficiency, thus
                  a considerate trade-off including a risk–benefit analysis is required. Consequently,
                  solely using new technologies for the sake of novelty is not appropriate. Furthermore,
                  it is important to note that, for airworthiness certification, the degree of novelty
                  does not only consider whether a technology is new on the market, but also considers
                  whether a manufacturer newly applies an existing technology (see AMC 25.1302; EASA, 2021).
               

            

         

         The above list is, of course, by no means exhaustive. For further inspiration, Table 2.1 gives an overview of the high-level cockpit philosophies of Airbus and Boeing, which
            gives a good impression of similarities and differences. For the first point in both
            philosophies, the similarity is not surprising, since this constitutes an almost verbatim
            reference to the role and responsibility of the pilot-in-command as defined in ICAO
            Annex 2, “Rules of the Air” (International Civil Aviation Organization [ICAO], 2005). Furthermore, it is interesting to see that both philosophies explicitly refer to
            human factors engineering (5) and outline general principles and conditions for the
            use of novel technologies (6). Particularly for the items where the philosophies are
            virtually the same regarding intent (grey background), the wording is partially identical
            (bold font).
         

         
            
               Table 2.1.  Comparison of Airbus and Boeing high-level flight deck philosophies
               

            

            
               
                  
                     	
                     	
                        Airbus

                     
                     	
                        Boeing

                     
                  

               
               
                  
                     	
                        1.

                     
                     	
                        The pilot is ultimately responsible for the safe operation of the aircraft. The pilot has final authority with adequate information and means to exercise this authority.
                        

                     
                     	
                        The pilot is the final authority for the operation of the airplane.
                        

                     
                  

                  
                     	
                        2.

                     
                     	
                        The design of a cockpit is dictated by safety, passenger comfort, and efficiency in that order of priority.
                        

                     
                     	
                        Flight crew tasks, in order of priority, are: safety, passenger comfort, and efficiency.
                        

                     
                  

                  
                     	
                        |21|3.
                        

                     
                     	
                        The design of a cockpit accommodates for a wide range of pilot skill levels and experience acquired on previous aircraft.
                        

                     
                     	
                        Design for crew operations based on pilots’ past training and operational experience

                     
                  

                  
                     	
                        4.

                     
                     	
                        The automation is considered as a complement available to the pilot, who can decide
                           when to delegate and what level of assistance is desirable, according to the situation.
                        

                     
                     	
                        Apply automation as a tool to aid, not replace, the pilot.

                     
                  

                  
                     	
                        5.

                     
                     	
                        The human–machine interfaces are designed considering system features, together with
                           the pilot’s strengths and weaknesses
                        

                     
                     	
                        Address fundamental human strengths, limitations, and individual differences – for
                           both normal and non-normal operations.
                        

                     
                  

                  
                     	
                        6.

                     
                     	
                        The use of new technologies and implementation of new functionalities are dictated by:
                        

                        
                           	
                              Significant safety benefits

                           

                           	
                              Obvious operational advantages

                           

                           	
                              A clear response to a pilot’s needs

                           

                        

                     
                     	
                        Use new technologies and functional capabilities only when:
                        

                        
                           	
                              They result in clear and distinct operational or efficiency advantages, and
                              

                           

                           	
                              There is no adverse effect to the human–machine interface.

                           

                        

                     
                  

                  
                     	
                        7.

                     
                     	
                        State-of-the-art human factors considerations are applied in the system design process
                           to manage the potential pilot errors.
                        

                     
                     	
                        Design systems to be error tolerant.

                     
                  

                  
                     	
                        8.

                     
                     	
                        The overall cockpit design favours crew communication.

                     
                     	
                        Both crew members are ultimately responsible for the safe conduct of the flight.

                     
                  

                  
                     	
                        9.

                     
                     	
                        The cockpit design aims at simplifying the crew’s task by enhancing situational and
                           aircraft status awareness.
                        

                     
                     	
                        The hierarchy of design alternatives is: simplicity, redundancy, and automation.

                     
                  

                  
                     	
                        10.

                     
                     	
                        The full authority, when required, is obtained with simple intuitive actions, while
                           aiming at eliminating the risks of over-stress or over-control.
                        

                     
                     	
                  

               
            

            Note. Adapted from SAE ARP 5056 (SAE International, 2013, p. 28)
            

         

         |22|Of course, while doubtlessly very helpful as guidelines on the main intentions behind
            the flight deck design, these fundamental design principles are nevertheless not yet
            specific enough to aid in transforming requirements into a concrete conceptual design.
            Therefore, any viable cockpit philosophy must, at a minimum, detail the approach to
            be taken regarding control, interaction and information presentation. In some cases,
            it might make sense to split the information presentation philosophy into dedicated
            sections for electronic display system formats, flight deck alerting and an overarching
            colour philosophy.
         

         One of the key objectives of a cockpit philosophy is, of course, to ensure consistency across the flight deck. Accordingly, information should be presented in a way consistent
            with the flight deck design philosophy in terms of symbology, location, control, behaviour,
            size, shape, colour, labels, dynamics and alerts. This evidently applies to multiple
            displays on the same flight deck. Likewise, acronyms and labels should be used consistently,
            and messages/enunciations should contain text in a consistent way, also with related
            labels located elsewhere in the flight deck (see AMC 25-11; EASA, 2021). 
         

         The information presentation philosophy needs to establish the relation between information that is either permanently presented
            on the flight deck displays, or automatically brought up when certain conditions are
            fulfilled, and which information is generally available, but must actively be accessed
            by the pilots, for example by calling up a certain system synoptics page. This is,
            of course, strongly linked to aspects of automation, flight deck alerting and electronic
            checklist.
         

         Regarding the philosophy for electronic display systems, the criteria for using digital readouts versus analogous indications should be clearly
            laid down. Likewise, it seems very useful to limit the number of scale and dial types
            to the necessary minimum to ensure consistency. Generally, the orientation of the
            information presented and the flight crew’s frame of reference should be correlated.
            Accordingly, indications for systems unambiguously located on the left side of the
            aircraft (e.g. engines, fuel tanks) should be shown on the left side (see AMC 25-11;
            EASA, 2021). This document also cautions that, to avoid visual clutter, graphical representations
            should only be included if they reduce flight crew access or interpretation time,
            or decrease the probability of interpretation error.
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