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			Introduction

			It’s important to note that Darrell Huff’s book “How to Lie with Statistics” was published in 1954, so some information, such as about money or habits, may seem outdated. However, this doesn’t diminish the value of the concepts explained.

			In his introduction, the author, Darrell Huff, briefly outlines the purpose of his book. He explains that the averages, trends, and correlations we read and hear about are almost never what they seem; they can be more or less than they seem.

			In a culture driven by facts, the author believes the secret language of statistics is used to distort, shock, confuse, and oversimplify. Without writers who use words honestly and readers who don’t know what they mean, “statistical” data on social and economic trends, the state of business, opinion polls, and censuses are meaningless.

			With this book Darrell Huff therefore intends to “teach” the minimum notions of how statistics are used to deceive, believing that men of good faith must learn to defend themselves.

			•

			  

			Chapter 1

			The sample which in itself presents an influencing factor

			The author begins this chapter with a quote from a Time magazine commentary on a New York newspaper article: “The average Yale University graduate earns $25,111 a year.” While this number implies that if you have a child attending Yale, you have no financial worries, it will make you reflect on the meaning of this figure and draw your attention to two things: its accuracy and its improbability.

			Darrell Huff explains that it’s very difficult to know the exact average income of a group of people who received their education long ago, because they don’t remember it precisely. Furthermore, the average quoted was likely calculated based on what these graduates reported about their income, which isn’t necessarily accurate. True. Many people overestimate and others underestimate, but which of the two alternatives has the stronger tendency?

			The most likely root of the $23,111 figure emerging as the median income (when it could be half that) lies in the sampling technique, which is the backbone of most statistics on all sorts of topics. 

			A sample, the author explains, is a representative portion of a whole, a population. If it’s large enough and well-selected, it will fairly accurately represent the entire group. Otherwise, it’s usually less accurate than an educated guess based on common sense.

			Huff finds that, unfortunately, what we think we know is based on conclusions drawn from samples that are too small and often based on a high degree of subjectivity (or both).

			Again, regarding the Yale undergraduate report, we’re confident it’s a sample, because after 25 years, many addresses must have changed, and many of the questionnaires sent to known addresses must have remained unanswered, especially given the personal nature of the questions. Even if 5-10% of the questionnaires had been answered, the response rate would never have been 100%.

			Now, the author asks, who are the “lost” students? Are they people with a lot of money? That’s unlikely, because it’s easy to get the addresses of wealthy people. The author’s hypothesis, therefore, is that they are those who haven’t achieved the desired success, men who don’t reach the figure of $23,111, or even three or four, Who threw the questionnaire in the trash? We can’t know for sure, but we can assume with some certainty that it was those who don’t earn enough to be proud of it.

			In other words, the sample actually represents a special segment of the graduating class of 1929 whose address is known , who cooperate by answering the questionnaire, and who tell the truth about their income. 

			The author provides an example of the truthfulness of the respondents. A survey was conducted to determine the number of magazine readers. In response to the question “What magazines do you read in your family?”. The responses indicated that very few people read a magazine called True Story and many read Harper’s magazine , which was absurd when one noted that the number of magazines published by True Story far exceeded those published by Harper’s. Conclusion: many of the respondents were not telling the truth; the survey was merely measuring their degree of snobbery.

			When we read that the average American—a much-discussed and generally unsubstantiated fact—brushes their teeth 1.02 times a day, the author suggests we ask ourselves how this information was obtained. Would one readily confess to a stranger about their poor oral hygiene? For sample-based research to be valuable, it must be representative and free from influences, a point on which the Yale sample, like much of what we read in newspapers and magazines, is inherently meaningless. In other words, Huff advises us to always maintain a certain level of skepticism about the results presented to us and to read things carefully so as not to believe what isn’t true.

			The 10 million subscribers to Reader’s Digest , contacted by the magazine to conduct a poll on the 1936 presidential election, had incorrectly predicted the victory of the Republican candidate, despite having been correct about the candidate in the previous election in 1932. It was later shown that this was a biased sample of the electorate, a special pool of Republican voters.

			The basic sample, Huff explains, is the so-called “random” sample, selected at random from a “population,” which for statisticians is the set of which the sample is part. For example, 10 names are drawn from a large database, or 10 pieces of paper from a hat, and one in 10 people walking down a street is interviewed (which wouldn’t be a sample of the world’s population, but of the people walking down that particular street).

			A random sample, the author continues, is the only one for which the application of statistical theory produces completely reliable results, but there’s a problem: it’s so difficult to obtain that in most cases it’s discarded due to its high cost. It’s being replaced worldwide by the stratified random sample.

			To obtain this type of sample, the population is divided into segments and groups proportional to these segments are chosen. Problems can arise at this point, because the proportionality information can be incorrect. For example, if we ask an interviewer to ensure he or she interviews only black people over 40, it won’t be difficult to correctly identify blacks and whites, but the sample will suffer because people in their early 40s will likely be absent.

			How do you obtain a random sample within the stratification, the author asks. The most obvious thing would be to randomly draw names from a complete list and interview them, but if the interviewer goes out into the street, they exclude those at home; if they ring doorbells, they exclude those at work; if they go out in the evening, they exclude those going to the movies or nightclubs. The pollster’s job is a fight against influence, a fight that can never be won. 

			Using examples, the author highlights one of the most obvious influences, which should always be kept in mind: interviewees seek to please the interviewer, to give an answer that doesn’t make them feel uncomfortable, rather than expressing their true opinion. It’s also important to keep in mind, says Darrell Huff, that every interview is a sample in itself, and that interviewees’ answers also represent a sampling of their experience on the issues being investigated. In any case, the results are partial and therefore of little value. Moreover, according to Huff, there’s no way to unmask them.

			Finally, the author explains that this bias is a consequence of the fact that surveys generally target people who have more money, more education, more information, and better behavior than the population they represent. This is easily confirmed if we consider the following: you have to interview a black person, over 40, and living in a certain city. You find two people who fit these parameters, but one is clean and neatly dressed, the other is unkempt, dirty, and unfriendly. You and all your colleagues around the world will choose the person with the nicer appearance, which is a powerful influence. Therefore, surveys rarely reflect the opinions and desires of those who do not hold conservative views. There is no need to deliberately misrepresent the results. A sample influence, like the one just explained by the author, automatically misrepresents them.

			•

			  

			Chapter 2

			The well-chosen average

			In this chapter, the author suggests playing a game and then drawing conclusions: let’s suppose that the reader is a snob who wants to buy a farm near the California valley and that he is a real estate agent who lives in the area.

			Because he’s a snob, the agent lets him know that the average income for people living in that area is $15,000 a year. The buyer purchases the property and mentions this figure to his friends when explaining his move.

			A year later, the snobbish buyer and the real estate agent meet again, but now as members of a committee of taxpayers demanding tax breaks, or bus fares, that they cannot afford on an average income of $3,500 a year.

			The author wasn’t lying either now or last year; the buyer can’t blame him, because that’s the main advantage of lying with statistics: both averages are legitimate and obtained legally. Since the meaning of the word “average” is vague, the ploy consisted of using two different averages each time.

			This trick, the author says, is used very often, sometimes with the guilty intention of influencing public opinion or gaining publicity space, and sometimes innocently. 

			When someone says “average,” it’s a good idea to find out what they’re promising: mean, median, or mode.

			The $15,000 annual income used at the beginning of this chapter, when Darrell Huff wanted to manage a high income, is the arithmetic mean and is obtained by adding all the incomes and dividing by the number of neighbors. The other figure, $3,500, is the median, which tells us that half the neighbors have an income above this figure and half have an income below it. The mode is the number that occurs most often in a distribution. If in this neighborhood there are several families earning $5,000 a year, this is the modal income.

			The author points out that when working with data relating to many human characteristics such as height, weight, etc., the different means coincide; these data fall within what is called a normal distribution. If represented by a curve, it will have the shape of a bell, with the mean, median, and mode at the same point.

			While any average is useful for describing human height, it isn’t for describing their income. The author provides a very illustrative example. If you list the incomes of families living in a place, they could range from very small figures to $50,000 or more. More than 95% of the incomes would be less than $10,000, and they would all fall on the left side of the curve, taking the shape of a children’s slide. The mean would be very different from the median, which would make the comparison between the “average” (mean) of one year and the “average” (median) of another invalid. When you say, “The average salary at a certain company is $5,700 a year,” you can include the salaries of $2,000 a year, and the owner’s profits are treated as wages. If we look at it, the model tells us that the most common salary in this company is $2,000 a year. And the median? Half of the employees earn more than $3,000 a year, and half earn less than $3,000 a year. 
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SUMMARY

“An excellent introduction to a crucial






