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URL





A Uniform Resource Locator (URL), commonly informally termed a web address (a term which is not defined identically)[1] is a reference to a web resource that specifies its location on a computer network and a mechanism for retrieving it. A URL is a specific type of Uniform Resource Identifier (URI),[2] although many people use the two terms interchangeably.[3] A URL implies the means to access an indicated resource and is denoted by a protocol or an access mechanism, which is not true of every URI.[4][3] Thus http://www.example.com is an URL, while www.example.com is not.[5] URLs occur most commonly to reference web pages (http), but are also used for file transfer (ftp), email (mailto), database access (JDBC), and many other applications.

Most web browsers[image: External link] display the URL of a web page above the page in an address bar. A typical URL could have the form http://www.example.com/index.html, which indicates a protocol (http), a hostname (www.example.com), and a file name (index.html).


[image: TOC] TOC Next [image: Next chapter] 
 History




Uniform Resource Locators were defined in Request for Comments (RFC) 1738 in 1994 by Tim Berners-Lee, the inventor of the World Wide Web, and the URI working group of the Internet Engineering Task Force (IETF),[6] as an outcome of collaboration started at the IETF Living Documents "Birds of a Feather" session in 1992.[7][8]

The format combines the pre-existing system of domain names (created in 1985) with file path syntax, where slashes are used to separate directory and file names. Conventions already existed where server names could be prefixed to complete file paths, preceded by a double slash (//).[9]

Berners-Lee later expressed regret at the use of dots to separate the parts of the domain name within URIs, wishing he had used slashes throughout,[9] and also said that, given the colon following the first component of a URI, the two slashes before the domain name were unnecessary.[10]
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 Syntax




See: Uniform resource identifier § Syntax[image: External link]


Every HTTP URL conforms to the syntax of a generic URI. A generic URI is of the form:


 scheme:[//[user:password@]host[:port]][/]path[?query][#fragment]


It comprises:


	The scheme, consisting of a sequence of characters beginning with a letter and followed by any combination of letters, digits, plus (+), period (.), or hyphen (-). Although schemes are case-insensitive, the canonical form is lowercase and documents that specify schemes must do so with lowercase letters. It is followed by a colon (:). Examples of popular schemes include http(s)[image: External link], ftp, mailto, file, data, and irc[image: External link]. URI schemes should be registered with the Internet Assigned Numbers Authority (IANA), although non-registered schemes are used in practice.[a]


	Two slashes (//): This is required by some schemes and not required by some others. When the authority component (explained below) is absent, the path component cannot begin with two slashes.[12]


	An authority part, comprising:

	An optional authentication[image: External link] section of a user name and password, separated by a colon, followed by an at symbol (@)

	A "host", consisting of either a registered name (including but not limited to a hostname), or an IP address. IPv4 addresses must be in dot-decimal notation, and IPv6 addresses must be enclosed in brackets ([ ]).[13][b]


	An optional port number, separated from the hostname by a colon





	A path, which contains data, usually organized in hierarchical form, that appears as a sequence of segments separated by slashes. Such a sequence may resemble or map exactly to a file system path, but does not always imply a relation to one.[15] The path must begin with a single slash (/) if an authority part was present, and may also if one was not, but must not begin with a double slash. The path is always defined, though the defined path may be empty (zero length)





	Query delimiter
	Example



	Ampersand (&)
	key1=value1&key2=value2



	Semicolon (;)[c][incomplete short citation[image: External link]]

	key1=value1;key2=value2





	An optional query, separated from the preceding part by a question mark (?), containing a query string of non-hierarchical data. Its syntax is not well defined, but by convention is most often a sequence of attribute–value pairs separated by a delimiter.

	An optional fragment, separated from the preceding part by a hash (#). The fragment contains a fragment identifier providing direction to a secondary resource, such as a section heading in an article identified by the remainder of the URI. When the primary resource is an HTML document, the fragment is often an id attribute[image: External link] of a specific element, and web browsers will scroll this element into view.



A web browser will usually dereference[image: External link] a URL by performing an HTTP[image: External link] request to the specified host, by default on port number 80. URLs using the https scheme require that requests and responses will be made over a secure connection to the website.
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 Internationalized URL




Internet users are distributed throughout the world using a wide variety of languages and alphabets and expect to be able to create URLs in their own local alphabets. An Internationalized Resource Identifier (IRI) is a form of URL that includes Unicode characters. All modern browsers support IRIs. The parts of the URL requiring special treatment for different alphabets are the domain name and path.[17][18]

The domain name in the IRI is known as an Internationalized Domain Name (IDN). Web and Internet software automatically convert the domain name into punycode usable by the Domain Name System; for example, the Chinese URL http://例子.卷筒纸 becomes http://xn--fsqu00a.xn--3lr804guic/. The xn-- indicates that the character was not originally ASCII.[19]

The URL path name can also be specified by the user in the local alphabet. If not already encoded, it is converted to Unicode, and any characters not part of the basic URL character set are converted to English letters using percent-encoding; for example, the Japanese URL http://example.com/引き割り.html becomes http://example.com/%E5%BC%95%E3%81%8D%E5%89%B2%E3%82%8A.html. The target computer decodes the address and displays the page.[17]
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 Protocol-relative URLs




Protocol-relative links (PRL), also known as protocol-relative URLs (PRURL), are URLs that have no protocol specified. For example, //example.com will use the protocol of the current page, either HTTP or HTTPS.[20][21]
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 See also






	
CURIE (Compact URI)

	Use of slashes in networking[image: External link]

	Fragment identifier

	
Internationalized resource identifier (IRI)

	Semantic URL

	Typosquatting

	URL normalization
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 Notes






	
^ The procedures for registering new URI schemes were originally defined in 1999 by RFC 2717, and are now defined by RFC 7595, published in June 2015.[11]


	
^ For URIs relating to resources on the World Wide Web, some web browsers allow .0 portions of dot-decimal notation to be dropped or raw integer IP addresses to be used.[14]


	
^ Historic RFC 1866 (obsoleted by RFC 2854) encourages CGI authors to support ';' in addition to '&'.[16]
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Web Resource





The concept of a web resource is primitive in the web architecture, and is used in the definition of its fundamental elements. The term was first introduced to refer to targets of uniform resource locators (URLs), but its definition has been further extended to include the referent[image: External link] of any uniform resource identifier (RFC 3986[image: External link]), or internationalized resource identifier (RFC 3987[image: External link]). In the Semantic Web[image: External link], abstract resources and their semantic properties are described using the family of languages based on Resource Description Framework[image: External link] (RDF).


[image: TOC] TOC Next [image: Next chapter] 
 History




The concept of a web resource has evolved during the web history, from the early notion of static addressable documents[image: External link] or files[image: External link], to a more generic and abstract definition, now encompassing every 'thing' or entity[image: External link] that can be identified, named, addressed or handled, in any way whatsoever, in the web at large, or in any networked information system. The declarative aspects of a resource (identification and naming) and its functional aspects (addressing and technical handling) were not clearly distinct in the early specifications of the web, and the very definition of the concept has been the subject of long and still open debate involving difficult, and often arcane, technical, social, linguistic and philosophical issues.


[image: TOC] TOC Next [image: Next chapter] 
 From documents and files to web resources




In the early specifications of the web (1990–1994), the term resource is barely used at all. The web is designed as a network of more or less static addressable objects, basically files and documents, linked using uniform resource locators (URLs). A web resource is implicitly defined as something which can be identified. The identification deserves two distinct purposes: naming and addressing; the latter only depends on a protocol. It is notable that RFC 1630[image: External link] does not attempt to define at all the notion of resource; actually it barely uses the term besides its occurrence in URI, URL and URN, and still speaks about "Objects of the Network".

RFC 1738[image: External link] (December 1994) further specifies URLs, the term 'Universal' being changed to 'Uniform'. The document is making a more systematic use of resource to refer to objects which are 'available', or 'can be located and accessed' through the internet. There again, the term resource itself is not explicitly defined.
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 From web resources to abstract resources




The first explicit definition of resource is found in RFC 2396[image: External link], in August 1998:


A resource can be anything that has identity. Familiar examples include an electronic document, an image, a service (e.g., "today's weather report for Los Angeles"), and a collection of other resources. Not all resources are network "retrievable"; e.g., human beings, corporations, and bound books in a library can also be considered resources. The resource is the conceptual mapping to an entity or set of entities, not necessarily the entity which corresponds to that mapping at any particular instance in time. Thus, a resource can remain constant even when its content---the entities to which it currently corresponds---changes over time, provided that the conceptual mapping is not changed in the process.



Although examples in this document were still limited to physical entities, the definition opened the door to more abstract resources. Providing a concept is given an identity, and this identity is expressed by a well-formed URI (uniform resource identifier, a superset of URLs), then a concept can be a resource as well.

In January 2005, RFC 3986[image: External link] makes this extension of the definition completely explicit: '…abstract concepts can be resources, such as the operators and operands of a mathematical equation, the types of a relationship (e.g., "parent" or "employee"), or numeric values (e.g., zero, one, and infinity).'
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 Resources in RDF and the Semantic Web




First released in 1999, RDF was first intended to describe resources, in other words to declare metadata[image: External link] of resources in a standard way. A RDF description of a resource is a set of triples (subject, predicate, object), where subject represents the resource to be described, predicate a type of property relevant to this resource, and object can be data or another resource. The predicate itself is considered as a resource and identified by a URI. Hence, properties like "title", "author" are represented in RDF as resources, which can be used, in a recursive way, as the subject of other triples. Building on this recursive principle, RDF vocabularies, such as RDFS[image: External link], OWL[image: External link], and SKOS[image: External link] will pile up definitions of abstract resources such as classes, properties, concepts, all identified by URIs.

RDF also specifies the definition of anonymous resources or blank nodes[image: External link], which are not absolutely identified by URIs.
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 Using HTTP URIs to identify abstract resources




URLs, particularly HTTP URIs, are frequently used to identify abstract resources, such as classes, properties or other kind of concepts. Examples can be found in RDFS or OWL ontologies[image: External link]. Since such URIs are associated with the HTTP protocol, the question arose of which kind of representation, if any, should one get for such resources through this protocol, typically using a web browser, and if the syntax of the URI itself could help to differentiate "abstract" resources from "information" resources. The URI specifications such as RFC 3986[image: External link] left to the protocol specification the task of defining actions performed on the resources and they don't provide any answer to this question. It had been suggested that an HTTP URI identifying a resource in the original sense, such as a file, document, or any kind of so-called information resource, should be "slash" URIs — in other words, should not contain a fragment identifier, whereas a URI used to identify a concept or abstract resource should be a "hash" URI using a fragment identifier.

For example: http://www.example.org/catalogue/widgets.html would both identify and locate a web page (maybe providing some human-readable description of the widgets sold by Silly Widgets, Inc.) whereas http://www.example.org/ontology#Widget would identify the abstract concept or class "Widget" in this company ontology, and would not necessarily retrieve any physical resource through HTTP protocol[image: External link]. But it has been answered that such a distinction is impossible to enforce in practice, and famous standard vocabularies provide counter-examples widely used. For example, the Dublin Core[image: External link] concepts such as "title", "publisher", "creator" are identified by "slash" URIs like http://purl.org/dc/elements/1.1/title.

The general question of which kind of resources HTTP URI should or should not identify has been formerly known in W3C as the httpRange-14[image: External link] issue, following its name on the list defined by the Technical Architecture Group (TAG). The TAG delivered in 2005 a final answer to this issue, making the distinction between an "information resource" and a "non-information" resource dependent on the type of answer given by the server to a "GET" request:


	
2xx Success[image: External link] indicates resource is an information resource.

	
303 See Other[image: External link] indicates the resource could be informational or abstract; the redirection target could tell you.

	
4xx Client Error[image: External link] provides no information at all.



This allows vocabularies (like Dublin Core[image: External link], FOAF[image: External link], and Wordnet[image: External link]) to continue to use slash instead of hash for pragmatic reasons. While this compromise seems to have met a consensus in the Semantic Web community, some of its prominent members such as Pat Hayes[image: External link] have expressed concerns both on its technical feasibility and conceptual foundation. According to Patrick Hayes' viewpoint, the very distinction between "information resource" and "other resource" is impossible to find and should better not be specified at all, and ambiguity[image: External link] of the referent resource is inherent to URIs like to any naming mechanism.
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 Resource ownership, intellectual property and trust




In RDF, "anybody can declare anything about anything". Resources are defined by formal descriptions which anyone can publish, copy, modify and publish over the web. If the content of a web resource in the classical sense (a web page or on-line file) is clearly owned by its publisher, who can claim intellectual property on it, an abstract resource can be defined by an accumulation of RDF descriptions, not necessarily controlled by a unique publisher, and not necessarily consistent with each other. It's an open issue to know if a resource should have an authoritative definition with clear and trustable ownership, and in this case, how to make this description technically distinct from other descriptions. A parallel issue is how intellectual property may apply to such descriptions.


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 See also





	Resource (computer science)[image: External link]

	
Resource-oriented architecture[image: External link] (ROA)

	
Resource-oriented computing[image: External link] (ROC)

	
Representational state transfer[image: External link] (REST)

	
Web service[image: External link] and Service-oriented architecture[image: External link] (SOA)

	
Web-oriented architecture[image: External link] (WOA)




[image: TOC] TOC [image: Previous chapter] Previous 
 References





	
Web Characterization Terminology & Definitions Sheet[image: External link], editors: Brian Lavoie and Henrik Frystyk Nielsen, May 1999.

	
A Short History of "Resource" in web architecture.[image: External link], by Tim Berners-Lee


	
What do HTTP URIs Identify?[image: External link], by Tim Berners-Lee


	Presentations at IRW 2006 conference[image: External link], Web resources[image: External link]

	
A Pragmatic Theory of Reference for the Web[image: External link], by Dan Connolly[image: External link].

	
In Defense of Ambiguity[image: External link], by Patrick Hayes[image: External link].





	
Towards an OWL ontology for identity on the web[image: External link], by Valentina Presutti and Aldo Gangemi, SWAP2006 conference[image: External link].



TOP




Categories[image: External link]:

	Resources[image: External link]

	World Wide Web[image: External link]

	Semantic Web[image: External link]
















This page was last modified on 15 January 2017, at 02:33.




	This text is based on the Wikipedia article Web Resource: https://en.wikipedia.org/wiki/Web_resource [image: External link] which is released under the Creative Commons Attribution-ShareAlike 3.0 Unported License available online at: http://creativecommons.org/licenses/by-sa/3.0/legalcode [image: External link]

List of authors: https://tools.wmflabs.org/xtools/wikihistory/wh.php?page_title=Web_resource [image: External link]












Back to main article 



Contents




	1 History

	2 Properties

	3 Network packet

	4 Network topology

	5 Communications protocols

	6 Geographic scale

	7 Organizational scope

	8 Routing

	9 Network service

	10 Network performance

	11 Security

	12 Views of networks

	13 See also

	14 References

	15 Further reading

	16 External links





Computer Network





A computer network or data network is a telecommunications network[image: External link] which allows nodes[image: External link] to share resources. In computer networks, networked computing devices exchange data with each other using a data link[image: External link]. The connections between nodes are established using either cable media[image: External link] or wireless media[image: External link]. The best-known computer network is the Internet[image: External link].

Network computer devices that originate, route and terminate the data are called network nodes[image: External link].[1] Nodes can include hosts[image: External link] such as personal computers[image: External link], phones[image: External link], servers[image: External link] as well as networking hardware[image: External link]. Two such devices can be said to be networked together when one device is able to exchange information with the other device, whether or not they have a direct connection to each other.

Computer networks differ in the transmission medium[image: External link] used to carry their signals, communications protocols[image: External link] to organize network traffic, the network's size, topology[image: External link] and organizational intent.

Computer networks support an enormous number of applications[image: External link] and services[image: External link] such as access to the World Wide Web, digital video[image: External link], digital audio[image: External link], shared use of application and storage servers[image: External link], printers[image: External link], and fax machines[image: External link], and use of email[image: External link] and instant messaging[image: External link] applications as well as many others. In most cases, application-specific communications protocols are layered[image: External link] (i.e. carried as payload[image: External link]) over other more general communications protocols. This formidable collection of information technology[image: External link] requires skilled network management[image: External link] to keep it all running reliably[image: External link].
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 History




The chronology of significant computer-network developments includes:


	In the late 1950s, early networks of computers included the military radar system Semi-Automatic Ground Environment[image: External link] (SAGE).

	In 1959, Anatolii Ivanovich Kitov[image: External link] proposed to the Central Committee of the Communist Party of the Soviet Union a detailed plan for the re-organisation of the control of the Soviet armed forces and of the Soviet economy on the basis of a network of computing centres.[2]


	In 1960, the commercial airline reservation system semi-automatic business research environment[image: External link] (SABRE) went online with two connected mainframes.

	In 1962, J.C.R. Licklider[image: External link] developed a working group he called the "Intergalactic Computer Network[image: External link]", a precursor to the ARPANET[image: External link], at the Advanced Research Projects Agency[image: External link] (ARPA).

	In 1964, researchers at Dartmouth College[image: External link] developed the Dartmouth Time Sharing System[image: External link] for distributed users of large computer systems. The same year, at Massachusetts Institute of Technology[image: External link], a research group supported by General Electric[image: External link] and Bell Labs[image: External link] used a computer to route and manage telephone connections.

	Throughout the 1960s, Leonard Kleinrock[image: External link], Paul Baran[image: External link], and Donald Davies[image: External link] independently developed network systems that used packets[image: External link] to transfer information between computers over a network.

	In 1965, Thomas Marill and Lawrence G. Roberts[image: External link] created the first wide area network[image: External link] (WAN). This was an immediate precursor to the ARPANET[image: External link], of which Roberts became program manager.

	Also in 1965, Western Electric[image: External link] introduced the first widely used telephone switch[image: External link] that implemented true computer control.

	In 1969, the University of California at Los Angeles[image: External link], the Stanford Research Institute[image: External link], the University of California at Santa Barbara[image: External link], and the University of Utah[image: External link] became connected as the beginning of the ARPANET[image: External link] network using 50 kbit/s circuits.[3]


	In 1972, commercial services using X.25[image: External link] were deployed, and later used as an underlying infrastructure for expanding TCP/IP[image: External link] networks.

	In 1973, Robert Metcalfe[image: External link] wrote a formal memo at Xerox PARC[image: External link] describing Ethernet[image: External link], a networking system that was based on the Aloha network[image: External link], developed in the 1960s by Norman Abramson[image: External link] and colleagues at the University of Hawaii[image: External link]. In July 1976, Robert Metcalfe[image: External link] and David Boggs[image: External link] published their paper "Ethernet: Distributed Packet Switching for Local Computer Networks"[4] and collaborated on several patents received in 1977 and 1978. In 1979, Robert Metcalfe pursued making Ethernet an open standard.[5]


	In 1976, John Murphy of Datapoint Corporation[image: External link] created ARCNET[image: External link], a token-passing network first used to share storage devices.

	In 1995, the transmission speed capacity for Ethernet increased from 10 Mbit/s to 100 Mbit/s. By 1998, Ethernet supported transmission speeds of a Gigabit. Subsequently, higher speeds of up to 100 Gbit/s were added (as of 2016). The ability of Ethernet to scale easily (such as quickly adapting to support new fiber optic cable speeds) is a contributing factor to its continued use.[5]
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 Properties




Computer networking may be considered a branch of electrical engineering[image: External link], telecommunications[image: External link], computer science[image: External link], information technology[image: External link] or computer engineering[image: External link], since it relies upon the theoretical and practical application of the related disciplines.

A computer network facilitates interpersonal communications allowing users to communicate efficiently and easily via various means: email, instant messaging, chat rooms, telephone, video telephone calls, and video conferencing. Providing access to information on shared storage devices is an important feature of many networks. A network allows sharing of files, data, and other types of information giving authorized users the ability to access information stored on other computers on the network. A network allows sharing of network and computing resources. Users may access and use resources provided by devices on the network, such as printing a document on a shared network printer. Distributed computing[image: External link] uses computing resources across a network to accomplish tasks. A computer network may be used by computer crackers[image: External link] to deploy computer viruses[image: External link] or computer worms[image: External link] on devices connected to the network, or to prevent these devices from accessing the network via a denial of service[image: External link] attack.
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 Network packet




See: Network packet[image: External link]


Computer communication links that do not support packets, such as traditional point-to-point telecommunication links[image: External link], simply transmit data as a bit stream[image: External link]. However, most information in computer networks is carried in packets. A network packet is a formatted unit of data[image: External link] (a list of bits or bytes, usually a few tens of bytes to a few kilobytes long) carried by a packet-switched network[image: External link].

In packet networks, the data is formatted into packets that are sent through the network to their destination. Once the packets arrive they are reassembled into their original message. With packets, the bandwidth[image: External link] of the transmission medium can be better shared among users than if the network were circuit switched[image: External link]. When one user is not sending packets, the link can be filled with packets from other users, and so the cost can be shared, with relatively little interference, provided the link isn't overused.

Packets consist of two kinds of data: control information, and user data (payload). The control information provides data the network needs to deliver the user data, for example: source and destination network addresses[image: External link], error detection[image: External link] codes, and sequencing information. Typically, control information is found in packet headers[image: External link] and trailers[image: External link], with payload data[image: External link] in between.

Often the route a packet needs to take through a network is not immediately available. In that case the packet is queued[image: External link] and waits until a link is free.
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 Network topology




See: Network topology[image: External link]


The physical layout of a network is usually less important than the topology that connects network nodes. Most diagrams that describe a physical network are therefore topological, rather than geographic. The symbols on these diagrams usually denote network links and network nodes.
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 Network links




The transmission media (often referred to in the literature as the physical media) used to link devices to form a computer network include electrical cable[image: External link] ( Ethernet[image: External link], HomePNA[image: External link], power line communication[image: External link], G.hn[image: External link]), optical fiber[image: External link] (fiber-optic communication[image: External link]), and radio waves[image: External link] (wireless networking[image: External link]). In the OSI model[image: External link], these are defined at layers 1 and 2 — the physical layer and the data link layer.

A widely adopted family of transmission media used in local area network ( LAN[image: External link]) technology is collectively known as Ethernet[image: External link]. The media and protocol standards that enable communication between networked devices over Ethernet are defined by IEEE 802.3[image: External link]. Ethernet transmits data over both copper and fiber cables. Wireless LAN standards (e.g. those defined by IEEE 802.11[image: External link]) use radio waves[image: External link], or others use infrared[image: External link] signals as a transmission medium. Power line communication[image: External link] uses a building's power cabling to transmit data.
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 Wired technologies




The orders of the following wired technologies are, roughly, from slowest to fastest transmission speed.


	
Coaxial cable[image: External link] is widely used for cable television systems, office buildings, and other work-sites for local area networks. The cables consist of copper or aluminum wire surrounded by an insulating layer (typically a flexible material with a high dielectric constant), which itself is surrounded by a conductive layer. The insulation helps minimize interference and distortion. Transmission speed ranges from 200 million bits per second to more than 500 million bits per second.

	
ITU-T[image: External link] G.hn[image: External link] technology uses existing home wiring[image: External link] (coaxial cable[image: External link], phone lines and power lines[image: External link]) to create a high-speed (up to 1 Gigabit/s) local area network

	
Twisted pair[image: External link] wire is the most widely used medium for all telecommunication. Twisted-pair cabling consist of copper wires that are twisted into pairs. Ordinary telephone wires consist of two insulated copper wires twisted into pairs. Computer network cabling (wired Ethernet[image: External link] as defined by IEEE 802.3[image: External link]) consists of 4 pairs of copper cabling that can be utilized for both voice and data transmission. The use of two wires twisted together helps to reduce crosstalk[image: External link] and electromagnetic induction[image: External link]. The transmission speed ranges from 2 million bits per second to 10 billion bits per second. Twisted pair cabling comes in two forms: unshielded twisted pair (UTP) and shielded twisted-pair (STP). Each form comes in several category ratings, designed for use in various scenarios.




	An optical fiber[image: External link] is a glass fiber. It carries pulses of light that represent data. Some advantages of optical fibers over metal wires are very low transmission loss and immunity from electrical interference. Optical fibers can simultaneously carry multiple wavelengths of light, which greatly increases the rate that data can be sent, and helps enable data rates of up to trillions of bits per second. Optic fibers can be used for long runs of cable carrying very high data rates, and are used for undersea cables[image: External link] to interconnect continents.



Price is a main factor distinguishing wired- and wireless-technology options in a business. Wireless options command a price premium that can make purchasing wired computers, printers and other devices a financial benefit. Before making the decision to purchase hard-wired technology products, a review of the restrictions and limitations of the selections is necessary. Business and employee needs may override any cost considerations.[6]
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 Wireless technologies




See: Wireless network[image: External link]



	
Terrestrial microwave[image: External link] – Terrestrial microwave communication uses Earth-based transmitters and receivers resembling satellite dishes. Terrestrial microwaves are in the low-gigahertz range, which limits all communications to line-of-sight. Relay stations are spaced approximately 48 km (30 mi) apart.

	
Communications satellites[image: External link] – Satellites communicate via microwave radio waves, which are not deflected by the Earth's atmosphere. The satellites are stationed in space, typically in geosynchronous orbit 35,400 km (22,000 mi) above the equator. These Earth-orbiting systems are capable of receiving and relaying voice, data, and TV signals.

	
Cellular[image: External link] and PCS systems use several radio communications technologies. The systems divide the region covered into multiple geographic areas. Each area has a low-power transmitter or radio relay antenna device to relay calls from one area to the next area.

	
Radio and spread spectrum[image: External link] technologies – Wireless local area networks use a high-frequency radio technology similar to digital cellular and a low-frequency radio technology. Wireless LANs use spread spectrum technology to enable communication between multiple devices in a limited area. IEEE 802.11[image: External link] defines a common flavor of open-standards wireless radio-wave technology known as Wifi[image: External link].

	
Free-space optical communication[image: External link] uses visible or invisible light for communications. In most cases, line-of-sight propagation[image: External link] is used, which limits the physical positioning of communicating devices.
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 Exotic technologies




There have been various attempts at transporting data over exotic media:


	
IP over Avian Carriers[image: External link] was a humorous April fool's Request for Comments, issued as RFC 1149[image: External link]. It was implemented in real life in 2001.[7]


	Extending the Internet to interplanetary dimensions via radio waves, the Interplanetary Internet[image: External link].[8]




Both cases have a large round-trip delay time[image: External link], which gives slow two-way communication, but doesn't prevent sending large amounts of information.
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 Network nodes




See: Node (networking)[image: External link]


Apart from any physical transmission medium there may be, networks comprise additional basic system[image: External link] building blocks, such as network interface controller[image: External link] (NICs), repeaters[image: External link], hubs[image: External link], bridges[image: External link], switches[image: External link], routers[image: External link], modems[image: External link], and firewalls[image: External link].
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 Network interfaces




A network interface controller[image: External link] (NIC) is computer hardware[image: External link] that provides a computer with the ability to access the transmission media, and has the ability to process low-level network information. For example, the NIC may have a connector for accepting a cable, or an aerial for wireless transmission and reception, and the associated circuitry.

The NIC responds to traffic addressed to a network address[image: External link] for either the NIC or the computer as a whole.

In Ethernet[image: External link] networks, each network interface controller has a unique Media Access Control[image: External link] (MAC) address—usually stored in the controller's permanent memory. To avoid address conflicts between network devices, the Institute of Electrical and Electronics Engineers[image: External link] (IEEE) maintains and administers MAC address uniqueness. The size of an Ethernet MAC address is six octets[image: External link]. The three most significant octets are reserved to identify NIC manufacturers. These manufacturers, using only their assigned prefixes, uniquely assign the three least-significant octets of every Ethernet interface they produce.
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 Repeaters and hubs




A repeater[image: External link] is an electronic[image: External link] device that receives a network signal[image: External link], cleans it of unnecessary noise and regenerates it. The signal is retransmitted[image: External link] at a higher power level, or to the other side of an obstruction, so that the signal can cover longer distances without degradation. In most twisted pair Ethernet configurations, repeaters are required for cable that runs longer than 100 meters. With fiber optics, repeaters can be tens or even hundreds of kilometers apart.

A repeater with multiple ports is known as a hub[image: External link]. Repeaters work on the physical layer of the OSI model. Repeaters require a small amount of time to regenerate the signal. This can cause a propagation delay[image: External link] that affects network performance. As a result, many network architectures limit the number of repeaters that can be used in a row, e.g., the Ethernet 5-4-3 rule[image: External link].

Hubs have been mostly obsoleted by modern switches[image: External link]; but repeaters are used for long distance links, notably undersea cabling.
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 Bridges




A network bridge[image: External link] connects and filters traffic between two network segments[image: External link] at the data link layer[image: External link] (layer 2) of the OSI model[image: External link] to form a single network. This breaks the network's collision domain but maintains a unified broadcast domain. Network segmentation breaks down a large, congested network into an aggregation of smaller, more efficient networks.

Bridges come in three basic types:


	Local bridges: Directly connect LANs

	Remote bridges: Can be used to create a wide area network (WAN) link between LANs. Remote bridges, where the connecting link is slower than the end networks, largely have been replaced with routers.

	Wireless bridges: Can be used to join LANs or connect remote devices to LANs.
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 Switches




A network switch[image: External link] is a device that forwards and filters OSI layer 2[image: External link] datagrams[image: External link] ( frames[image: External link]) between ports[image: External link] based on the destination MAC address in each frame.[9] A switch is distinct from a hub in that it only forwards the frames to the physical ports involved in the communication rather than all ports connected. It can be thought of as a multi-port bridge.[10] It learns to associate physical ports to MAC addresses by examining the source addresses of received frames. If an unknown destination is targeted, the switch broadcasts to all ports but the source. Switches normally have numerous ports, facilitating a star topology for devices, and cascading additional switches.

Multi-layer switches[image: External link] are capable of routing based on layer 3 addressing or additional logical levels. The term switch is often used loosely to include devices such as routers and bridges, as well as devices that may distribute traffic based on load or based on application content (e.g., a Web URL identifier).
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 Routers




A router[image: External link] is an internetworking[image: External link] device that forwards packets[image: External link] between networks by processing the routing information included in the packet or datagram (Internet protocol information from layer 3). The routing information is often processed in conjunction with the routing table (or forwarding table). A router uses its routing table to determine where to forward packets. A destination in a routing table can include a "null" interface, also known as the "black hole" interface because data can go into it, however, no further processing is done for said data, i.e. the packets are dropped.
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 Modems




Modems[image: External link] (MOdulator-DEModulator) are used to connect network nodes via wire not originally designed for digital network traffic, or for wireless. To do this one or more carrier signals[image: External link] are modulated[image: External link] by the digital signal to produce an analog signal[image: External link] that can be tailored to give the required properties for transmission. Modems are commonly used for telephone lines, using a Digital Subscriber Line[image: External link] technology.
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 Firewalls




A firewall[image: External link] is a network device for controlling network security and access rules. Firewalls are typically configured to reject access requests from unrecognized sources while allowing actions from recognized ones. The vital role firewalls play in network security grows in parallel with the constant increase in cyber attacks[image: External link].
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 Network structure




Network topology[image: External link] is the layout or organizational hierarchy of interconnected nodes of a computer network. Different network topologies can affect throughput, but reliability is often more critical. With many technologies, such as bus networks, a single failure can cause the network to fail entirely. In general the more interconnections there are, the more robust the network is; but the more expensive it is to install.
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 Common layouts




Common layouts are:


	A bus network[image: External link]: all nodes are connected to a common medium along this medium. This was the layout used in the original Ethernet[image: External link], called 10BASE5[image: External link] and 10BASE2[image: External link].

	A star network[image: External link]: all nodes are connected to a special central node. This is the typical layout found in a Wireless LAN[image: External link], where each wireless client connects to the central Wireless access point[image: External link].

	A ring network[image: External link]: each node is connected to its left and right neighbour node, such that all nodes are connected and that each node can reach each other node by traversing nodes left- or rightwards. The Fiber Distributed Data Interface[image: External link] (FDDI) made use of such a topology.

	A mesh network[image: External link]: each node is connected to an arbitrary number of neighbours in such a way that there is at least one traversal from any node to any other.

	A fully connected network[image: External link]: each node is connected to every other node in the network.

	A tree network[image: External link]: nodes are arranged hierarchically.



Note that the physical layout of the nodes in a network may not necessarily reflect the network topology. As an example, with FDDI[image: External link], the network topology is a ring (actually two counter-rotating rings), but the physical topology is often a star, because all neighboring connections can be routed via a central physical location.
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 Overlay network




An overlay network[image: External link] is a virtual computer network that is built on top of another network. Nodes in the overlay network are connected by virtual or logical links. Each link corresponds to a path, perhaps through many physical links, in the underlying network. The topology of the overlay network may (and often does) differ from that of the underlying one. For example, many peer-to-peer[image: External link] networks are overlay networks. They are organized as nodes of a virtual system of links that run on top of the Internet.[11]

Overlay networks have been around since the invention of networking when computer systems were connected over telephone lines using modems[image: External link], before any data network existed.

The most striking example of an overlay network is the Internet itself. The Internet itself was initially built as an overlay on the telephone network[image: External link].[11] Even today, each Internet node can communicate with virtually any other through an underlying mesh of sub-networks of wildly different topologies and technologies. Address resolution[image: External link] and routing[image: External link] are the means that allow mapping of a fully connected IP overlay network to its underlying network.

Another example of an overlay network is a distributed hash table[image: External link], which maps keys to nodes in the network. In this case, the underlying network is an IP network, and the overlay network is a table (actually a map[image: External link]) indexed by keys.

Overlay networks have also been proposed as a way to improve Internet routing, such as through quality of service[image: External link] guarantees to achieve higher-quality streaming media[image: External link]. Previous proposals such as IntServ[image: External link], DiffServ[image: External link], and IP Multicast[image: External link] have not seen wide acceptance largely because they require modification of all routers[image: External link] in the network.[citation needed[image: External link]] On the other hand, an overlay network can be incrementally deployed on end-hosts running the overlay protocol software, without cooperation from Internet service providers[image: External link]. The overlay network has no control over how packets are routed in the underlying network between two overlay nodes, but it can control, for example, the sequence of overlay nodes that a message traverses before it reaches its destination.

For example, Akamai Technologies[image: External link] manages an overlay network that provides reliable, efficient content delivery (a kind of multicast[image: External link]). Academic research includes end system multicast,[12] resilient routing and quality of service studies, among others.
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 Communications protocols




A communications protocol[image: External link] is a set of rules for exchanging information over network links. In a protocol stack[image: External link] (also see the OSI model[image: External link]), each protocol leverages the services of the protocol below it. An important example of a protocol stack is HTTP[image: External link] (the World Wide Web protocol[image: External link]) running over TCP[image: External link] over IP[image: External link] (the Internet protocols[image: External link]) over IEEE 802.11[image: External link] (the Wi-Fi protocol). This stack is used between the wireless router[image: External link] and the home user's personal computer when the user is surfing the web.

Whilst the use of protocol layering is today ubiquitous across the field of computer networking, it has been historically criticized by many researchers[13] for two principal reasons. Firstly, abstracting the protocol stack in this way may cause a higher layer to duplicate functionality of a lower layer, a prime example being error recovery on both a per-link basis and an end-to-end basis.[14] Secondly, it is common that a protocol implementation at one layer may require data, state or addressing information that is only present at another layer, thus defeating the point of separating the layers in the first place. For example, TCP[image: External link] uses the ECN field in the IPv4 header[image: External link] as an indication of congestion; IP is a network layer[image: External link] protocol whereas TCP is a transport layer[image: External link] protocol.

Communication protocols have various characteristics. They may be connection-oriented[image: External link] or connectionless[image: External link], they may use circuit mode[image: External link] or packet switching[image: External link], and they may use hierarchical addressing or flat addressing.

There are many communication protocols, a few of which are described below.
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 IEEE 802




IEEE 802[image: External link] is a family of IEEE standards dealing with local area networks and metropolitan area networks. The complete IEEE 802 protocol suite provides a diverse set of networking capabilities. The protocols have a flat addressing scheme. They operate mostly at levels 1 and 2 of the OSI model[image: External link].

For example, MAC[image: External link] bridging[image: External link] (IEEE 802.1D[image: External link]) deals with the routing of Ethernet packets using a Spanning Tree Protocol[image: External link]. IEEE 802.1Q[image: External link] describes VLANs[image: External link], and IEEE 802.1X[image: External link] defines a port-based Network Access Control[image: External link] protocol, which forms the basis for the authentication mechanisms used in VLANs (but it is also found in WLANs) – it is what the home user sees when the user has to enter a "wireless access key".
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 Ethernet




Ethernet[image: External link], sometimes simply called LAN, is a family of protocols used in wired LANs, described by a set of standards together called IEEE 802.3[image: External link] published by the Institute of Electrical and Electronics Engineers[image: External link].
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 Wireless LAN




Wireless LAN[image: External link], also widely known as WLAN or WiFi, is probably the most well-known member of the IEEE 802[image: External link] protocol family for home users today. It is standarized by IEEE 802.11[image: External link] and shares many properties with wired Ethernet.
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 Internet Protocol Suite




The Internet Protocol Suite[image: External link], also called TCP/IP, is the foundation of all modern networking. It offers connection-less as well as connection-oriented services over an inherently unreliable network traversed by data-gram transmission at the Internet protocol[image: External link] (IP) level. At its core, the protocol suite defines the addressing, identification, and routing specifications for Internet Protocol Version 4 (IPv4) and for IPv6, the next generation of the protocol with a much enlarged addressing capability.
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 SONET/SDH




Synchronous optical networking[image: External link] (SONET) and Synchronous Digital Hierarchy (SDH) are standardized multiplexing[image: External link] protocols that transfer multiple digital bit streams over optical fiber using lasers. They were originally designed to transport circuit mode communications from a variety of different sources, primarily to support real-time, uncompressed, circuit-switched[image: External link] voice encoded in PCM[image: External link] (Pulse-Code Modulation) format. However, due to its protocol neutrality and transport-oriented features, SONET/SDH also was the obvious choice for transporting Asynchronous Transfer Mode[image: External link] (ATM) frames.
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 Asynchronous Transfer Mode




Asynchronous Transfer Mode[image: External link] (ATM) is a switching technique for telecommunication networks. It uses asynchronous time-division multiplexing[image: External link] and encodes data into small, fixed-sized cells[image: External link]. This differs from other protocols such as the Internet Protocol Suite[image: External link] or Ethernet[image: External link] that use variable sized packets or frames[image: External link]. ATM has similarity with both circuit[image: External link] and packet[image: External link] switched networking. This makes it a good choice for a network that must handle both traditional high-throughput data traffic, and real-time, low-latency[image: External link] content such as voice and video. ATM uses a connection-oriented[image: External link] model in which a virtual circuit[image: External link] must be established between two endpoints before the actual data exchange begins.

While the role of ATM is diminishing in favor of next-generation networks[image: External link], it still plays a role in the last mile[image: External link], which is the connection between an Internet service provider[image: External link] and the home user.[15]
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 Geographic scale




A network can be characterized by its physical capacity or its organizational purpose. Use of the network, including user authorization and access rights, differ accordingly.


	Nanoscale network



A nanoscale communication[image: External link] network has key components implemented at the nanoscale including message carriers and leverages physical principles that differ from macroscale communication mechanisms. Nanoscale communication extends communication to very small sensors and actuators such as those found in biological systems and also tends to operate in environments that would be too harsh for classical communication.[16]


	Personal area network



A personal area network[image: External link] (PAN) is a computer network used for communication among computer and different information technological devices close to one person. Some examples of devices that are used in a PAN are personal computers, printers, fax machines, telephones, PDAs, scanners, and even video game consoles. A PAN may include wired and wireless devices. The reach of a PAN typically extends to 10 meters.[17] A wired PAN is usually constructed with USB and FireWire connections while technologies such as Bluetooth and infrared communication typically form a wireless PAN.


	Local area network



A local area network[image: External link] (LAN) is a network that connects computers and devices in a limited geographical area such as a home, school, office building, or closely positioned group of buildings. Each computer or device on the network is a node[image: External link]. Wired LANs are most likely based on Ethernet[image: External link] technology. Newer standards such as ITU-T[image: External link] G.hn[image: External link] also provide a way to create a wired LAN using existing wiring, such as coaxial cables, telephone lines, and power lines.[18]

The defining characteristics of a LAN, in contrast to a wide area network[image: External link] (WAN), include higher data transfer rates[image: External link], limited geographic range, and lack of reliance on leased lines[image: External link] to provide connectivity. Current Ethernet or other IEEE 802.3[image: External link] LAN technologies operate at data transfer rates up to 100 Gbit/s[image: External link], standarized by IEEE[image: External link] in 2010.[19] Currently, 400 Gbit/s Ethernet[image: External link] is being developed.

A LAN can be connected to a WAN using a router[image: External link].


	Home area network



A home area network[image: External link] (HAN) is a residential LAN used for communication between digital devices typically deployed in the home, usually a small number of personal computers and accessories, such as printers and mobile computing devices. An important function is the sharing of Internet access, often a broadband service through a cable TV or digital subscriber line[image: External link] (DSL) provider.


	Storage area network



A storage area network[image: External link] (SAN) is a dedicated network that provides access to consolidated, block level data storage. SANs are primarily used to make storage devices, such as disk arrays, tape libraries, and optical jukeboxes, accessible to servers so that the devices appear like locally attached devices to the operating system. A SAN typically has its own network of storage devices that are generally not accessible through the local area network by other devices. The cost and complexity of SANs dropped in the early 2000s to levels allowing wider adoption across both enterprise and small to medium-sized business environments.


	Campus area network



A campus area network[image: External link] (CAN) is made up of an interconnection of LANs within a limited geographical area. The networking equipment (switches, routers) and transmission media (optical fiber, copper plant, Cat5[image: External link] cabling, etc.) are almost entirely owned by the campus tenant / owner (an enterprise, university, government, etc.).

For example, a university campus network is likely to link a variety of campus buildings to connect academic colleges or departments, the library, and student residence halls.


	Backbone network



A backbone network[image: External link] is part of a computer network infrastructure that provides a path for the exchange of information between different LANs or sub-networks. A backbone can tie together diverse networks within the same building, across different buildings, or over a wide area.

For example, a large company might implement a backbone network to connect departments that are located around the world. The equipment that ties together the departmental networks constitutes the network backbone. When designing a network backbone, network performance[image: External link] and network congestion[image: External link] are critical factors to take into account. Normally, the backbone network's capacity is greater than that of the individual networks connected to it.

Another example of a backbone network is the Internet backbone[image: External link], which is the set of wide area networks[image: External link] (WANs) and core routers[image: External link] that tie together all networks connected to the Internet[image: External link].


	Metropolitan area network



A Metropolitan area network[image: External link] (MAN) is a large computer network that usually spans a city or a large campus.


	Wide area network



A wide area network[image: External link] (WAN) is a computer network that covers a large geographic area such as a city, country, or spans even intercontinental distances. A WAN uses a communications channel that combines many types of media such as telephone lines, cables, and air waves. A WAN often makes use of transmission facilities provided by common carriers, such as telephone companies. WAN technologies generally function at the lower three layers of the OSI reference model[image: External link]: the physical layer[image: External link], the data link layer[image: External link], and the network layer[image: External link].


	Enterprise private network



An enterprise private network[image: External link] is a network that a single organization builds to interconnect its office locations (e.g., production sites, head offices, remote offices, shops) so they can share computer resources.


	Virtual private network



A virtual private network[image: External link] (VPN) is an overlay network in which some of the links between nodes are carried by open connections or virtual circuits in some larger network (e.g., the Internet) instead of by physical wires. The data link layer protocols of the virtual network are said to be tunneled through the larger network when this is the case. One common application is secure communications through the public Internet, but a VPN need not have explicit security features, such as authentication or content encryption. VPNs, for example, can be used to separate the traffic of different user communities over an underlying network with strong security features.

VPN may have best-effort performance, or may have a defined service level agreement (SLA) between the VPN customer and the VPN service provider. Generally, a VPN has a topology more complex than point-to-point.


	Global area network



A global area network[image: External link] (GAN) is a network used for supporting mobile across an arbitrary number of wireless LANs, satellite coverage areas, etc. The key challenge in mobile communications is handing off user communications from one local coverage area to the next. In IEEE Project 802, this involves a succession of terrestrial wireless LANs[image: External link].[20]
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 Organizational scope




Networks are typically managed by the organizations that own them. Private enterprise networks may use a combination of intranets and extranets. They may also provide network access to the Internet[image: External link], which has no single owner and permits virtually unlimited global connectivity.
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 Intranet




An intranet[image: External link] is a set of networks that are under the control of a single administrative entity. The intranet uses the IP protocol and IP-based tools such as web browsers and file transfer applications. The administrative entity limits use of the intranet to its authorized users. Most commonly, an intranet is the internal LAN of an organization. A large intranet typically has at least one web server to provide users with organizational information. An intranet is also anything behind the router on a local area network.
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 Extranet




An extranet[image: External link] is a network that is also under the administrative control of a single organization, but supports a limited connection to a specific external network. For example, an organization may provide access to some aspects of its intranet to share data with its business partners or customers. These other entities are not necessarily trusted from a security standpoint. Network connection to an extranet is often, but not always, implemented via WAN technology.
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 Internetwork




An internetwork[image: External link] is the connection of multiple computer networks via a common routing technology using routers.
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 Internet




The Internet[image: External link] is the largest example of an internetwork. It is a global system of interconnected governmental, academic, corporate, public, and private computer networks. It is based on the networking technologies of the Internet Protocol Suite[image: External link]. It is the successor of the Advanced Research Projects Agency Network[image: External link] (ARPANET) developed by DARPA[image: External link] of the United States Department of Defense[image: External link]. The Internet is also the communications backbone underlying the World Wide Web (WWW).

Participants in the Internet use a diverse array of methods of several hundred documented, and often standardized, protocols compatible with the Internet Protocol Suite and an addressing system (IP addresses) administered by the Internet Assigned Numbers Authority and address registries[image: External link]. Service providers and large enterprises exchange information about the reachability[image: External link] of their address spaces through the Border Gateway Protocol[image: External link] (BGP), forming a redundant worldwide mesh of transmission paths.
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 Darknet




A darknet[image: External link] is an overlay network, typically running on the internet, that is only accessible through specialized software. A darknet is an anonymizing network where connections are made only between trusted peers — sometimes called "friends" ( F2F[image: External link])[21] — using non-standard protocols[image: External link] and ports.

Darknets are distinct from other distributed peer-to-peer[image: External link] networks as sharing[image: External link] is anonymous (that is, IP addresses[image: External link] are not publicly shared), and therefore users can communicate with little fear of governmental or corporate interference.[22]
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 Routing




Routing[image: External link] is the process of selecting network paths to carry network traffic. Routing is performed for many kinds of networks, including circuit switching[image: External link] networks and packet switched networks[image: External link].

In packet switched networks, routing directs packet forwarding[image: External link] (the transit of logically addressed network packets[image: External link] from their source toward their ultimate destination) through intermediate nodes[image: External link]. Intermediate nodes are typically network hardware devices such as routers[image: External link], bridges[image: External link], gateways[image: External link], firewalls[image: External link], or switches[image: External link]. General-purpose computers[image: External link] can also forward packets and perform routing, though they are not specialized hardware and may suffer from limited performance. The routing process usually directs forwarding on the basis of routing tables[image: External link], which maintain a record of the routes to various network destinations. Thus, constructing routing tables, which are held in the router's memory[image: External link], is very important for efficient routing.

There are usually multiple routes that can be taken, and to choose between them, different elements can be considered to decide which routes get installed into the routing table, such as (sorted by priority):


	
Prefix-Length: where longer subnet masks are preferred (independent if it is within a routing protocol or over different routing protocol)

	
Metric: where a lower metric/cost is preferred (only valid within one and the same routing protocol)

	
Administrative distance[image: External link]: where a lower distance is preferred (only valid between different routing protocols)



Most routing algorithms use only one network path at a time. Multipath routing[image: External link] techniques enable the use of multiple alternative paths.

Routing, in a more narrow sense of the term, is often contrasted with bridging[image: External link] in its assumption that network addresses[image: External link] are structured and that similar addresses imply proximity within the network. Structured addresses allow a single routing table entry to represent the route to a group of devices. In large networks, structured addressing (routing, in the narrow sense) outperforms unstructured addressing (bridging). Routing has become the dominant form of addressing on the Internet. Bridging is still widely used within localized environments.
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 Network service




Network services[image: External link] are applications hosted by servers[image: External link] on a computer network, to provide some functionality[image: External link] for members or users of the network, or to help the network itself to operate.

The World Wide Web, E-mail[image: External link],[23] printing[image: External link] and network file sharing[image: External link] are examples of well-known network services. Network services such as DNS (Domain Name System[image: External link]) give names for IP[image: External link] and MAC addresses[image: External link] (people remember names like “nm.lan” better than numbers like “210.121.67.18”),[24] and DHCP[image: External link] to ensure that the equipment on the network has a valid IP address.[25]

Services are usually based on a service protocol[image: External link] that defines the format and sequencing of messages between clients and servers of that network service.
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 Network performance
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 Quality of service




Depending on the installation requirements, network performance[image: External link] is usually measured by the quality of service[image: External link] of a telecommunications product. The parameters that affect this typically can include throughput[image: External link], jitter[image: External link], bit error rate[image: External link] and latency[image: External link].

The following list gives examples of network performance measures for a circuit-switched network and one type of packet-switched network[image: External link], viz. ATM:


	Circuit-switched networks: In circuit switched[image: External link] networks, network performance is synonymous with the grade of service[image: External link]. The number of rejected calls is a measure of how well the network is performing under heavy traffic loads.[26] Other types of performance measures can include the level of noise and echo.

	ATM: In an Asynchronous Transfer Mode[image: External link] (ATM) network, performance can be measured by line rate, quality of service[image: External link] (QoS), data throughput, connect time, stability, technology, modulation technique and modem enhancements.[27]




There are many ways to measure the performance of a network, as each network is different in nature and design. Performance can also be modelled instead of measured. For example, state transition diagrams[image: External link] are often used to model queuing performance in a circuit-switched network. The network planner uses these diagrams to analyze how the network performs in each state, ensuring that the network is optimally designed.[28]
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 Network congestion




Network congestion[image: External link] occurs when a link or node is carrying so much data that its quality of service[image: External link] deteriorates. Typical effects include queueing delay[image: External link], packet loss[image: External link] or the blocking[image: External link] of new connections. A consequence of these latter two is that incremental increases in offered load[image: External link] lead either only to small increase in network throughput[image: External link], or to an actual reduction in network throughput.

Network protocols[image: External link] that use aggressive retransmissions[image: External link] to compensate for packet loss tend to keep systems in a state of network congestion—even after the initial load is reduced to a level that would not normally induce network congestion. Thus, networks using these protocols can exhibit two stable states under the same level of load. The stable state with low throughput is known as congestive collapse.

Modern networks use congestion control[image: External link] and congestion avoidance[image: External link] techniques to try to avoid congestion collapse. These include: exponential backoff[image: External link] in protocols such as 802.11[image: External link]'s CSMA/CA[image: External link] and the original Ethernet[image: External link], window[image: External link] reduction in TCP[image: External link], and fair queueing[image: External link] in devices such as routers[image: External link]. Another method to avoid the negative effects of network congestion is implementing priority schemes, so that some packets are transmitted with higher priority than others. Priority schemes do not solve network congestion by themselves, but they help to alleviate the effects of congestion for some services. An example of this is 802.1p[image: External link]. A third method to avoid network congestion is the explicit allocation of network resources to specific flows. One example of this is the use of Contention-Free Transmission Opportunities (CFTXOPs) in the ITU-T[image: External link] G.hn[image: External link] standard, which provides high-speed (up to 1 Gbit/s) Local area networking[image: External link] over existing home wires (power lines, phone lines and coaxial cables).

For the Internet RFC 2914[image: External link] addresses the subject of congestion control in detail.
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 Network resilience




Network resilience[image: External link] is "the ability to provide and maintain an acceptable level of service[image: External link] in the face of faults[image: External link] and challenges to normal operation.”[29]
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 Security




See: Computer security[image: External link]
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 Network security




Network security[image: External link] consists of provisions and policies adopted by the network administrator[image: External link] to prevent and monitor unauthorized[image: External link] access, misuse, modification, or denial of the computer network and its network-accessible resources.[30] Network security is the authorization of access to data in a network, which is controlled by the network administrator. Users are assigned an ID and password that allows them access to information and programs within their authority. Network security is used on a variety of computer networks, both public and private, to secure daily transactions and communications among businesses, government agencies and individuals.
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 Network surveillance




Network surveillance[image: External link] is the monitoring of data being transferred over computer networks such as the Internet[image: External link]. The monitoring is often done surreptitiously and may be done by or at the behest of governments, by corporations, criminal organizations, or individuals. It may or may not be legal and may or may not require authorization from a court or other independent agency.

Computer and network surveillance programs are widespread today, and almost all Internet traffic is or could potentially be monitored for clues to illegal activity.

Surveillance is very useful to governments and law enforcement[image: External link] to maintain social control[image: External link], recognize and monitor threats, and prevent/investigate criminal[image: External link] activity. With the advent of programs such as the Total Information Awareness[image: External link] program, technologies such as high speed surveillance computers[image: External link] and biometrics[image: External link] software, and laws such as the Communications Assistance For Law Enforcement Act[image: External link], governments now possess an unprecedented ability to monitor the activities of citizens.[31]

However, many civil rights[image: External link] and privacy[image: External link] groups—such as Reporters Without Borders[image: External link], the Electronic Frontier Foundation[image: External link], and the American Civil Liberties Union[image: External link]—have expressed concern that increasing surveillance of citizens may lead to a mass surveillance[image: External link] society, with limited political and personal freedoms. Fears such as this have led to numerous lawsuits such as Hepting v. AT&T[image: External link].[31][32] The hacktivist[image: External link] group Anonymous[image: External link] has hacked into government websites in protest of what it considers "draconian surveillance".[33][34]
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 End to end encryption




End-to-end encryption[image: External link] (E2EE) is a digital communications[image: External link] paradigm of uninterrupted protection of data traveling between two communicating parties. It involves the originating party encrypting[image: External link] data so only the intended recipient can decrypt it, with no dependency on third parties. End-to-end encryption prevents intermediaries, such as Internet providers[image: External link] or application service providers[image: External link], from discovering or tampering with communications. End-to-end encryption generally protects both confidentiality[image: External link] and integrity[image: External link].

Examples of end-to-end encryption include PGP[image: External link] for email[image: External link], OTR[image: External link] for instant messaging[image: External link], ZRTP[image: External link] for telephony[image: External link], and TETRA[image: External link] for radio.

Typical server[image: External link]-based communications systems do not include end-to-end encryption. These systems can only guarantee protection of communications between clients[image: External link] and servers[image: External link], not between the communicating parties themselves. Examples of non-E2EE systems are Google Talk[image: External link], Yahoo Messenger[image: External link], Facebook[image: External link], and Dropbox[image: External link]. Some such systems, for example LavaBit and SecretInk, have even described themselves as offering "end-to-end" encryption when they do not. Some systems that normally offer end-to-end encryption have turned out to contain a back door[image: External link] that subverts negotiation of the encryption key[image: External link] between the communicating parties, for example Skype[image: External link] or Hushmail[image: External link].

The end-to-end encryption paradigm does not directly address risks at the communications endpoints themselves, such as the technical exploitation[image: External link] of clients[image: External link], poor quality random number generators[image: External link], or key escrow[image: External link]. E2EE also does not address traffic analysis[image: External link], which relates to things such as the identities of the end points and the times and quantities of messages that are sent.
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 Views of networks




Users and network administrators typically have different views of their networks. Users can share printers and some servers from a workgroup, which usually means they are in the same geographic location and are on the same LAN, whereas a Network Administrator is responsible to keep that network up and running. A community of interest[image: External link] has less of a connection of being in a local area, and should be thought of as a set of arbitrarily located users who share a set of servers, and possibly also communicate via peer-to-peer[image: External link] technologies.

Network administrators can see networks from both physical and logical perspectives. The physical perspective involves geographic locations, physical cabling, and the network elements (e.g., routers[image: External link], bridges[image: External link] and application layer gateways[image: External link]) that interconnect via the transmission media. Logical networks, called, in the TCP/IP architecture, subnets[image: External link], map onto one or more transmission media. For example, a common practice in a campus of buildings is to make a set of LAN cables in each building appear to be a common subnet, using virtual LAN (VLAN)[image: External link] technology.

Both users and administrators are aware, to varying extents, of the trust and scope characteristics of a network. Again using TCP/IP architectural terminology, an intranet[image: External link] is a community of interest under private administration usually by an enterprise, and is only accessible by authorized users (e.g. employees).[35] Intranets do not have to be connected to the Internet, but generally have a limited connection. An extranet[image: External link] is an extension of an intranet that allows secure communications to users outside of the intranet (e.g. business partners, customers).[35]

Unofficially, the Internet is the set of users, enterprises, and content providers that are interconnected by Internet Service Providers[image: External link] (ISP). From an engineering viewpoint, the Internet[image: External link] is the set of subnets, and aggregates of subnets, which share the registered IP address space and exchange information about the reachability of those IP addresses using the Border Gateway Protocol[image: External link]. Typically, the human-readable[image: External link] names of servers are translated to IP addresses, transparently to users, via the directory function of the Domain Name System[image: External link] (DNS).

Over the Internet, there can be business-to-business (B2B)[image: External link], business-to-consumer (B2C)[image: External link] and consumer-to-consumer (C2C)[image: External link] communications. When money or sensitive information is exchanged, the communications are apt to be protected by some form of communications security[image: External link] mechanism. Intranets and extranets can be securely superimposed onto the Internet, without any access by general Internet users and administrators, using secure Virtual Private Network[image: External link] (VPN) technology.


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 See also
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Uniform Resource Identifier





In information technology[image: External link], a Uniform Resource Identifier (URI) is a string[image: External link] of characters[image: External link] used to identify[image: External link] a resource[image: External link]. Such identification enables interaction with representations of the resource over a network, typically the World Wide Web, using specific protocols[image: External link]. Schemes specifying a concrete syntax[image: External link] and associated protocols define each URI. The most common form of URI is the Uniform Resource Locator (URL), frequently referred to informally as a web address. More rarely seen in usage is the Uniform Resource Name (URN), which was designed to complement URLs by providing a mechanism for the identification of resources in particular namespaces[image: External link].
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 Relationship between URIs, URLs, and URNs




A Uniform Resource Name (URN) can be compared to a person's name, while a Uniform Resource Locator (URL) can be compared to their street address. In other words, a URN identifies an item and a URL provides a method for finding it.
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 URLs




See: Uniform Resource Locator


A URL is a URI that, in addition to identifying a web resource, specifies the means of acting upon or obtaining the representation of it, i.e. specifying both its primary access mechanism and network location. For example, the URL http://example.org/wiki/Main_Page refers to a resource identified as /wiki/Main_Page whose representation, in the form of HTML and related code, is obtainable via Hypertext Transfer Protocol[image: External link] (http) from a network host whose domain name is example.org.


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 URNs




See: Uniform Resource Name


A URN is a URI that identifies a resource by name in a particular namespace. A URN may be used to talk about a resource without implying its location or how to access it. For example, in the International Standard Book Number (ISBN)[image: External link] system, ISBN 0-486-27557-4 identifies a specific edition of Shakespeare's play Romeo and Juliet[image: External link]. The URN for that edition would be urn:isbn:0-486-27557-4. To gain access to the book, its location is needed, for which a URL would have to be specified.
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 Conceptual distinctions




Technical publications, especially standards produced by the IETF and by the W3C, normally reflect a view outlined in a W3C Recommendation[image: External link] of 2001, which acknowledges the precedence of the term URI rather than endorsing any formal subdivision into URL and URN.


URL is a useful but informal concept: a URL is a type of URI that identifies a resource via a representation of its primary access mechanism (e.g., its network "location"), rather than by some other attributes it may have.[1]




A URL is simply a URI that happens to point to a resource over a network. [a]

However, in non-technical contexts and in software for the World Wide Web, the term URL remains widely used. Additionally, the term web address (which has no formal definition) often occurs in non-technical publications as a synonym for a URI that uses the http or https scheme. Such assumptions can lead to confusion, for example in the case of XML namespaces, which have a visual similarity to resolvable URIs.

While most URI schemes were originally designed to be used with a particular protocol[image: External link], and often have the same name (such as the http scheme, which is generally used for interacting with web resources using HTTP), they should not be referred to as protocols. Some URI schemes are not associated with any specific protocol (e.g. file) and many others do not use the name of a protocol as their prefix (e.g. news[image: External link]).
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 Syntax




The syntax of generic URIs and absolute URI references was first defined in Request for Comments (RFC) 2396, published in August 1998,[3] and finalized in RFC 3986, published in January 2005.[4]

A generic URI is of the form:


 scheme:[//[user:password@]host[:port]][/]path[?query][#fragment]


It comprises:


	The scheme, consisting of a sequence of characters beginning with a letter and followed by any combination of letters, digits, plus (+), period (.), or hyphen (-). Although schemes are case-insensitive, the canonical form is lowercase and documents that specify schemes must do so with lowercase letters. It is followed by a colon (:). Examples of popular schemes include http(s)[image: External link], ftp, mailto, file, data, and irc[image: External link]. URI schemes should be registered with the Internet Assigned Numbers Authority (IANA), although non-registered schemes are used in practice.[b]


	Two slashes (//): This is required by some schemes and not required by some others. When the authority component (explained below) is absent, the path component cannot begin with two slashes.[6]


	An authority part, comprising:

	An optional authentication[image: External link] section of a user name and password, separated by a colon, followed by an at symbol (@)

	A "host", consisting of either a registered name (including but not limited to a hostname), or an IP address. IPv4 addresses must be in dot-decimal notation, and IPv6 addresses must be enclosed in brackets ([ ]).[7][c]


	An optional port number, separated from the hostname by a colon





	A path, which contains data, usually organized in hierarchical form, that appears as a sequence of segments separated by slashes. Such a sequence may resemble or map exactly to a file system path, but does not always imply a relation to one.[9] The path must begin with a single slash (/) if an authority part was present, and may also if one was not, but must not begin with a double slash. The path is always defined, though the defined path may be empty (zero length)





	Query delimiter
	Example



	Ampersand (&)
	key1=value1&key2=value2



	Semicolon (;)[d][incomplete short citation[image: External link]]

	key1=value1;key2=value2





	An optional query, separated from the preceding part by a question mark (?), containing a query string of non-hierarchical data. Its syntax is not well defined, but by convention is most often a sequence of attribute–value pairs separated by a delimiter.

	An optional fragment, separated from the preceding part by a hash (#). The fragment contains a fragment identifier providing direction to a secondary resource, such as a section heading in an article identified by the remainder of the URI. When the primary resource is an HTML document, the fragment is often an id attribute[image: External link] of a specific element, and web browsers will scroll this element into view.



Strings of data octets[image: External link] within a URI are represented as characters. Permitted characters within a URI are the ASCII[image: External link] characters for the lowercase and uppercase letters of the modern English alphabet[image: External link], the Arabic numerals[image: External link], hyphen[image: External link], period[image: External link], underscore[image: External link], and tilde[image: External link].[11] Octets represented by any other character must be percent-encoded.

Of the ASCII character set, the characters : / ? # [ ] @ are reserved for use as delimiters of the generic URI components and must be percent-encoded — for example, %3F for a question mark.[12] The characters ! $ & ' ( ) * + , ; = are permitted by generic URI syntax to be used unencoded in the user information, host, and path as delimiters.[7][13] Additionally, : and @ may appear unencoded within the path, query, and fragment; and ? and / may appear unencoded as data within the query or fragment.[13][14]
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 Examples




The following figure displays two example URIs and their component parts.


                    hierarchical part
        ┌───────────────────┴─────────────────────┐
                    authority               path
        ┌───────────────┴───────────────┐┌───┴────┐
  abc://username:password@example.com:123/path/data?key=value&key2=value2#fragid1
  └┬┘   └───────┬───────┘ └────┬────┘ └┬┘           └─────────┬─────────┘ └──┬──┘
scheme  user information     host     port                  query         fragment

  urn:example:mammal:monotreme:echidna
  └┬┘ └──────────────┬───────────────┘
scheme              path
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 URI references




A URI reference may take the form of a full URI, the scheme-specific portion of a full URI, a trailing component of a full URI, or the empty string.[15] An optional fragment identifier, preceded by #, may be present at the end of a URI reference. The part of the reference before the # indirectly identifies a resource, and the fragment identifier identifies some portion of that resource.[16]

To derive a URI from a URI reference, software converts the URI reference to absolute form by merging it with a base URI according to a fixed algorithm.[17] The system treats the URI reference as relative to the base URI, although in the case of an absolute reference, the base has no relevance. If the base URI includes a fragment identifier, it is ignored during the merging process.[17] If a fragment identifier is present in the URI reference, it is preserved during the merging process.[18]

Web document markup languages[image: External link] frequently use URI references to point to other resources, such as external documents or specific portions of the same logical document.[19]
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 Examples in markup languages





	In HTML, the value of the src attribute of the img element provides a URI reference, as does the value of the href attribute of the a or link element.

	In XML[image: External link], the system identifier[image: External link] appearing after the SYSTEM keyword in a DTD[image: External link] is a fragmentless URI reference.

	In XSLT[image: External link], the value of the href attribute of the xsl:import element/instruction is a URI reference; likewise the first argument to the document() function.
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 Examples of absolute URIs





	https://example.org/absolute/URI/with/absolute/path/to/resource.txt[image: External link]

	https://example.org/absolute/URI/with/absolute/path/to/resource

	[[1]]

	urn: ISSN[image: External link]:1535–3613
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 Examples of URI references





	https://example.org/absolute/URI/with/absolute/path/to/resource.txt[image: External link]

	//example.org/scheme-relative/URI/with/absolute/path/to/resource.txt

	//example.org/scheme-relative/URI/with/absolute/path/to/resource

	/relative/URI/with/absolute/path/to/resource.txt

	relative/path/to/resource.txt

	../../../resource.txt

	./resource.txt#frag01

	resource.txt

	#frag01
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 URI resolution




To resolve a URI means either to convert a relative URI reference to absolute form, or to dereference a URI or URI reference, by attempting to obtain a representation of the resource that it identifies.

A same-document reference is a URI reference to a document containing the URI reference itself. A URI reference is defined as a same-document reference if, when resolved to absolute form, it equates exactly to the base URI in effect for the reference.[19] When encountering a same-document reference, document processing software, for example a web browser, to efficiently use its current representation of a document to satisfy the resolution of a reference to that document without fetching a new representation. URI equivalence is defined as when a URI reference, while not identical to the base URI, still represents the same resource.[19]


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 History
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 Naming, addressing, and identifying resources




URIs and URLs have a shared history. In 1994, Tim Berners-Lee's proposals for hypertext[20] implicitly introduced the idea of a URL as a short string representing a resource that is the target of a hyperlink. At the time, people referred to it as a "hypertext name"[21] or "document name".

Over the next three and a half years, as the World Wide Web's core technologies of HTML, HTTP, and web browsers developed, a need to distinguish a string that provided an address for a resource from a string that merely named a resource emerged. Although not yet formally defined, the term Uniform Resource Locator came to represent the former, and the more contentious Uniform Resource Name came to represent the latter.

During the debate over defining URLs and URNs it became evident that the two concepts embodied by the terms were merely aspects of the fundamental, overarching notion of resource identification. In June 1994, the IETF published Berners-Lee's RFC 1630: the first Request for Comments that acknowledged the existence of URLs and URNs, and, more importantly, defined a formal syntax for Universal Resource Identifiers — URL-like strings whose precise syntaxes and semantics depended on their schemes. In addition, this RFC attempted to summarize the syntaxes of URL schemes in use at the time. It also acknowledged, but did not standardize, the existence of relative URLs and fragment identifiers.
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 Refinement of specifications




In December 1994, RFC 1738 formally defined relative and absolute URLs, refined the general URL syntax, defined how to resolve relative URLs to absolute form, and better enumerated the URL schemes then in use. The agreed definition and syntax of URNs had to wait until the publication of RFC 2141 in May 1997.

The publication of RFC 2396 in August 1998 saw the URI syntax become a separate specification[3] and most of the parts of RFCs 1630 and 1738 relating to URIs and URLs in general were revised and expanded by the IETF[image: External link]. The new RFC changed the meaning of "U" in "URI" to "Uniform" from "Universal".

In December 1999, RFC 2732 provided a minor update to RFC 2396, allowing URIs to accommodate IPv6 addresses. A number of shortcomings discovered in the two specifications led to a community effort, coordinated by RFC 2396 co-author Roy Fielding, that culminated in the publication of RFC 3986 in January 2005. While obsoleting the prior standard, it did not render the details of existing URL schemes obsolete; RFC 1738 continues to govern such schemes except where otherwise superseded. RFC 2616 for example, refines the http scheme. Simultaneously, the IETF published the content of RFC 3986 as the full standard STD 66, reflecting the establishment of the URI generic syntax as an official Internet protocol.

In 2001, the W3C's Technical Architecture Group (TAG) published a guide to best practices[image: External link] and canonical URIs for publishing multiple versions of a given resource.[22] For example, content might differ by language or by size to adjust for capacity or settings of the device used to access that content.

In August 2002, RFC 3305 pointed out that the term "URL" had, despite widespread public use, faded into near obsolescence, and serves only as a reminder that some URIs act as addresses by having schemes implying network accessibility, regardless of any such actual use. As URI-based standards such as Resource Description Framework[image: External link] make evident, resource identification need not suggest the retrieval of resource representations over the Internet, nor need they imply network-based resources at all.

The Semantic Web[image: External link] uses the HTTP URI scheme to identify both documents and concepts in the real world, a distinction which has caused confusion as to how to distinguish the two. The TAG published an e-mail in 2005 on how to solve the problem, which became known as the httpRange-14 resolution.[23] The W3C subsequently published an Interest Group Note titled Cool URIs for the Semantic Web,[24] which explained the use of content negotiation[image: External link] and the HTTP 303[image: External link] response code for redirections in more detail.
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 Relation to XML namespaces




In XML[image: External link], a namespace is an abstract domain to which a collection of element and attribute names can be assigned. The namespace name is a character string which must adhere to the generic URI syntax.[25] However, the name is generally not considered to be a URI,[26] because the URI specification bases the decision not only on lexical components, but also on their intended use. A namespace name does not necessarily imply any of the semantics of URI schemes; for example, a namespace name beginning with http: may have no connotation to the use of the HTTP[image: External link].

Originally, the namespace name could match the syntax of any non-empty URI reference, but the use of relative URI references was deprecated by the W3C.[27] A separate W3C specification for namespaces in XML 1.1 permits internationalized resource identifier (IRI) references to serve as the basis for namespace names in addition to URI references.[28]


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 See also





	
CURIE – defines a generic, abbreviated syntax for expressing URIs

	
Dereferenceable Uniform Resource Identifier[image: External link] – a resource retrieval mechanism that uses any of the internet protocols (e.g. HTTP) to obtain a copy or representation of the resource it identifies

	
Extensible Resource Identifier – a scheme and resolution protocol for abstract identifiers compatible with URIs

	
Internationalized Resource Identifier – a generalization of URIs allowing the use of Unicode

	
Persistent uniform resource locator – a URI that is used to redirect to the location of the requested web resource

	
Uniform Naming Convention[image: External link] – a common syntax used by Microsoft to describe the location of a network resource, such as a shared file, directory, or printer

	
Resource Directory Description Language[image: External link] – a descriptive language to provide machine- and human-readable information about a particular namespace and about the XML documents that use it

	UUID[image: External link]
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 Notes







	
^ A report published in 2002 by a joint W3C/IETF working group aimed to normalize the divergent views held within the IETF and W3C over the relationship between the various 'UR*' terms and standards. While not published as a full standard by either organization, it has become the basis for the above common understanding and has informed many standards since then.[2]


	
^ The procedures for registering new URI schemes were originally defined in 1999 by RFC 2717, and are now defined by RFC 7595, published in June 2015.[5]


	
^ For URIs relating to resources on the World Wide Web, some web browsers allow .0 portions of dot-decimal notation to be dropped or raw integer IP addresses to be used.[8]


	
^ Historic RFC 1866 (obsoleted by RFC 2854) encourages CGI authors to support ';' in addition to '&'.[10]
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File Transfer Protocol





The File Transfer Protocol (FTP) is a standard network protocol[image: External link] used for the transfer of computer files[image: External link] from a server to a client using the Client–server model[image: External link] on a computer network.

FTP is built on a client-server model architecture and uses separate control and data connections between the client and the server.[1] FTP users may authenticate themselves with a clear-text[image: External link] sign-in protocol, normally in the form of a username and password, but can connect anonymously if the server is configured to allow it. For secure transmission that protects the username and password, and encrypts the content, FTP is often secured[image: External link] with SSL/TLS[image: External link] ( FTPS[image: External link]). SSH File Transfer Protocol[image: External link] (SFTP) is sometimes also used instead, but is technologically different.

The first FTP client applications were command-line programs[image: External link] developed before operating systems[image: External link] had graphical user interfaces[image: External link], and are still shipped with most Windows[image: External link], Unix[image: External link], and Linux[image: External link] operating systems.[2][3] Many FTP clients and automation utilities have since been developed for desktops[image: External link], servers, mobile devices, and hardware, and FTP has been incorporated into productivity applications, such as web page editors[image: External link].
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 History of FTP server




The original specification for the File Transfer Protocol was written by Abhay Bhushan[image: External link] and published as RFC  114[image: External link] on 16 April 1971. Until 1980, FTP ran on NCP[image: External link], the predecessor of TCP/IP.[2] The protocol was later replaced by a TCP/IP version, RFC  765[image: External link] (June 1980) and RFC  959[image: External link] (October 1985), the current specification. Several proposed standards amend RFC  959[image: External link], for example RFC  1579[image: External link] (February 1994) enables Firewall-Friendly FTP (passive mode), RFC  2228[image: External link] (June 1997) proposes security extensions, RFC  2428[image: External link] (September 1998) adds support for IPv6 and defines a new type of passive mode.[4]
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 Protocol overview
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 Communication and data transfer




FTP may run in active or passive mode, which determines how the data connection is established.[5] In both cases, the client creates a TCP control connection from a random, usually an unprivileged, port N to the FTP server command port 21.


	In active mode, the client starts listening for incoming data connections from the server on port M. It sends the FTP command PORT M to inform the server on which port it is listening. The server then initiates a data channel to the client from its port 20, the FTP server data port.

	In situations where the client is behind a firewall[image: External link] and unable to accept incoming TCP connections, passive mode may be used. In this mode, the client uses the control connection to send a PASV command to the server and then receives a server IP address and server port number from the server,[5][6] which the client then uses to open a data connection from an arbitrary client port to the server IP address and server port number received.[7]




Both modes were updated in September 1998 to support IPv6. Further changes were introduced to the passive mode at that time, updating it to extended passive mode.[8]

The server responds over the control connection with three-digit status codes[image: External link] in ASCII with an optional text message. For example, "200" (or "200 OK") means that the last command was successful. The numbers represent the code for the response and the optional text represents a human-readable explanation or request (e.g. <Need account for storing file>).[1] An ongoing transfer of file data over the data connection can be aborted using an interrupt message sent over the control connection.

While transferring data over the network, four data representations can be used:[2][3][4]


	
ASCII[image: External link] mode: Used for text. Data is converted, if needed, from the sending host's character representation to "8-bit ASCII"[image: External link] before transmission, and (again, if necessary) to the receiving host's character representation. As a consequence, this mode is inappropriate for files that contain data other than plain text.

	Image mode (commonly called Binary[image: External link] mode): The sending machine sends each file byte[image: External link] for byte, and the recipient stores the bytestream[image: External link] as it receives it. (Image mode support has been recommended for all implementations of FTP).

	
EBCDIC[image: External link] mode: Used for plain text between hosts using the EBCDIC character set.

	Local mode: Allows two computers with identical setups to send data in a proprietary format without the need to convert it to ASCII.



For text files, different format control and record structure options are provided. These features were designed to facilitate files containing Telnet[image: External link] or ASA[image: External link].

Data transfer can be done in any of three modes:[1][2]


	Stream mode: Data is sent as a continuous stream, relieving FTP from doing any processing. Rather, all processing is left up to TCP[image: External link]. No End-of-file indicator is needed, unless the data is divided into records[image: External link].

	Block mode: FTP breaks the data into several blocks (block header, byte count, and data field) and then passes it on to TCP.[4]


	Compressed mode: Data is compressed using a simple algorithm (usually run-length encoding[image: External link]).



Some FTP software also implements a DEFLATE[image: External link]-based compressed mode, sometimes called "Mode Z" after the command that enables it. This mode was described in an Internet Draft[image: External link], but not standardized.[9]
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 Login




FTP login utilizes a normal username and password scheme for granting access.[2] The username is sent to the server using the USER command, and the password is sent using the PASS command.[2] If the information provided by the client is accepted by the server, the server will send a greeting to the client and the session will commence.[2] If the server supports it, users may log in without providing login credentials, but the same server may authorize only limited access for such sessions.[2]
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 Anonymous FTP




A host that provides an FTP service may provide anonymous[image: External link] FTP access.[2] Users typically log into the service with an 'anonymous' (lower-case and case-sensitive in some FTP servers) account when prompted for user name. Although users are commonly asked to send their email[image: External link] address instead of a password,[3] no verification is actually performed on the supplied data.[10] Many FTP hosts whose purpose is to provide software updates will allow anonymous logins.[3]
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 NAT and firewall traversal




FTP normally transfers data by having the server connect back to the client, after the PORT command is sent by the client. This is problematic for both NATs[image: External link] and firewalls, which do not allow connections from the Internet towards internal hosts.[11] For NATs, an additional complication is that the representation of the IP addresses and port number in the PORT command refer to the internal host's IP address and port, rather than the public IP address and port of the NAT.

There are two approaches to this problem. One is that the FTP client and FTP server use the PASV command, which causes the data connection to be established from the FTP client to the server.[11] This is widely used by modern FTP clients. Another approach is for the NAT to alter the values of the PORT command, using an application-level gateway[image: External link] for this purpose.[11]
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 Differences from HTTP




HTTP[image: External link] essentially fixes the bugs in FTP that made it inconvenient to use for many small ephemeral transfers as are typical in web pages.

FTP has a stateful control connection which maintains a current working directory and other flags, and each transfer requires a secondary connection through which the data are transferred. In "passive" mode this secondary connection is from client to server, whereas in the default "active" mode this connection is from server to client. This apparent role reversal when in active mode, and random port numbers for all transfers, is why firewalls and NAT gateways have such a hard time with FTP. HTTP is stateless and multiplexes control and data over a single connection from client to server on well-known port numbers, which trivially passes through NAT gateways and is simple for firewalls to manage.

Setting up an FTP control connection is quite slow due to the round-trip delays of sending all of the required commands and awaiting responses, so it is customary to bring up a control connection and hold it open for multiple file transfers rather than drop and re-establish the session afresh each time. In contrast, HTTP originally dropped the connection after each transfer because doing so was so cheap. While HTTP has subsequently gained the ability to reuse the TCP connection for multiple transfers, the conceptual model is still of independent requests rather than a session.

When FTP is transferring over the data connection, the control connection is idle. If the transfer takes too long, the firewall or NAT may decide that the control connection is dead and stop tracking it, effectively breaking the connection and confusing the download. The single HTTP connection is only idle between requests and it is normal and expected for such connections to be dropped after a time-out.
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 Web browser support




Most common web browsers[image: External link] can retrieve files hosted on FTP servers, although they may not support protocol extensions such as FTPS[image: External link].[3][12] When an FTP—rather than an HTTP—URL is supplied, the accessible contents on the remote server are presented in a manner that is similar to that used for other web content. A full-featured FTP client can be run within Firefox[image: External link] in the form of an extension called FireFTP[image: External link].
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 Syntax




FTP URL syntax is described in RFC  1738[image: External link], taking the form: ftp://[user[:password]@]host[:port]/url-path (the bracketed parts are optional).

For example, the URL ftp://public.ftp-servers.example.com/mydirectory/myfile.txt represents the file myfile.txt from the directory mydirectory on the server public.ftp-servers.example.com as an FTP resource. The URL ftp://user001:secretpassword@private.ftp-servers.example.com/mydirectory/myfile.txt adds a specification of the username and password that must be used to access this resource.

More details on specifying a username and password may be found in the browsers' documentation (e.g., Firefox[image: External link][13] and Internet Explorer[image: External link][14]). By default, most web browsers use passive (PASV) mode, which more easily traverses end-user firewalls.

Some variation has existed in how different browsers treat path resolution in cases where there is a non-root home directory for a user. [15]
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 Security




FTP was not designed to be a secure protocol, and has many security weaknesses.[16] In May 1999, the authors of RFC  2577[image: External link] listed a vulnerability to the following problems:


	Brute force attack[image: External link]

	FTP bounce attack[image: External link]

	Packet capture[image: External link]

	Port stealing (guessing the next open port and usurping a legitimate connection)

	Spoofing attack[image: External link]

	
Username[image: External link] enumeration



FTP does not encrypt its traffic; all transmissions are in clear text, and usernames, passwords, commands and data can be read by anyone able to perform packet capture ( sniffing[image: External link]) on the network.[2][16] This problem is common to many of the Internet Protocol specifications (such as SMTP[image: External link], Telnet[image: External link], POP and IMAP) that were designed prior to the creation of encryption mechanisms such as TLS[image: External link] or SSL.[4]

Common solutions to this problem include:


	Using the secure versions of the insecure protocols, e.g., FTPS[image: External link] instead of FTP and TelnetS instead of Telnet.

	Using a different, more secure protocol that can handle the job, e.g. SSH File Transfer Protocol[image: External link] or Secure Copy Protocol[image: External link].

	Using a secure tunnel such as Secure Shell[image: External link] (SSH) or virtual private network[image: External link] (VPN).
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 FTP over SSH




FTP over SSH is the practice of tunneling a normal FTP session over a Secure Shell connection.[16] Because FTP uses multiple TCP[image: External link] connections (unusual for a TCP/IP protocol that is still in use), it is particularly difficult to tunnel over SSH. With many SSH clients, attempting to set up a tunnel for the control channel (the initial client-to-server connection on port 21) will protect only that channel; when data is transferred, the FTP software at either end sets up new TCP connections (data channels) and thus have no confidentiality[image: External link] or integrity protection[image: External link].

Otherwise, it is necessary for the SSH client software to have specific knowledge of the FTP protocol, to monitor and rewrite FTP control channel messages and autonomously open new packet forwardings[image: External link] for FTP data channels. Software packages that support this mode include:


	Tectia ConnectSecure (Win/Linux/Unix)[17] of SSH Communications Security[image: External link]'s software suite
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 Derivatives
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 FTPS




See: FTPS[image: External link]


Explicit FTPS is an extension to the FTP standard that allows clients to request FTP sessions to be encrypted. This is done by sending the "AUTH TLS" command. The server has the option of allowing or denying connections that do not request TLS. This protocol extension is defined in RFC  4217[image: External link]. Implicit FTPS is an outdated standard for FTP that required the use of a SSL or TLS connection. It was specified to use different ports than plain FTP.
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 SSH File Transfer Protocol




See: SSH File Transfer Protocol[image: External link]


The SSH file transfer protocol (chronologically the second of the two protocols abbreviated SFTP) transfers files and has a similar command set for users, but uses the Secure Shell[image: External link] protocol (SSH) to transfer files. Unlike FTP, it encrypts both commands and data, preventing passwords and sensitive information from being transmitted openly over the network. It cannot interoperate with FTP software.
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 Trivial File Transfer Protocol




See: Trivial File Transfer Protocol[image: External link]


Trivial File Transfer Protocol (TFTP) is a simple, lock-step FTP that allows a client to get a file from or put a file onto a remote host. One of its primary uses is in the early stages of booting from a local area network[image: External link], because TFTP is very simple to implement. TFTP lacks security and most of the advanced features offered by more robust file transfer protocols such as File Transfer Protocol. TFTP was first standardized in 1981 and the current specification for the protocol can be found in RFC  1350[image: External link].
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 Simple File Transfer Protocol




Simple File Transfer Protocol (the first protocol abbreviated SFTP), as defined by RFC  913[image: External link], was proposed as an (unsecured) file transfer protocol with a level of complexity intermediate between TFTP and FTP. It was never widely accepted on the Internet[image: External link], and is now assigned Historic status by the IETF. It runs through port 115, and often receives the initialism of SFTP. It has a command set of 11 commands and support three types of data transmission: ASCII[image: External link], binary[image: External link] and continuous. For systems with a word size[image: External link] that is a multiple of 8 bits, the implementation of binary and continuous is the same. The protocol also supports login with user ID and password, hierarchical folders and file management (including rename, delete, upload, download, download with overwrite, and download with append).
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 FTP commands




See: List of FTP commands[image: External link]
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 FTP reply codes




See: List of FTP server return codes[image: External link]


Below is a summary of FTP reply codes[image: External link] that may be returned by an FTP server[image: External link]. These codes have been standardized in RFC  959[image: External link] by the IETF. The reply code is a three-digit value. The first digit is used to indicate one of three possible outcomes — success, failure, or to indicate an error or incomplete reply:


	2yz – Success reply

	4yz or 5yz – Failure reply

	1yz or 3yz – Error or Incomplete reply



The second digit defines the kind of error:


	x0z – Syntax. These replies refer to syntax errors.

	x1z – Information. Replies to requests for information.

	x2z – Connections. Replies referring to the control and data connections.

	x3z – Authentication and accounting. Replies for the login process and accounting procedures.

	x4z – Not defined.

	x5z – File system. These replies relay status codes from the server file system.



The third digit of the reply code is used to provide additional detail for each of the categories defined by the second digit.
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 See also





	Comparison of FTP client software[image: External link]

	Comparison of FTP server software[image: External link]

	
Curl-loader[image: External link] – FTP/S loading/testing open-source software

	
File eXchange Protocol[image: External link] (FXP)

	
File Service Protocol[image: External link] (FSP)

	FTAM[image: External link]

	FTPFS[image: External link]

	List of file transfer protocols[image: External link]

	List of FTP commands[image: External link]

	List of FTP server return codes[image: External link]

	Managed File Transfer[image: External link]

	OBEX[image: External link]

	Shared file access[image: External link]

	TCP Wrapper[image: External link]
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Mailto





mailto is a Uniform Resource Identifier (URI) scheme for email addresses[image: External link]. It is used to produce hyperlinks on websites[image: External link] that allow users to send an email[image: External link] to a specific address without first having to copy it and enter it into an email client[image: External link]. It was originally defined in Request for Comments (RFC) 2368, published in July 1998,[1] and refined in RFC 6068, published in October 2010.[2]

Examples

Using "mailto" within a HTML document to generate a link for sending email:



<a href="mailto:someone@example.com">Send email</a>




It is also possible to specify initial values for headers (e.g. subject, cc, etc.) and message body in the URL. Blanks, carriage returns, and linefeeds cannot be embedded but must be percent-encoded.



<a href="mailto:someone@example.com?subject=This%20is%20the%20subject&cc=someone_else@example.com&body=This%20is%20the%20body">Send email</a>




Multiple addresses can also be specified:[2]



<a href="mailto:someone@example.com,someoneelse@example.com">Send email</a>




The address can also be omitted:



<a href="mailto:?to=&subject=mailto%20with%20examples&body=http://en.wikipedia.org/wiki/Mailto">Share this knowledge...</a>




Security and privacy

A number of security issues are mentioned in RFC2368, however the greatest concern is that of robotic address harvesting[image: External link]. Mailto constructs are locatable within HTML pages by automated means which typically include the use of DOM[image: External link] constructs or regular expressions[image: External link]. Addresses harvested by such means are liable to be added to spammers[image: External link]' mass-mailing lists and thus to receive large amounts of unwanted mail.

While methods exist to "harden" mailto links against harvesting—address munging[image: External link] and JavaScript[image: External link]-based address obfuscation[image: External link] among them—these protections can be circumvented by sufficiently sophisticated harvesting robots. Other techniques, like walling the address behind a CAPTCHA[image: External link] or similar "humanity check", provide security on par with that available for other contact methods, most notably web forms[image: External link], which experience similar challenges with preventing spam.
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Java Database Connectivity





Java Database Connectivity (JDBC) is an application programming interface[image: External link] (API) for the programming language Java[image: External link], which defines how a client may access a database[image: External link]. It is part of the Java Standard Edition[image: External link] platform, from Oracle Corporation[image: External link]. It provides methods to query and update data in a database, and is oriented towards relational databases[image: External link]. A JDBC-to- ODBC[image: External link] bridge enables connections to any ODBC-accessible data source in the Java virtual machine[image: External link] (JVM) host environment.
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 History and implementation




Sun Microsystems[image: External link] released JDBC as part of Java Development Kit[image: External link] (JDK) 1.1 on February 19, 1997.[1] Since then it has been part of the Java Platform, Standard Edition[image: External link] (Java SE).

The JDBC classes are contained in the Java package[image: External link] java.sql[image: External link] and javax.sql[image: External link].

Starting with version 3.1, JDBC has been developed under the Java Community Process[image: External link]. JSR 54 specifies JDBC 3.0 (included in J2SE 1.4), JSR 114 specifies the JDBC Rowset additions, and JSR 221 is the specification of JDBC 4.0 (included in Java SE 6).[2]

JDBC 4.1, is specified by a maintenance release 1 of JSR 221[3] and is included in Java SE 7.[4]

The latest version, JDBC 4.2, is specified by a maintenance release 2 of JSR 221[5] and is included in Java SE 8.[6]
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 Functionality




JDBC allows multiple implementations to exist and be used by the same application. The API provides a mechanism for dynamically loading the correct Java packages and registering them with the JDBC Driver Manager. The Driver Manager is used as a connection factory for creating JDBC connections.

JDBC connections support creating and executing statements. These may be update statements such as SQL's CREATE, INSERT, UPDATE and DELETE, or they may be query statements such as SELECT. Additionally, stored procedures may be invoked through a JDBC connection. JDBC represents statements using one of the following classes:


	
Statement[image: External link] – the statement is sent to the database server each and every time.

	
PreparedStatement[image: External link] – the statement is cached and then the execution path[image: External link] is pre-determined on the database server allowing it to be executed multiple times in an efficient manner.

	
CallableStatement[image: External link] – used for executing stored procedures[image: External link] on the database.



Update statements such as INSERT, UPDATE and DELETE return an update count that indicates how many rows[image: External link] were affected in the database. These statements do not return any other information.

Query statements return a JDBC row result set. The row result set is used to walk over the result set[image: External link]. Individual columns[image: External link] in a row are retrieved either by name or by column number. There may be any number of rows in the result set. The row result set has metadata that describes the names of the columns and their types.

There is an extension to the basic JDBC API in the javax.sql[image: External link].

JDBC connections are often managed via a connection pool[image: External link] rather than obtained directly from the driver.
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 Examples




When a Java application needs a database connection, one of the DriverManager.getConnection() methods is used to create a JDBC connection. The URL used is dependent upon the particular database and JDBC driver. It will always begin with the "jdbc:" protocol, but the rest is up to the particular vendor.



Connection conn = DriverManager.getConnection(
     "jdbc:somejdbcvendor:other data needed by some jdbc vendor",
     "myLogin",
     "myPassword" );
try {
     /* you use the connection here */
} finally {
    //It's important to close the connection when you are done with it
    try { conn.close(); } catch (Throwable e) { /* Propagate the original exception
instead of this one that you want just logged */ logger.warn("Could not close JDBC Connection",e); }
}




Starting from Java SE 7 you can use Java's try-with-resources[image: External link] statement to make the above code cleaner:



try (Connection conn = DriverManager.getConnection(
     "jdbc:somejdbcvendor:other data needed by some jdbc vendor",
     "myLogin",
     "myPassword" ) ) {
     /* you use the connection here */
}  // the VM will take care of closing the connection




Once a connection is established, a statement can be created.



try (Statement stmt = conn.createStatement()) {
    stmt.executeUpdate( "INSERT INTO MyTable( name ) VALUES ( 'my name' ) " );
}




Note that Connections, Statements, and ResultSets often tie up operating system[image: External link] resources such as sockets or file descriptors[image: External link]. In the case of Connections to remote database servers, further resources are tied up on the server, e.g., cursors[image: External link] for currently open ResultSets. It is vital to close() any JDBC object as soon as it has played its part; garbage collection[image: External link] should not be relied upon. The above try-with-resources construct is a code pattern that obviates this.

Data is retrieved from the database using a database query mechanism. The example below shows creating a statement and executing a query.



try (Statement stmt = conn.createStatement();
    ResultSet rs = stmt.executeQuery( "SELECT * FROM MyTable" )
) {
    while ( rs.next() ) {
        int numColumns = rs.getMetaData().getColumnCount();
        for ( int i = 1 ; i <= numColumns ; i++ ) {
           // Column numbers start at 1.
           // Also there are many methods on the result set to return
           //  the column as a particular type. Refer to the Sun documentation
           //  for the list of valid conversions.
           System.out.println( "COLUMN " + i + " = " + rs.getObject(i) );
        }
    }
}




An example of a PreparedStatement query, using conn and class from first example.



try (PreparedStatement ps =
    conn.prepareStatement( "SELECT i.*, j.* FROM Omega i, Zappa j WHERE i.name = ? AND j.num = ?" )
){
    // In the SQL statement being prepared, each question mark is a placeholder
    // that must be replaced with a value you provide through a "set" method invocation.
    // The following two method calls replace the two placeholders; the first is
    // replaced by a string value, and the second by an integer value.
    ps.setString(1, "Poor Yorick");
    ps.setInt(2, 8008);

    // The ResultSet, rs, conveys the result of executing the SQL statement.
    // Each time you call rs.next(), an internal row pointer, or cursor,
    // is advanced to the next row of the result.  The cursor initially is
    // positioned before the first row.
    try (ResultSet rs = ps.executeQuery()) {
        while ( rs.next() ) {
            int numColumns = rs.getMetaData().getColumnCount();
            for ( int i = 1 ; i <= numColumns ; i++ ) {
                // Column numbers start at 1.
                // Also there are many methods on the result set to return
                // the column as a particular type. Refer to the Sun documentation
                // for the list of valid conversions.
                System.out.println( "COLUMN " + i + " = " + rs.getObject(i) );
            } // for
        } // while
    } // try
} // try




If a database operation fails, JDBC raises an SQLException[image: External link]. There is typically very little one can do to recover from such an error, apart from logging it with as much detail as possible. It is recommended that the SQLException be translated into an application domain exception (an unchecked one) that eventually results in a transaction rollback and a notification to the user.

An example of a database transaction[image: External link]:



boolean autoCommitDefault = conn.getAutoCommit();
try {
    conn.setAutoCommit(false);

    /* You execute statements against conn here transactionally */

    conn.commit();
} catch (Throwable e) {
    try { conn.rollback(); } catch (Throwable e) { logger.warn("Could not rollback transaction",e); }
    throw e;
} finally {
    try { conn.setAutoCommit(autoCommitDefault); } catch (Throwable e) { logger.warn("Could not restore AutoCommit setting",e); }
}




Here are examples of host database types which Java can convert to with a function.



	setXXX()



	Oracle Datatype
	setXXX()



	CHAR
	setString()



	VARCHAR2
	setString()



	NUMBER
	setBigDecimal()



	setBoolean()



	setByte()



	setShort()



	setInt()



	setLong()



	setFloat()



	setDouble()



	INTEGER
	setInt()



	FLOAT
	setDouble()



	CLOB
	setClob()



	BLOB
	setBlob()



	RAW
	setBytes()



	LONGRAW
	setBytes()



	DATE
	setDate()



	setTime()



	setTimestamp()




For an example of a CallableStatement (to call stored procedures in the database), see the Java SE 8[image: External link].



import java.sql.Connection;
import java.sql.DriverManager;
import java.sql.Statement;

public class Mydb1 {
   static String URL = "jdbc:mysql://localhost/mydb";

   public static void main(String[] args) {
      try{
        Class.forName("com.mysql.jdbc.Driver");

        Connection conn = DriverManager.getConnection(URL,"root","root");
        Statement stmt = conn.createStatement();
      
        String sql = "INSERT INTO emp1 VALUES ('pctb5361','gajanan','krpuram',968666668)";
        stmt.executeUpdate(sql);
           
        System.out.println("Inserted records into the table...");
      } catch (Exception e) {
         e.printStackTrace();
      }
   }
}





[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 JDBC drivers




See: JDBC driver[image: External link]


JDBC drivers are client-side adapters[image: External link] (installed on the client machine, not on the server) that convert requests from Java programs to a protocol that the DBMS can understand.
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