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Introduction





I became interested in belief for several reasons. In the first instance I wanted to know why my non-science friends had such difficulty with understanding science and why there was a quite strong anti-science movement. It was a real puzzle for me as I believe science to be the best way to understand how the world works. This led me to examine the unique origins of science among the Greeks, and its unnatural nature. Related to the general absence of belief in the scientific method was the belief in what I regard as the unbelievable, from angels to aliens to levitation and telepathy. How could people believe in things for which there seemed to be no reliable evidence? It really irritated me. And then there was religion, which affected me personally.


I was quite a religious child, saying my prayers each night and asking God for help on various occasions. It did not seem to help and I gave it all up around sixteen and have been an atheist ever since. Then my youngest son, who had been through a difficult late adolescence, was evangelised and joined the London Church of Christ. This is a fundamentalist Christian church, which takes the Bible literally. Contrary to what friends thought, I was not upset, as the church really helped Matthew. But the following incident reflects our relationship. Sitting in my office, Matthew said he was so envious of me, as I was so fortunate. Unused to receiving such a positive remark from any of my children, I beamed, and asked what he so envied. The reply was ‘You are going to die soon, certainly before me.’ I was shocked. Why was this so desirable? It was because he wanted to die so that he could go, he strongly believed, to heaven. In discussion, his position was totally rational and he could not, according to the religious rules, take his own life. I had to accept his position, albeit reluctantly. I did relate the incident to his sister Jessica. A week later I found a note on my chair ‘Jessica says you think you are going to heaven when you die. We need to talk!’


My aim in this book is to try and understand what determines what people believe about causal events, and so it is on causal rather than ethical and moral beliefs that I will focus. A key issue is to determine what distinguishes our thinking and beliefs from other animals’ and how this might have evolved. There will thus be a quite strong biological emphasis on how our brains function, together with an evolutionary viewpoint.


My aim is not to disparage the beliefs of others, even though I do not share them. This aim may not always be successful as I am neither religious nor do I have any beliefs in a spiritual world or paranormal happenings. My thinking is based on a belief in the scientific process, and the necessity for evidence. It is thus essential that from the very beginning I set out my own beliefs, even though I will try not to alter my material to fit in with them, or to try and persuade the reader to share them with me. I admit I am a reductionist materialist atheist.


I am committed to science and believe it to be the best way to understand the world. I look at religion as a scientist. I know of no good evidence for the existence of God. I am in no way hostile to religion provided it does not interfere in the lives of other people or come into conflict with science. I do not believe in paranormal phenomena such as communication with the dead, telepathy, mind reading, ghosts, spirits, psi, psychokinesis, levitation – the evidence is just not there. I am thus similarly very suspicious about claims for the success of alternative medicine from reflexology to homeopathy and spiritual healing, and particularly psychoanalysis. While I am not concerned here to criticise or question beliefs in these topics, inevitably my views will come through.


A tool that I try to use is evolutionary biology, as this is a topic I am familiar with, though mainly in relation to the development of embryos. It is mainly evolutionary psychology that is relevant here, and I am aware that this is quite a controversial field. There are those who do not wish to believe just how much our genes determine our behaviour. They should perhaps reflect on lower animals, such as flies, who can land safely on the edge of a glass without practice, and birds who build wonderful nests. It is our genes that make the embryos from which we develop and end up as humans, and they determine how our brains will work. Yes, culture is important, as is nurture, but they both interact in and on a very complex biological system.


The key evolutionary idea related to our minds is that of adaptiveness; that is those behaviours, thoughts and beliefs that help us humans to survive better. Genes can determine variants in such processes and evolution will select those individuals that survive best, and will so select those genes. The problem is to identify just what those characteristics are and how genes affect them, and to distinguish them from those that arise from interaction with the environment and learning. Alas, much of the evolutionary biology that I will use is similar to Kipling’s ‘Just So’ stories, like how the camel got its hump. It is very difficult to get reliable evidence to show whether one is right or wrong. One cannot go back in time, but I hope that this book, like Kipling’s, is both interesting and entertaining.


I have only a limited illusion that I have provided useful insights into the nature of belief, but hope to have raised some important, if controversial, issues. I would be surprised, and disappointed, if some of the ideas did not provoke quite a few vigorous rejections, and alternative explanations.


And as for the title, it comes from Lewis Carroll’s Through the Looking Glass, when Alice encounters the White Queen and they talk about belief. When Alice says she cannot believe in impossible things, the Queen replies: ‘I dare say you haven’t had much practice. When I was your age, I always did it for half-an-hour a day. Why, sometimes I’ve believed as many as six impossible things before breakfast.’
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CHAPTER ONE


Everyday 







Believing passionately in the palpably not true … is the chief occupation of mankind.


H. L. Mencken





Our lives are full of causal beliefs about events that do not fit with our expectations – why the children are late from school, why the car will not start, why the weather is so bad, and why we have got ill. We humans have a basic need to have beliefs that account for important events in our lives, and these can be quite sensible and rational. We all have beliefs about how the day-today world works, and it is some of these common and quite simple beliefs, like those related to risks of various kinds, that I want to explore first, particularly the strange causes that we believe in, and why these beliefs are so persistent. The focus here is largely on Western culture. I am not concerned at this stage with more complex beliefs like those relating to religion, the paranormal or health, which will be considered later, but many similar principles are involved, and the boundaries may be rather fuzzy.


There is a strong motive for explaining any phenomena that affect us in causal terms, an ingrained need to organise the world cognitively – both the external world and the internal world of the individual. This cognitive imperative, which has been called a belief engine, may have evolved because it was essential for human survival, and an enormous aid to activities such as finding food, making tools or avoiding danger, and so became instinctive. In one study, residents in an area where an earthquake had occurred during the night were asked ‘What was the first thing you did when you felt the earthquake?’ Almost all responded first by saying that they had wondered what had occurred and why, before talking about what they then did. This belief engine has served us well, and as we shall see, gave us technology.


Clifford Geertz, the anthropologist, points out that insufficient attention has been given to just what common sense is. He draws a distinction between our apprehension of reality and down-to-earth everyday wisdom. When we refer to common sense, we suggest that it is a matter of judging the world sensibly and effectively, and so coping with the problems of everyday life. If someone lacks common sense, it does not mean that they do not grasp that rain wets, or fire burns, but that they have not taken sensible precautions to avoid getting wet or being burned. For the Zande in Africa, as we shall see, it is when common-sense explanations fail that witchcraft is invoked.


A frequent feature of beliefs is that when examining evidence relevant to a given belief, people are inclined to see what they expect to see and conclude what they expect to conclude. We only become critical of information when it is clearly not consistent with our beliefs, and even then may not give up that belief. Moreover, confirmatory information or events are much better remembered and recalled than those that contradict what we hold to be true. It is, as Francis Bacon put it, that ‘Man prefers to believe what he prefers to be true.’


One psychologist has suggested that the reason why we are so attached to our beliefs is because they are like our possessions. Like material possessions, they can make us feel good. Even the way we talk about beliefs is like the way we talk about things we own. We ‘hold’, ‘acquire’, ‘inherit’, ‘give up’ beliefs. But our beliefs are much more to us than possessions: they are part of our very identity. Criticism of our beliefs can feel like a criticism of ourselves.


Many beliefs emphasise goal and purpose in different contexts – key words are ‘design’, ‘purpose’, and ‘made for’. It is thus quite hard for some people to believe that biological evolution does not have a purpose, and that evolution is based on chance events leading to variation followed by selection. Even the AIDS epidemic was believed by some to be a global punishment. There are a large number of what have been termed urban myths or beliefs. For example, some believe that when the hijacked plane crashed into the Pentagon only one thing survived – a copy of the Bible, and another example is the belief that all Jews were absent from work in the Twin Towers on September 11th.


In relation to causal events, the ‘Why?’ class of question is usually only raised when the event is abnormal or out of the ordinary. The death of a young Spanish matador called Yiyo when he substituted for another matador was much more upsetting to the public than if he had been killed in the normal run of his work. These feelings are typical of events that are preceded by an exceptional one, and so have a much greater effect. And in this case there was also the belief that it is bad luck to substitute for another matador. How have such beliefs about luck, particularly bad luck, arisen? One possibility is that they reflect recalling other ‘if only’ events, which are more readily remembered. How many of us believe that switching queues results in the one we left speeding up?


There is also anticipatory regret. Tests found that people would be less willing to sell their lottery ticket the shorter the time before the result was to be announced. There is also evidence that some people believe in the probability of an event by the vividness with which they can imagine it. Or again, take the hesitation to throw out old things on the basis that one is then bound to have an urgent need of them.


How much does logic influence the creation of beliefs? Deductive reasoning is the process of drawing valid conclusions from a particular set of premises – Euclidean geometry is the great example. But in daily life, beliefs about the conclusion can influence the validity of this process. If the logical conclusion is consistent with a person’s beliefs about the world it makes the logical deduction easier. So subjects believed, correctly, the following to be valid nearly 100 per cent of the time:




No cigarettes are inexpensive.


Some addictive things are inexpensive.


Therefore, some addictive things are not cigarettes.





By contrast only around 50 per cent thought the following is valid, even though it is logically correct:




No addictive things are inexpensive.


Some cigarettes are inexpensive.


Therefore, some cigarettes are not addictive.





The suggested basis for this difference in getting the logic right is that it involves two different processes, and different regions of the brain. One is the formal rule-based process using the bilateral parietal system of the brain, while the other is a complicated automatic process based on left frontal and temporal lobes. Belief-laden and belief-neutral arguments can result from modulation between these two systems.


Just consider again:




No unhealthy foods have cholesterol.


Some unhealthy foods are fried foods.


Therefore, no fried foods have cholesterol.





Valid or not? My guess is that your left frontal and temporal lobe belief system was activated, and so the conclusion seemed invalid. But it is valid, logically.


People’s perceptions about themselves are peculiarly unreliable. The average person’s belief about themselves is, in general, flattering. A large majority of the public believe that they are more intelligent and fair-minded, better describers and less prejudiced than the average person. This is as true of the general public as it is of university students and their professors. This set of beliefs is known as the ‘Lake Wobegon’ effect, after a fictional community in the stories by Garrison Keillor, where all the children are above average. Again, a survey of high school seniors in the USA found that 70 per cent thought they had above-average leadership qualities and only 2 per cent believed they were below the average. And of university professors, 94 per cent thought they were better at their jobs than their average colleague. Am I any different? Believe I am!


People also claim more responsibility for good deeds than for bad, and for successes than for failures. A study of young married Canadians found that they each overestimated how much they contributed to family well-being in terms of cleaning, childcare and so on. They also regarded themselves as less prejudiced than others. In a poll, 44 per cent of white Americans rated other whites as having more anti-black prejudice than they did, but only 14 per cent admitted to such prejudices themselves. People revise their own personal histories in ways that are influenced by their beliefs at the time that they recall earlier events. They both exaggerate the stability of their past beliefs – political ones, for example – and overestimate how much these have changed.


Even when quite reliable personality tests were used, subjects could not distinguish between their report about themselves and that of another person, particularly if it was flattering. There is research on the ‘Pollyanna principle’, which shows that there is a very common tendency for us to accept positive words in the report, rather than negative ones. Acceptance is higher if the individual is insecure and the tester of supposedly high status and expertise, even if an astrologer or graphologist. This emphasis on acceptance of the positive may be, for the individual, highly adaptive. If someone is told, erroneously, that they are better or worse at a particular task they will, in general, at once explain why. We are masters of the ad hoc explanation.


The so-called interviewer illusion provides another example. Many interviewers of people applying for jobs or places at a university feel confident in their ability to predict long-term performance. Research in this area shows that most interviewers overestimate their skills. I like a film company’s verdict in 1928 on Fred Astaire’s screen test: ‘Can’t act. Can’t sing. Slightly bald. Can dance a little.’ And a modelling agency’s report on Marilyn Monroe – that she should learn to be a secretary or get married.


One of the interviewer’s chief errors is the attribution of the person’s behaviour to their inner disposition, their basic character, and the failure to take into account how they will behave in different situations. This is typical of how we judge the causes of other people’s behaviour. There is a well-established tendency to account for our own behaviour in a rather different way from that which we use to explain the behaviour of other people. We believe our own behaviour to be heavily influenced by external causes and situations. By contrast, the behaviour of others is much more often believed to be the result of the product of their underlying personal traits and dispositions.


Personality tests provide an example of the Barnum effect: you can fool most of the people most of the time. People frequently accept as correct generalised, vague, and even bogus descriptions of themselves, if these descriptions are common to the population of which they are part. The core belief in astrology is that a person’s personality is influenced by the state of the heavenly bodies at the moment of birth. The personality types resemble the namesake of the sign under which they were born – those under Capricorn, the goat, are stubborn and hard working, while those born under Leo, the lion, are proud and fearless leaders. All these associations are partly driven by simple representativeness-based thinking, which will be explained later. The same is true of graphology.


Making up a story to account for events in what seems to us to be a rational manner is programmed into our brains, and is illustrated in split-brain patients, where the language ability in the left hemisphere is separated from the right hemisphere. A picture of snow in a field is presented by the left eye to the right hemisphere, and a bird’s claw presented to the other eye. The patient is then asked to pick from a set of pictures those that are best related to what they have just seen. The left hand, controlled by the right brain, might choose a shovel for the snow and the right, controlled by the left brain, a picture of a bird. Then when the subject is asked why they made these choices, only the left hemisphere can control the verbal response. The chicken claw, says the subject, goes with the chicken and the shovel is needed to clean out the chicken shed. This is a made-up story, for the subject’s left hemisphere cannot know about the snow – a nice example of confabulation, storytelling to account for the observations in a consistent manner but leaving out crucial bits of information. More about confabulation later.


Beliefs about the risks that affect our lives are very far from reliable. For example, in spite of numerous claims that seat belts save many thousands of lives every year, between 1970 and 1978, countries in which the wearing of seat belts was compulsory had on average about 5 per cent more road accident deaths than before the introduction of the law. In the United Kingdom, road deaths decreased steadily from about 7,000 a year in 1972 to just over 4,000 in 1989. There is no evidence in the trend for any effect of the seat belt law that was introduced in 1983; there’s actually evidence that the number of cyclists and pedestrians killed increased by about 10 per cent. That twice as many children were killed in road accidents in 1922 as today, which many would regard as almost unbelievable, must not be taken as evidence that there is less risk when children play in the street today; rather, it almost certainly reflects the care taken by parents today in keeping children off the streets.


How are these beliefs about risks, which are both puzzling and shocking, to be explained? The answer seems to lie in our perception of risk and how we modify our behaviour accordingly. An important concept that has been developed by John Adams to account for people’s handling of risk is the ‘Thermostat Model’. An individual’s propensity to take risks is influenced by their own experience and that of others, and this model assumes that the degree to which we take risks varies from one individual to another. The key feature in risk-taking is the balancing of perceptions of the risk and the possible rewards, and this balance may be a reflection of an individual’s particular type of personality. In general, the more risks an individual takes, the greater will be both the positive and the negative rewards.


Of particular importance in the model is the level at which the thermostat is set. Those who are prepared to take risks have a high thermostat setting, while for others, who are more cautious, the setting is much lower. So, for example, a driver going round a bend in a road will be influenced by rewards and risks. These could include getting to an appointment on time, impressing his companion, his concern for his own safety and that of a child in the rear seat, the cost of damaging the car and of losing his licence, and so on. He will also have taken into account the condition of the road and the amount of traffic, as well as the kind of car he’s driving.


A very important feature of this model is risk compensation – people modify their behaviour in response to what they believe are changes in risks to themselves. Thus, when we ‘belt up’, we may drive just a little more dangerously, so that the risk of an accident increases. And while the seat belt may increase our chances of survival, pity the cyclists, pedestrians and backseat passengers. As Adams wickedly suggests, one way to prevent this, and make drivers drive with much greater care, is to fit all cars with a spike on the steering wheel, directed at the driver’s heart.


There are at least three different kinds of risk. The first is easy to experience and recognise and can be called direct; an example is the danger presented by traffic or fears of being attacked. The second contains risks that have been identified with the aid of science; diseases like smallpox and cholera fall into this category. The third class contains what are known as virtual risks, those about which science is unsure, and includes BSE and global warming. Most of the studies that have been carried out deal with risks of the first two categories. In both of these, it is possible to calculate the risk associated with a particular activity like cycling in London or smoking. At least in these cases there is some objective information on which one can base one’s behaviour.


Even where risk can be calculated objectively for any particular event, individuals’ perceptions of that risk can be, and often are, quite different. For example, with respect to transport, much greater attention is given to accidents that occur in planes, ships or trains than to those on the road in cars, on bicycles, or when walking. There are two related reasons. In being transported by train or plane, you are putting your trust in the organisation or people who run them. You expect them to have taken all the necessary precautions. But when you drive a car, for example, which is on all grounds much more dangerous, you have the belief that you are in control. Thus the responsibility now rests on you or the driver, who is usually someone you trust. Yet the actual number of deaths for 1,000,000,000 kilometres travelled is less than one for airlines and trains, around five for car drivers and passengers, fifty for cyclists, seventy for pedestrians, and 100 for motorcyclists. These figures could be misleading as, for example, we walk far fewer kilometres than we fly, so that what might be perceived as a greater danger in walking is in fact not.


Social scientists have identified four different types of attitude that people have with respect to risk and how it should be handled: individualists try to control their own environment but oppose controls; egalitarians are also against controls, but regard nature as something to be obeyed; hierarchists believe that nature must be managed and are in favour of controls being imposed; fatalists just try to duck when necessary.


As far as sports are concerned, rock climbing is over 100 times more dangerous than skiing. Tennis, I’m pleased to say, has so few fatalities that there are no statistics. There is a 100 times greater chance of being killed by an accident in one’s home than by a terrorist bomb. The likelihood of being killed by a fire in a public building is even smaller, but just look at the extensive fire regulations that must be followed in hotels and department stores, even though, compared to car travel, the risk of death from such fires is 4,000 times lower. Our perception of risk is complex, and may bear little relation to the objective probabilities. For example, surveys have shown that there is a perception among the general population that childhood vaccination is ten times more dangerous than it actually is, and that the possibility of death from a stroke is underestimated by a factor of ten.


Our common-sense approach to risk is clearly very unreliable. The risk of losing a few pounds on the lottery is very high, and most people know that; but it is hard to understand why they think that if the pot is greater, it is worth risking more. And who would not think it wise to bet on red in roulette if black had just come up ten times in a row? Some perceptions are quite irrational. For example, I know mothers who, when taking on a new au pair, are very frightened that she will run off with the child if there has been even one such case reported in the press. If I hear that a cyclist I know has been injured, I am much more cautious than usual, although my risk remains the same. Statistics have a much smaller impact on such risk assessments than they should.


A major error in personal risk assessment probably relates to our inability to make sound judgements when the amount of information is limited. For example, a little while ago there was a suggestion in the United States that a game called Dungeons and Dragons was risky since it might lead to teenage suicide. The evidence in support of this claim was that twenty-eight teenagers who regularly played the game had committed suicide. But the average suicide rate for teenagers nationwide in the United States is about one in 10,000. Since some three million teenagers played the game, the number of suicides that might be expected among the players was 300, so there was no significant statistical link between playing the game and suicide.


BSE presents a very clear example of the problems associated with virtual risks, where there is little hard objective data on which to base probabilities, and thus precautions. This leads people to behave even more freely, and in ways that reflect their personalities. For the idea that eating beef could be dangerous might, from a common-sense point of view, appear to be based on flimsy evidence. The key finding was the sudden appearance of a quite new form of Creutzfeldt–Jakob disease. It is generally accepted that BSE came from cattle eating infected sheep. The proposed infectious agent is believed to be a protein molecule called a prion, which is quite unlike a virus or bacterium. The anxiety about the future incidence of the illness comes from an understanding of the pattern of development of such diseases, which have long incubation times. Mathematical predictions of how many cases will appear over the next few years are complex, but could strike fear even into the heart of a sceptic. There may be just a few more cases, but it is just as possible that there will be thousands. No one knows.


BSE thus raises very difficult questions as to how such issues should be handled. Because of the possibilities of real dangers, the government has to balance the risks against all the social and financial costs of taking precautions. Fire regulations require enormously expensive constructions, though fires are rare. Building the Thames Barrier was a precaution for a relatively rare event. The social responsibility of scientists is to make public the information that can affect our lives, not to make ethical or political decisions as to what to do. It is precisely such difficult decisions that politicians must take, and it is also their moral and legal duty to take the necessary precautions.


Stopping at traffic lights during the BSE crisis, I mentioned to a fellow cyclist, a stranger, how dangerous cycling was. I had just narrowly escaped being run over. ‘Yes,’ he replied. ‘But I bet you don’t eat beef. Yet the risk of being damaged by cycling is so much greater.’ ‘Of course,’ I said. ‘But so are the benefits. I would be really depressed if I were to give up cycling, but giving up beef for a year or so until the evidence is clearer is no trouble at all. It’s a matter of risk benefit.’ Happily, he agreed, and we pedalled our separate ways, my helmet firmly on my head. Life is a risky business. But here again there may be some misplaced beliefs, as the real reason that those who wear helmets suffer so much less brain damage may be that they are, in general, more careful, and, for example, do not ride their bikes after drinking too much alcohol.


In general, people’s beliefs and judgements are insufficiently sensitive to sample size. Estimating risk is a risky business, even for experts. Consider the problems doctors have to face when estimating the probability that one of their patients has a particular disease, even when the diagnostic test is positive. Here is the problem. The disease affects 1 per cent of the population and the probability of the test detecting the disease in someone who has it is 80 per cent. But the chance of a false positive – that is the test indicating that someone has the disease even though they do not have it – is 10 per cent. What should the doctor tell a patient who tests positive and asks what is the probability that they have the disease? Most doctors estimate the probability as around 75 per cent. Are they correct?


Back to our doctor: if we take a random 1,000 people, we should expect ten to have the disease. Of these ten, only eight will be detected by the test. Tests on the other 990 will give 99 false positives. Thus only 8 out of 107 with a positive test will have the disease. That is less than 8 per cent! The patient, contrary to what most doctors think, should be quite reassured.


Not all statistically relevant relations are causal, so how does one resolve this issue and distinguish between correlation and causation? The drop in the reading of the barometer correlates with, but does not cause, storms. One needs to distinguish genuine from spurious causes. One possibility is that the issue is resolved when one knows the underlying mechanism: a drop in atmospheric pressure causes storms and also causes the barometer reading to fall. This type of thinking is essentially based on mechanical principles and involves concepts of forces and power – basic scientific knowledge. But why, for example, do so many people believe that infertile couples who adopt a child are more likely then to conceive a child than infertile couples who do not adopt? They have some belief about the adoption causing fertility by unknown means.


Causal illusion has been demonstrated in a simple experiment. It is clear that when one billiard ball hits another it causes it to move, but when people are shown coloured discs moving on a screen they somehow cannot help believing that when one collides with another it pushes it away. Even dots on a screen can appear as chasing or avoiding each other. In a film in which one square approached another stationary one and the latter moved off without any contact having been made, adults had the impression of a causal effect. Adults’ causal beliefs also follow the rules of contagion – once in contact always in contact – and the idea that the image equals the object. Thus, drinks that come in contact with a sterilised dead cockroach are avoided, and food that looks disgusting, like fudge made to resemble dog faeces, is rejected.


There is evidence that the very concept of ‘self’ can be very different: the Western view of a person as a bounded, autonomous and unique system can be quite alien to other cultures, where the influence of the surrounding society is seen as paramount. The considerable differences that exist between different cultures can affect their basic beliefs about the world, and even the way that they think. This is because social organisation directs attention to certain features and away from others, and can thus influence beliefs about causality. For example, in ancient Greece much emphasis was put on the individual, who could often choose the way they thought, and this was probably a major feature that enabled the Greeks, alone amongst all cultures, to discover scientific thinking. By contrast, the ancient Chinese felt that individuals were essentially parts of a close-knit community, and there were numerous obligations to family, friends and emperor. Debate was discouraged. Yet technologically, they were much more advanced than the Greeks; this technology was not based on science, but on imaginative trial and error. Their beliefs were holistic, quite unlike those of the analytical Greeks, as we shall see later.


Even if all cultures possess the same basic cognitive processes, the ‘tools’ of choice for the same problem may be quite different, just as a workman can use different tools for the same job. These special ways of thinking have persisted. Compared to Europe and the USA, China and other East Asian societies remain committed to the idea of the individual as less important than the society. There are studies that show that this can affect the allocation of attention, as Easterners see wholes, Westerners parts. Easterners see relationships amongst the parts but find it harder to concentrate on an object when it is embedded amongst others. Westerners’ perceptions will be affected by their basic belief that they have control over their environment. When presented with scenes of underwater life, Americans focus on the fish, Japanese on the lake and the relationships between the fish.


The important implications of these and other studies is that people attribute causality to events they pay attention to. Thus Westerners should attribute causality to objects, Easterners to content and situations. It has been found that Americans interpret the behaviour of others in terms of individual traits like kindness and recklessness, whereas Hindu Indians explain comparable behaviour in terms of social roles like obligations and the physical environment. Americans thus perceive the cause of murder as mental instability, whereas Chinese see it as reflecting society’s failure.


There are also studies showing that American students are more willing than Korean students to set aside beliefs based on experience in favour of logical explanations, and the latter are more likely to judge valid arguments as wrong if they have implausible conclusions. Both groups have similar abilities in logical thinking, but differences in response when logic conflicts with everyday beliefs. In addition, Westerners respond to conflict by trying to decide who is right, while Easterners tend to yield points to both sides. Easterners prefer holistic approaches and compromise, and show a willingness to accept contradictory arguments. The practice of using feng shui for choosing building sites, even for skyscrapers in Hong Kong, reflects the holist idea that causes and outcomes are very complex and interactive.


Illusory correlations are quite common, and illustrate a Chinese proverb: ‘Two-thirds of what we see is behind our eyes.’ When told of a cloud-seeding experiment that might result in rain, and told each day whether it rained and whether the clouds were seeded, those who believed in the effect were more likely to recall days on which both seeding and rain occurred, even when the information was random. Henry Thoreau said that ‘We hear and apprehend only what we half already know.’ Again, male students having telephone conversations with women they did not know, but believed to be attractive from photos given to them, resulted in the ‘attractive’ women having more friendly and warm conversations – the men’s erroneous beliefs became self-fulfilling.


Many of us have superstitions. I do not myself like to proclaim that I am too well or happy for, irrational though it is, I do not like to tempt the gods. Others carry lucky charms or touch wood (I do it myself!). More than 200 years ago Gilbert White observed that ‘It is the hardest thing in the world to shake off superstitious prejudices; they are sucked in as it were with our mothers’ milk.’ Their basic characteristic is that they are irrational beliefs founded on ignorance or fear and held with an obsessive reverence, particularly for omens and charms. Luck is also a key element, together with a belief in magic. The majority of superstitions are concerned with explaining or avoiding bad luck, rather than attaining good things.


Among the most common current superstitions are that it is unlucky to walk under a ladder, to break a mirror, to spill salt, or to open an umbrella indoors. In the USA, almost half the adults questioned ‘touched wood’ and avoided walking under a ladder. The mythology of fortune surrounding Friday the 13th is far from clear. The first reference in English only goes back to 1913. It is claimed to be related to biblical events such as the number of guests at the Last Supper and the crucifixion on a Friday. The fear of this day was shared by Napoleon, Churchill, and Franklin D. Roosevelt, who would actually cancel appointments on that day. Dice players talk to the dice, blow on them, and put them to their ears. My own father believed that he was continually being dealt bad hands at bridge, and others avoided being his partner. We all have a tendency to attribute inexplicable events to some sort of ‘mystical’ cause, like bad ‘luck’ or even, light-heartedly, gremlins.


Gremlins provide a nice example of the value of such beliefs. In the last world war, Royal Air Force crews ascribed mechanical failures to gremlins. It was half-jokey, but it did deflect blame from the maintenance staff, and, very importantly, it promoted solidarity in blaming the gremlins for trying to defeat them. Consider, too, the beliefs sportsmen have about what they must or must not do before a game. There are all sorts of superstitions in baseball that affect batters rather than fielders. Actors say ‘break a leg’ before a show to wish their fellow actors luck. Michael Crichton, author of ‘Jurassic Park’, makes a point of eating the same food for lunch every day when working on a novel.


A scientist once visited the offices of the great Nobel Prize-winning physicist Niels Bohr in Copenhagen, and was amazed to find a horseshoe was nailed to the wall over his desk, so he said to Bohr: ‘Surely you don’t believe that horseshoe will bring you good luck, do you, Professor Bohr?’ Bohr replied: ‘I believe no such thing, my good friend. Not at all. I am scarcely likely to believe in such foolish nonsense. However, I am told that a horseshoe will bring you good luck whether you believe in it or not! How can one argue with such logic?’


We have strong beliefs about certain events that we have experienced, and that were important to us, but how reliable are our memories? When a person experiences something extremely important or upsetting, the memory of the event is not recorded like a video: the process is much more complicated – just bits and pieces are taken in and stored. When later relating the experience, these are pieced together in a story. Indeed, false memories can quite easily be triggered by suggestion, and can be related to confabulation. This has important implications for those relying on the evidence of witnesses to violent crimes.


There are studies showing that children and teenagers can be induced to remember the experience of being lost in a shopping mall when young, even though it never happened. With time, these memories become more vivid and are rather like the ‘repressed’ memories of a trauma unearthed in psychotherapy. In fact, the techniques used by therapists for unearthing such memories of early abuse can also be used to create false memories.


In one experiment, Italian students who did not think demonic possession was possible were given articles to read that claimed it to be plausible and not uncommon. They were then asked to fill out a questionnaire about fear and anxiety and then some were told, falsely, that their particular set of fears indicated that they had probably witnessed demonic possession as a child. On a follow-up interview, nearly one fifth indicated that they had witnessed demonic possession as children. A number of the others also took a more positive view of the plausibility of demonic possession.


In another experiment, students from MIT were given the biography of a guest lecturer. One group had a description of the speaker as cold, while to the other group the speaker was praised for his warmth. After the lecture, the students rated his performance and character largely in terms of the description they had been given beforehand.


It is also a quite general feature that we are overconfident in the correctness of our judgements. In a classic experiment by Solomon Asch, a group of six subjects was shown a line and asked which of three other lines was of the same length. Of the six subjects, five had been briefed to choose one of the wrong lines, and most gave their choices before the true subject made a choice. That subject then often chose the wrong line rather than the one that their own observation suggested was the correct one.


It is very hard to alter someone’s beliefs, and we all look for confirmation rather than falsification. When students who were either for or against capital punishment were shown the results of recent studies, one confirming, the other challenging their existing beliefs, both groups readily accepted only that study that confirmed their existing beliefs. In another experiment, participants were initially told a story that showed that a risk-taker was a very good firefighter, while another firefighter who was much more cautious was mediocre at the job. Given this information, the group concluded that risk-takers were better firefighters. They clung to this view even when told that the stories were just made up. Again, a magician performed fake psychic phenomena before a group of students. Afterwards they were asked whether they believed he had psychic powers, and about two thirds of the students believed that he did. They were then told that he was just a good magician and that he was faking it and he had no psychic powers. But about half of the students still believed that he really did have them.


Once beliefs are formed, they tend to persevere and are very hard to change. Freud put it beautifully: ‘To begin with it was only tentatively that I put forward the views that I had developed … but in the course of time they gained such a hold of me that I can no longer think in any other way.’


But why are our beliefs so hard to lose or change or give up? I think there could be an evolutionary explanation: if beliefs that saved lives were not held strongly, it would have been disadvantageous in early human evolution. It would be a severe disadvantage, for example, when hunting or making tools, to keep changing one’s mind. Even more so when one was in danger, since it was necessary to pursue a course of action that would lead to safety. If one believed that unstable rocks were dangerous, it would have been wise to stick to that belief.


Many current beliefs do not have the same life-or-death context, and so we are for the most part able to indulge in all sorts of beliefs, and freely use the evidence we bring to support them, no matter where it comes from. This may account for the wide variety of causal beliefs that humans hold. These beliefs, I shall argue, had their origin in evolution in relation to tool use, but with cultural evolution they have evolved in most interesting and not easily understandable ways. The freedom to have beliefs is very important, but it carries with it the obligation to carefully examine the evidence for them.


All this will now be explored. What is the evolutionary origin of human causal beliefs, the origin of religious beliefs, beliefs about the paranormal and health, and finally, the special nature of scientific beliefs?



















CHAPTER TWO


Belief







This act of mind has never yet been explain’d by any philosopher.


David Hume 1739





The word belief, while freely and widely used to account, for example, for causes in the previous chapter, is nevertheless not easy to define. Neither philosophers nor scientists have been successful. David Hume, my hero philospher, said of belief that he regarded it as a great mystery. And some 200 years later, Bertrand Russell recognised that belief was a central problem in the analysis of mind. For many, belief is intimately associated with religion, and religious beliefs will be dealt with in detail. It is the everyday use of the word that I deal with in this book, and I will focus on those beliefs that relate to the causes of events that affect our lives in significant ways. Beliefs relating to moral issues will receive much less attention.


The anthropologist Rodney Needham has analysed the origins of the word belief. In Middle English, from around the twelth to the fifteenth century, the verb bileven already had the sense of believing in a religion, of being valid or true, of having a conviction. Going further back, one finds galifan in Old English and galaubjan in Gothic – laub is related to the Indo-European to love, want, desire. The English concept of belief is clearly linked to Christianity and the acceptance of the Christian faith.


Needham finds it so difficult to define reliably what we mean by belief that he seems almost tempted to abandon the word altogether. He does not do so, however, but points out that statements about belief need to be analysed within the framework of the different cultures, and a mastery of the local language, including its subtleties, is essential. For example, he says that the term kwoth for the spirit of the Nuer religion in Africa is very hard to understand. Needham goes on to say that ‘Belief is not a discriminable experience, it does not constitute a natural resemblance among men, and it does not belong to the “common behaviour of mankind.”’ Thus, he argues, when one talks of the beliefs of other people, particularly in relation to non-Western religions, one has little idea of what is going on in their minds. I am not at all sure Needham is right, for all cultures have beliefs about causes, but whether there are similarities in different cultures as to their beliefs, and how they arise, is a central problem.


Another problem, as Needham points out, is how belief affects the behaviour of the individual. For example, a Saultaire Indian may endanger his life by believing a bear can understand what he is saying, and an Australian Aborigine believes that he will feel pain if a lock of his hair, taken away, is cut. How can such beliefs be reconciled with their experience? Belief is itself a word not always easily translated from one language to another.
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