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For my father



















We think our fathers fools, so wise we grow;


Our wiser sons, no doubt will think us so.


Alexander Pope
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Foreword by


Robert A. Bjork





Using various versions of the title, “How We Learn versus How We Think We Learn”, I have given talks to different audiences on the surprising discrepancy that exists between what research has revealed about how humans learn and remember versus how people tend to think they learn and remember. The discrepancy is surprising because one might expect that as lifelong users of our memories and learning capabilities, coupled with the “trials and errors of everyday living and learning”,1 we would have come to understand how to optimise not only our own learning, but also the learning of those we are responsible for teaching, whether at home, in schools or in the workplace. The discrepancy is important, too, because as David Didau documents and illustrates so well in this book, optimising the effectiveness of our teaching and our own learning depends on incorporating methods and activities that mesh with how we actually learn versus how we think we learn.


That we tend to have a faulty mental model of how we learn and remember has been a source of continuing fascination to me. Why are we misled? I have speculated that one factor is that the functional architecture of how we learn, remember and forget is unlike the corresponding processes in man-made devices.2 We tend not, of course, to understand the engineering details of how information is stored, added, lost or overwritten in man-made devices, such as video recorders or the memory in a computer, but the functional architecture of such devices is simpler and easier to understand than the complex architecture of human learning and memory. If we do think of ourselves as working like such devices, we become susceptible to thinking, explicitly or implicitly, that exposing ourselves to information and procedures will lead to their being stored in our memories – that they will write themselves on our brains – which could not be further from the truth.


Also, to the extent that we think of ourselves as some kind of recording device, we are unlikely to realise how using our memories shapes our memories. That is, we can fail to appreciate the extent to which retrieving information from our memories increases subsequent access to that information and reduces access to competing information. Retrieving information from a compact disc or computer memory leaves that information and related information unchanged, but that is far from the case with respect to human memory. More globally, to the extent that we think of ourselves as recording devices, we may fail to appreciate the volatility that characterises access to information from our memories as conditions change, events intervene and new learning happens. Information that is readily accessible in one context at one point in time may be completely inaccessible at another point in time in a different context – and vice versa.


We can also be led astray by oversimplifying what it means to have stronger or weaker memories. We may think, for example, that memory traces in our brains are like footprints in the sand that can be shallower or deeper and, hence, more or less resistant to the effects of forgetting. In fact, how memories are represented in our brains is multidimensional: some memory A, for example, may appear stronger than some other memory B by one measure, such as recognition or the subjective sense of familiarity, whereas memory B may appear stronger by some other measure, such as free or cued recall. Basically, by intuition or experience alone, we can never come to realise the amazing array of interactions of encoding conditions and test conditions that have been shown in controlled experiments to affect our ability to retain and recall to-be-learned information. We may have a general idea, even an accurate idea, that some learning activities produce better retention than others, but appreciating fully the complex interactions of encoding conditions, retention interval, type of later test and what cues will or will not be available at the time of the final test requires a whole different level of understanding.


To make things even more challenging for us as learners and/or teachers, conditions of instruction or practice that appear to result in rapid progress and learning can fail to produce good long-term retention of skills and knowledge, or transfer of such skills or knowledge to new situations where they are relevant, whereas other conditions that pose challenges for the learner – and appear to slow the learning process – can enhance such long-term retention and transfer. Conditions of the latter type, which I have labelled “desirable difficulties”,3 include spacing, rather than massing, repeated study opportunities; interleaving, rather than blocking, instruction or practice on the separate components of a given task; providing intermittent, rather than continuous, feedback to learners; varying the conditions of learning, rather than keeping them constant and predictable; and using tests, rather than re-presentations, as learning opportunities.


The key point – one that David Didau emphasises and one that readers of this book should be sure to take away – is that there is a critical distinction in research on learning, one that dates back decades: namely, the distinction between learning and performance. What we can observe and measure during instruction is performance; whereas learning, as reflected by the long-term retention and transfer of skills and knowledge, must be inferred, and, importantly, current performance can be a highly unreliable guide to whether learning has happened. In short, we are at risk of being fooled by current performance, which can lead us, as teachers or instructors, to choose less effective conditions of learning over more effective conditions, and can lead us, as learners ourselves, to prefer poorer conditions of instruction over better conditions of instruction.


Several aspects of this book make it especially valuable. One is that David Didau has not only explained and illustrated the research findings to which I have alluded, as well as other key findings from social psychology and cognitive psychology, but he has also done so in terms of their relevance to real world schools and education. He has also discussed such findings and their implications with respect to historical trends and ideas that have guided, and sometimes misled, educational practices. Finally, and critically, he is able to discuss research findings and their implications for real world teaching from the standpoint of somebody who has been in the trenches, as it were. His career as a teacher and as an administrator in pre-college settings provides a perspective that is lacked by those of us who have spent our careers doing research and teaching in the ivory tower.




Notes


1 Robert A. Bjork, Assessing Our Own Competence: Heuristics and Illusions, in D. Gopher and A. Koriat (eds), Attention and Performance XVII. Cognitive Regulation of Performance: Interaction of Theory and Application (Cambridge, MA: MIT Press, 1999), pp. 435–459.


2 Robert A. Bjork, On the Symbiosis of Learning, Remembering, and Forgetting, in A. S. Benjamin (ed.), Successful Remembering and Successful Forgetting: A Festschrift in Honor of Robert A. Bjork (London: Psychology Press, 2011), pp. 1–22.


3 Robert A. Bjork, Memory and Metamemory Considerations in the Training of Human Beings, in J. Metcalfe and A. Shimamura (eds), Metacognition: Knowing About Knowing (Cambridge, MA: MIT Press, 1994), pp. 185–205.
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Foreword by


Dylan Wiliam





Education has always had a rather uneasy relationship with psychology. As Ellen Condliffe Lagemann describes in her account of “the troubling history of education research”, for many years, it was thought that psychology could provide a disciplinary foundation for the practice of education.1 Indeed, for a while, many of those engaged in teacher education behaved as if education was really just applied psychology. Psychologists would determine the optimal conditions for learning, and teachers would then create those conditions in their classrooms. As a result, in the 1960s and 1970s, courses on the psychology of learning featured prominently in most, if not all, pre-service teacher education programmes.


However, even the staunchest proponents of the relevance of psychology to teacher education would hesitate to claim that these courses were successful. Initial teacher education students regarded the courses as irrelevant to what they saw as the task at hand. Perhaps, most importantly, it was clear that the available research was of little use in telling teachers what to do, whether this was in terms of the best way to explain concepts to children or how to get them to behave.


In the education research community, this led many researchers to look to sociology and social anthropology as sources of insights on how to understand classrooms, and, predictably, in many universities, courses on the sociology of education were added to pre-service programmes. But, again, trainee teachers found these courses of limited relevance to their own practice.


Beginning in the 1980s, partly as a response to government initiatives, there was a shift in the way that pre-service teacher education courses were designed. The four-year bachelor of education programmes fell out of favour, and, for secondary teachers at least, the most common route into the profession was a three-year undergraduate degree in a specialist subject, followed by a one-year post-graduate certificate in education (PGCE) programme. Furthermore, because many politicians saw university departments of education as hotbeds of radical left-wing thought (which is bizarre because they really weren’t), they sought to reduce the role of universities in teacher education. First came the idea that 24 weeks of a 36-week PGCE programme had to be spent in schools, and this was quickly followed by specifications of what students should be learning on PGCEs, together with inspections of these programmes, with funded student numbers tied to the results of these inspections.


Predictably, PGCE programmes concentrated on ensuring that teachers mastered hundreds of ‘competences’ on the practicalities of teaching, and any systematic exposure to the ‘foundation disciplines’ of psychology or sociology was at best marginalised and in many cases dropped entirely. By 1990 it was common to find that a university department of education did not have a single card-carrying psychologist on its faculty (by which I mean someone who would have been eligible for membership, if not actually a member, of the British Psychological Society).


As a card-carrying psychologist myself, I hadn’t realised how profoundly teacher training had moved away from psychology until, in the late 1990s, Paul Black and I started working with teachers to help them develop their practice of formative assessment. What surprised us most was that every group of teachers with whom we worked asked us, typically about three months into a project, for some formal input on the psychology of learning. Our emphasis on questioning as a way of eliciting evidence about student learning, and feedback that would be useful to students, required the teachers to use mental models of what was happening in their students’ heads. Most of the teachers with whom we were working, including many who were perceived as highly effective, had no such models. It turned out that it was possible to be regarded as a highly effective teacher with no idea what was happening in the minds of students.


The irony in all this is that, just as university departments of education began to dispense with the psychology of education as a key input into teacher training, psychologists were producing insights into learning in real, as opposed to laboratory settings, that had relatively straightforward applications to practice.


Now, of course, it is unlikely that the psychology of learning will ever be developed to the point where psychology will tell teachers what to do. To build a bridge, you need to know about the behaviour of steel and stone when compressed and stretched, but knowing all this will never tell you what the bridge should look like. In the same way, psychology will never tell teachers how to teach, but there are now clear principles emerging about how we learn best; principles that teachers can use to make teaching more effective, such as the fact that spaced practice is better than massed practice and the benefits of frequent classroom testing for long-term retention.


This is what makes the book you have in your hands so important and exciting. There are many excellent accounts of recent work in cognitive science (most of which are listed in the bibliography at the end of this book), and some of them also do a good job of drawing out the implications of this research for learning. However, to my knowledge, this is the first book that gets the cognitive science right and at the same time is written from a profound understanding of the reality of classrooms.


The title of this book, What If Everything You Knew About Education Was Wrong?, says it all really. This book does not claim that everything we know about education is, in fact, incorrect. Rather it is an invitation to reflect on our beliefs about teaching and learning, and to examine in detail whether our assumptions are as well-founded as we would like them to be. You will see that David and I have debated a number of issues, and, in particular, the evidence for the usefulness of what has, in the UK at least, become known as Assessment for Learning. Engaging in this debate has forced me to clarify some of my ideas and modify others, and I have also become clearer about how to communicate them to others. I suspect that David and I still disagree about some of these issues, but being open to the idea that we might be wrong allows us both to continue to develop our thinking about how to harness the power of education to transform lives.


In short, this is my new favourite book on education. I read it from cover to cover before writing this foreword, and I plan to revisit it regularly. If I was still running a PGCE programme it would be required reading for my students, and I can think of no better choice for a book-study for experienced teachers. Anyone seriously interested in education should read this book.




Notes


1 Ellen Condliffe Lagemann, An Elusive Science: The Troubling History of Education Research (Chicago, IL: Chicago University Press, 2000), p. 282.
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The ideas of economists and political philosophers, both when they are right and when they are wrong, are more powerful than is commonly understood. Indeed, the world is ruled by little else. Practical men, who believe themselves to be quite exempt from any intellectual influence, are usually the slaves of some defunct economist.


John Maynard Keynes


If God held enclosed in his right hand all truth, and in his left hand the ever-striving drive for truth, even with the corollary of erring forever and ever, and were to say to me: Choose! – I would humbly fall down at his left hand and say: “Father, give! Pure truth is indeed only for you alone.”


G. E. Lessing


If human nature were not base, but thoroughly honourable, we should in every debate have no other aim than the discovery of truth; we should not in the least care whether the truth proved to be in favour of the opinion which we had begun by expressing, or of the opinion of our adversary. That we should regard as a matter of no moment, or, at any rate, of very secondary consequence; but, as things are, it is the main concern. Our innate vanity, which is particularly sensitive in reference to our intellectual powers, will not suffer us to allow that our first position was wrong and our adversary’s right. The way out of this difficulty would be simply to take the trouble always to form a correct judgment. For this a man would have to think before he spoke. But, with most men, innate vanity is accompanied by loquacity and innate dishonesty. They speak before they think; and even though they may afterwards perceive that they are wrong, and that what they assert is false, they want it to seem the contrary. The interest in truth, which may be presumed to have been their only motive when they stated the proposition alleged to be true, now gives way to the interests of vanity: and so, for the sake of vanity, what is true must seem false, and what is false must seem true.


Arthur Schopenhauer


While people are entitled to their illusions, they are not entitled to a limitless enjoyment of them and they are not entitled to impose them upon others.


Christopher Hitchens


Believe those who are seeking the truth; doubt those who find it.


André Gide


I don’t necessarily agree with everything I say.


Marshall McLuhan
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Introduction







I beseech you, in the bowels of Christ, think it possible you may be mistaken.


Oliver Cromwell





This is a book about teaching, but it is not a manual on how to teach. It is a book about ideas, but not, I hope, ideological. It is a book about thinking and questioning and challenging, but it also attempts some possible answers.


By training and inclination I’m a teacher. The ideas in this book are therefore viewed through the prism of my experience of working in schools, but they should be equally applicable to every other area where people want, or are required, to learn. The intention is to help you to develop the healthy scepticism needed to spot bad ideas masquerading as common sense. In so doing, I hope this will provide a better appreciation both of what ‘learning’ might mean and how we might get better at it.


If you feel a bit cross at the presumption of some oik daring to suggest everything you know about education might be wrong, please take it with a pinch of salt. It’s just a title. Of course, you probably think a great many things that aren’t wrong. The question refers to education in the widest as well as the most narrow senses. Although I’m explicitly critical of certain policies and practices, what I’m really criticising is certainty. My hope is that you will consider the implications of being wrong and consider what you would do differently if your most cherished beliefs about education turned out not to be true.


Naturally, there are countless things that you do, day in, day out, which you take completely for granted and that work just fine. By the same token, there are probably very many other things that might be wrong with education but which fall outside the scope of this book. I’ve chosen to write about those beliefs and certainties that I’ve found most confounding in my career as a teacher. These are often concepts and ideas that we accept so unquestioningly that we’ve stopped thinking about them because we think with them.


To that end, I have identified certain ideas and ways of thinking which you may well find challenging or troublesome. These are the threshold concepts* of the book:




	Seeing shouldn’t always result in believing (Chapter 1).


	We are all victims of cognitive bias (Chapter 2).


	Compromise doesn’t always result in effective solutions (Chapter 4).


	Evidence is not the same as proof (Chapter 5).


	Progress is a gradual, non-linear process (Chapters 6 and 7).


	Learning is invisible (Chapter 8).


	Current performance is not only a poor indication of learning, it actually seems to prevent it (Chapters 8 and 9).


	Forgetting aids learning (Chapter 9).


	Experts and novices learn differently (Chapter 10).


	Making learning more difficult can make it more durable (Chapter 11).





The main thing I think we’re wrong about is the belief that we can see learning. This conviction has probably been around for as long as there have been teachers and students. It is so deeply embedded in the way we see the world that we don’t even think about it: it is a self-evident truth. Almost everything teachers are asked to do is predicated on this simple idea. We teach, children learn. This is the input/output myth. We may have an inkling that things aren’t quite this straightforward, but we act as if they are. Pretty much every lesson taught by every teacher in every school depends on the idea that we can see learning happen.


If we’re wrong about this, what else might we be wrong about? If it’s true that learning is invisible, where does that leave Assessment for Learning, lesson observation and the whole concept of ‘outstanding’ teaching? Up a particularly filthy creek in a paper canoe, that’s where!


Education has become like the woman in the gospels who ‘suffered under many doctors’. Everyone is happy to prescribe their own favourite medicine. And how do they know it works? Because it ‘feels right’. But often what has the greatest impact on pupils’ learning is deeply and bafflingly counter-intuitive. In Part 1 we will dismantle the flaws in our thinking on which the edifice of belief depends. We’ll survey the tangle of assumptions that have grown up around the education debate and hack through the current vogue for research and evidence in our attempt to find some solutions.


You see, there are some things in which we might be able to place our trust. These are not magic beans – they’re the product of rigorous, repeatable scientific research, and they’re free! For over a century, boffins have been investigating how we learn and remember. Nowadays, this gets called cognitive science, but investigations into these areas go back at least as far as Plato. They picked up speed in the 19th century with such thinkers as William James and Hermann Ebbinghaus, and an explosion of research in the latter half of the 20th century started to indicate that what we thought we knew about learning was widely misunderstood and that the facts were deeply surprising. This will be the focus of Part 2.


One man who has had a very particular influence on the field of cognitive psychology, especially in the area of learning, memory and forgetting, but is little known within education circles, is Professor Robert A. Bjork of UCLA. Despite spending much of the past five decades amassing a trove of fascinating insights on remembering, forgetting and learning, his research – and that of other cognitive psychologists – has, until very recently, received little attention in the secret garden of education. Why this is I’m not sure. But one of my hopes in writing this book is that teachers and policy makers are made more aware of this hidden body of knowledge. Because curriculum time is always limited we need to decide which is more important: teaching or learning. Do we want to make sure we teach as much as possible or that students learn as much as possible? Do we want pupils to perform well in a lesson or in the future? Do we want them to learn quickly or do we want that learning to last? You can’t necessarily have both, so in Part 3 we’ll take a look at some of Bjork’s ideas about making learning harder.


Then, in Part 4, we’ll look at how we can rethink some of the classroom practices we take for granted and consider whether we might benefit from doing them differently. Although we could pick on all sorts of sacred calves, the ones we will concentrate on are formative assessment, lesson observation, differentiation, character, praise, motivation and creativity.


You might find this book provocative. It’s meant to be. My hope is that we have enough in common to discuss our beliefs about education without anyone getting too upset. Obviously, there are no guarantees that this will play out as I intend. Misunderstandings will occur; mistakes will be made, and you may need to adjust your views to some degree.†


Of course, I acknowledge that I have no idea of the best way to teach your subject to your students. That is (or should be) your area of expertise. I don’t intend to make sweeping assumptions or assertions about what you should be doing, just speculations on what you could be doing. As far as I’m concerned, teachers can teach standing up, sitting down, hopping on one leg, wearing flip-flops or with a bag over their heads. I’m not interested in how students are seated, what techniques are used in classrooms or what resources are produced. I’m broadly keen on marking books, but I don’t much care whether teachers use green or red pen, pencil, invisible ink or human blood. I’m in favour of having high expectations for every pupil, but it should be up to individuals what this looks like. I’m a fan of hard work and suspicious of fun for fun’s sake, but that’s just me; you should do what you deem best. It really doesn’t matter what you do, as long as it’s effective.


And that’s the problem. An awful lot of what teachers think of as ‘effective’ only seems so because it works for them; the alarming truth is that this doesn’t mean it works for their pupils – judging your impact is a little more complicated than that.


I want to make it very clear here, right at the outset, that I offer no guarantees and no assurances that what I suggest will ‘work’. There is no template you can simply adopt to solve the problems you face. Regrettably, life – and especially education – is rarely that simple. Anyone who makes such an offer is not to be trusted. Your experiences will be different to mine; you will have worked in different contexts, with different students and you may well have different values and aspirations. But whatever our differences, being prepared to subject your beliefs to a fearless examination will, if nothing else, make you a more thoughtful educator. The offer I make is that if you’ve given sufficient thought to what you believe and actively looked for errors in your thinking, all will probably be well. Just as, if you do anything simply because someone told you to, it will probably fail. In the words of Shakespeare’s Hamlet, “There is nothing either good or bad, but thinking makes it so.”


So, if you disagree with any or all of the points I make, that’s fine. Really. I’m not trying to convince you of anything, except that you are sometimes wrong. What you do with that information is entirely up to you. You see, we’re all wrong at times. Naturally no one sets out to be wrong. No one ever at any point in history pursued a course of action firm in the belief that they were wrong to do so. Everything we do, we do in the belief that we are right. But believing that we are right necessarily means that there must be times when others are wrong. I’m going to spend some time explaining all this in Chapters 1 and 2, but for now, just try to entertain the uncomfortable possibility that you may be wrong. Or, if it makes you feel better, blame someone else.


The aim of this book is to help you ‘murder your darlings’. We will question your most deeply held assumptions about teaching and learning, expose them to the fiery eye of reason and see if they can still walk in a straight line after the experience. It seems reasonable to suggest that only if a theory or approach can withstand the fiercest scrutiny should it be encouraged in classrooms. I make no apologies for this; why wouldn’t you be sceptical of what you’re told and what you think you know? As educated professionals, we ought to strive to assemble a more accurate, informed or at least considered understanding of the world around us.


To that end, I will share with you some tools to help you question your assumptions and assist you in picking through what you believe. We will stew findings from the shiny white laboratories of cognitive psychology, stir in a generous dash of classroom research and serve up a side order of experience and observation. Whether you spit it out or lap it up matters not. If you come out the other end having vigorously and violently disagreed with me, you’ll at least have had to think hard about what you believe.


And I’ll be happy with that.




* If you’re desperate to find out what on earth a threshold concept might be, feel free to skip ahead to Chapter 7.


† Ideally this readjustment would be a two-way process with your experiences colouring my perceptions as mine colour yours, but because you’re reading a book it’s hard to participate. Rather than just dismissing me as a fool and a charlatan, if you do feel compelled to set me straight on anything, please do visit my website and offer your criticism and raise your concerns: www.learningspy.co.uk.




















Part 1



Why we’re wrong
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Part 1


Why we’re wrong





Before we get started, have a go at answering the following questions:




1. Have you ever been wrong?


2. Might you ever be wrong?


3. List five things you’ve been told about education which you think might possibly be wrong:
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4. Have you ever acted on any of this information or anything else about which you weren’t positive?


5. If so, why?





Now, check your answers below.


...................................................


If you’ve answered yes to questions 1 and 2, well done. You can skip Part 1 if you like and pass straight through the threshold. If you answered no, I’m going to attempt to persuade you that you might be wrong. Read on.


If you managed to list one or more items in response to question 3, well done. There are undoubtedly more. If you weren’t able to think of anything, stick around.


If you answered yes to question 4, I congratulate you on your ability to face the uncomfortable truth. If you answered no, you’re either a very superior being or just plain wrong.


And if you answered ‘I don’t know’ to question 5, welcome to my world. This is exactly where I found myself before I began the process of thinking about the content of this book. I hope my journey is of some use to you.
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Chapter 1


Don’t trust your gut







Man prefers to believe what he prefers to be true.


Francis Bacon





Nobody wants to be wrong – it feels terrible. In order to protect ourselves from acknowledging our mistakes, we have developed a sophisticated array of techniques that prevent us from having to accept such an awful reality. In this way we maintain our feeling of being right. This isn’t me being smug by the way. Obviously, I’m as susceptible to self-deception as anyone else; as they say, denial ain’t just a river in Egypt.


There are two very good reasons for most of the mistakes we make. Firstly, we don’t make decisions based on what we know. Our decisions are based on what feels right. We’re influenced by the times and places in which we live, the information most readily available and which we’ve heard most recently, peer pressure and social norms, and the carrots and sticks of those in authority. We base our decisions both on our selfish perceptions of current needs and wants and on more benevolent desires to positively affect change. And all of this is distilled by the judgements we make of the current situation. But our values and our sense of what’s right and wrong can lead us into making some very dubious decisions.


Secondly, we’re deplorable at admitting we don’t know. Because of the way we’re judged, it’s far less risky to be wrong than it is to admit ignorance. If we’re confident enough, people assume we must know what we’re talking about. Most of us would prefer a clear answer, even if it turns out to be wrong, than an admission that someone is unsure. Because no one likes a ditherer, certainty has become a proxy for competence. Added to this, very often we don’t know that we don’t know.


Feeling uncertain is uncomfortable, so when we’re asked a hard question we very often substitute that question for an easier one. If we’re asked, “Will this year’s exam classes achieve their target grades?”, how could we know? It’s impossible to answer this question honestly. But no one wants to hear, “I don’t know,” so we switch it for an easier question like, “How do I feel about these students?” This is much easier to answer – we make our prediction without ever realising we’re not actually answering the question we were asked.


Despite it being relatively easy to spot other people making mistakes, it’s devilishly difficult to set them straight. Early in my career as an English teacher, I noticed that children would arrive in secondary school with a clear and set belief that a comma is placed where you take a breath. This is obviously untrue: what if you suffered with asthma? So how has this become an accepted fact? Well, mainly because many teachers believe it to be true. This piece of homespun wisdom has been passed down from teacher to student as sure and certain knowledge, probably for centuries. If you do enough digging, it turns out punctuation marks were originally notation for actors on how to read scripts. It’s still fairly useful advice that you might take a breath where you see a comma, but it’s a staggeringly unhelpful rule on how to use them.*


I’ve spent many years howling this tiny nugget of truth at the moon, but it remains utterly predictable that every year children arrive at secondary school with no idea how to use commas. Teaching correct comma use depends on a good deal of basic grammatical knowledge. It’s a lot easier to teach a proxy which is sort of true. Although the ‘take a breath’ rule allows students to mimic how writing should work, it prevents a proper understanding of the process. And so the misunderstanding remains. As is often observed, a lie can travel halfway around the world before the truth has had time to find its boots, let alone tug them on.


This kind of ‘wrongness’ is easy to see. It’s much more difficult when what we believe validates who we are. Many of our beliefs define us; a challenge to our beliefs is a challenge to our sense of self. No surprise then that we resist such challenges. Here are some things which defined me and which I used to believe were certain:




	Good lessons involve children learning in groups with minimal intervention from the teacher.


	Teachers should minimise the time they spend talking in class and particularly avoid whole class teaching.


	Children should be active; passivity is a sure sign they’re not learning.


	Children should make rapid and sustained progress every lesson.


	Lessons should be fun, relevant to children’s experiences and differentiated so that no one is forced to struggle with a difficult concept.


	Children are naturally good and any misbehaviour on their part must be my fault.


	Teaching children facts is a fascistic attempt to impose middle class values and beliefs.





These are all things I was either explicitly taught as part of my training to be a teacher or that I picked up tacitly as being self-evidently true. Maybe you believe some or all of these things to be true too. It’s not so much that I think these statements are definitively wrong, more that the processes by which I came to believe them were deeply flawed. In education (as in many other areas I’m sure), it would appear to be standard practice to present ideological positions as facts. Like many teachers, I had no idea how deeply certain ideas are contested as I was only offered one side of the debate.


I’ll unpick how and why I now think these ideas are wrong in Chapter 3, but before that I need to soften you up a bit. If the rest of the book is going to work, I need you to accept the possibility that you might sometimes be wrong, even if we quibble about the specifics of exactly what you might be wrong about. You see, we’re all wrong, all the time, about almost everything. Look around: everyone you’ve ever met is regularly wrong. To err is human.


In our culture, everyone is a critic. We delight in other people’s errors, yet are reluctant to acknowledge our own. Perhaps your friends or family members have benefitted from you pointing out their mistakes? Funny how they fail to appreciate your efforts, isn’t it? No matter how obvious it is to you that they’re absolutely and spectacularly wrong, they just don’t seem able to see it. And that’s true of us all. We can almost never see when we ourselves are wrong. Wittgenstein got it dead right when he pointed out: “If there were a verb meaning ‘to believe falsely’, it would not have any significant first person, present indicative.”1 That is to say, saying “I believe falsely” is a logical impossibility – if we believe it, how could we think of it as false? Once we know a thing to be false we no longer believe it.† This makes it hard to recognise when we are lying to ourselves or even acknowledge we’re wrong after the fact. Even when confronted with irrefutable evidence, we can still doubt what is staring us in the face and find ways of keeping our beliefs intact.


Part of the problem is perceptual. We’re prone to blind spots; there are things we, quite literally, cannot see. We all have a physiological blind spot: due to the way the optic nerve connects to our eyes, there are no rods or cones to detect light where it joins the back of the eye, which means there is an area of our vision – about six degrees of visual angle – that is not perceived. You might think we would notice a great patch of nothingness in our field of vision but we don’t. We infer what’s in the blind spot based on surrounding detail and information from our other eye, and our brain fills in the blank. So, whatever the scene, whether a static landscape or rush hour traffic, our brain copies details from the surrounding images and pastes in what it thinks should be there. For the most part our brains get it right, but occasionally they paste in a bit of empty motorway when what’s actually there is a motorbike.


Maybe you’re unconvinced? Fortunately there’s a very simple blind spot test:
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Figure 1.1. The blind spot test








Close your right eye and focus your left eye on the cross. Hold the page about 25 cm in front of you and gradually bring it closer. At some point the left-hand spot will disappear. If you do this with your right eye focused on the cross, at some point the right-hand spot will disappear.


So, how can we trust when our perception is accurate and when it’s not? Worryingly, we can’t. But the problem goes further. French philosopher Henri Bergson observed, “The eye sees only what the mind is prepared to comprehend.” Quite literally, what we are able to perceive is restricted to what our brain thinks is there.


Further, Belgian psychologist Albert Michotte demonstrated that we ‘see’ causality where it doesn’t exist. We know from our experience of the world that if we kick a ball, the ball will move. Our foot making contact is the cause. We then extrapolate from this to infer causal connections where there are none. Michotte designed a series of illustrations to demonstrate this phenomenon. If one object speeds across a screen, appears to make contact with a second object and that object then moves, it looks like the first object’s momentum is the cause of the second object’s movement. But it’s just an illusion – the ‘illusion of causality’. He showed that with a delay of a second, we no longer see this cause and effect. If a large circle moves quickly across the screen preceded by a small circle, it looks like the large circle is chasing the small circle.‡ We attribute causality depending on speed, timing, direction and many other factors. All we physically see is movement, but there’s more to perception than meets the eye. Consider how we infer causes to complex events: if we see a teacher teach two lessons we consider inadequate, we infer that they’re an inadequate teacher.


This leads us to naive realism – the belief that our senses provide us with an objective and reliable awareness of the world. We tend to believe that we see objects as they really are, when in fact what we see is just our own internal representation of the world. And why wouldn’t we? If an interactive whiteboard falls on our head, it’ll hurt! But while we may agree that the world is made of matter, which can be perceived, matter exists independently of our observations: the whiteboard will still be smashed on the floor even if no one was there to see it fall. Mostly this doesn’t signify; what we see tends to be similar enough to what others see as to make no difference. But sometimes the perceptual differences are such that we do not agree on the meaning and therefore on the action to be taken.


The existence of optical illusions proves not only that our senses can be mistaken, but more importantly they also demonstrate how the unconscious processes we use to construct an internal reality from raw sense data can go awry.
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Figure 1.2. Checker shadow illusion


Source: http://web.mit.edu/persci/people/adelson/checkershadow_illusion.html.








In Edward H. Adelson’s checker shadow illusion (Figure 1.2), the squares labelled A and B are the exact same shades of grey. No really. The shadow cast by the cylinder makes B as dark as A, but because the squares surrounding B are also darker you may not believe it.





Here’s a second version of the illusion:
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Figure 1.3. Checker shadow illusion version 2


Source: http://persci.mit.edu/gallery/checkershadow/proof.








We know A is a dark square and B is a light square. Seeing the squares as the same shade is rejected by our brain as unhelpful. We are unable to see what is right there in front of us. This neatly proves that there cannot be a simple, direct correspondence between what we perceive as being out there and what’s actually out there. Our brains edit our perceptions so that we literally see something that isn’t there. When I first saw this I couldn’t accept that the evidence of my eyes could be so wrong. I had to print out a copy, cut out the squares and position them side by side in order to see the truth. Illusions like this are “a gateway drug to humility”.2 They teach us what it is like to confront the fact we’re wrong in a relatively non-threatening way.


Here’s another example. Log on to the internet and watch this video before reading further: http://goo.gl/ZXEGQ7.§


The research of Daniel Simons and Christopher Chabris into ‘inattention blindness’ reveals a similar capacity for wrongness.3 Their experiment, the Invisible Gorilla, has become famous – if you’ve not seen it before, it can be startling: between 40–50 per cent of people fail to see the gorilla. And if you have seen it before, did you notice one of the black T-shirted players leave the stage? You did? Did you also see the curtain change from red to gold? Vanishingly few people see all these things. And practically no one sees all these changes and still manages to count the passes! Intuitively, we don’t believe that almost half the people who first see that clip would fail to see someone in a gorilla suit walk on stage and beat his chest for a full nine seconds. But we are wrong.


So is it never OK to believe the evidence of our own eyes? Of course there are times when we absolutely should accept the evidence of our own eyes over what we’re told. If you had read some research which stated that children are safe in nurseries and were then to visit a nursery and see a child being slapped, it would be ludicrous to deny the evidence of what you’d seen over the research that refuted it. But we would be foolish indeed to draw any conclusion about all nurseries, or all children, based merely on the evidence of our own eyes. For the most part ‘anecdotal evidence’ is an oxymoron. We’re always guessing and predicting several steps beyond the available evidence.


Cognitive illusions can be as profound as perceptual illusions


Should we place our trust in research, or can we rely on our own experiences? Of course first-hand observations can sometimes be trusted. Often, if it walks like a duck and sounds like a duck, we should accept that it’s a duck. But it’s possible to be so eager to accept we’re right and others are wrong that we start seeing ducks where they don’t exist. It’s essential for anyone interested in what might be true, rather than what they might prefer to be true, to take the view that the more complicated the situation, the more likely we are to have missed something.


Sometimes when it looks like a duck it’s actually a rabbit.
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Figure 1.4. Jastrow’s duck/rabbit illusion








The philosopher Ludwig Wittgenstein records his confusion with the seeming impossibility that the same image could contain multiple contrary meanings and asked: “But how is it possible to see an object according to an interpretation? – The question represents it as a queer fact, as if something were being forced into a form it did not really fit. But no squeezing, no forcing took place here.”4


We cannot hold both perceptions in mind simultaneously. Once we become aware that both forms can be inferred from the lines on the paper we can see either duck or rabbit at will, but we can’t see them both at the same time. Our mind flips from one perception to the other, but the possibility of seeing both duck and rabbit remains constant. When we persuade ourselves and others that what we see is what must be there, could we be missing what else might be there?


Possibly though ‘truth’ is relative. How could we ever hope to divine objective truth when all we have at our disposal are perception, logic and faith? Some things we decide are true based on the evidence of our senses. This might work for small, quotidian truths, but I’m not sure it works for anything much beyond this. And as we’ve seen, we cannot trust the evidence of our own eyes.


Logic enables us to make inferences based on what we already know. For example, dogs can’t fly. I don’t have to see every dog to know a particular dog will be flightless. While this may be true, it is also limited to our actual experience. Logic is a notoriously poor predictor of exceptions – the black swans that force us to change our beliefs. The existence of black swans¶ teaches us that our logic must be ‘falsifiable’|| – that is to say, we must be able to conceive of a theory as being incorrect. If we cannot, then it is an unhelpful way of seeing the world; nothing could reasonably convince us we might be wrong. For a theory to be logically coherent, we must be able to agree the circumstances in which it would be wrong.


And finally faith. Although we can obtain documentary evidence, we take our birthdate on faith; we’ve no actual way of knowing for sure that what we’re told is correct. Whenever we accept the authority of others we act on faith. For example, we take the fact that the Battle of Hastings took place in 1066 on faith. But perhaps that’s no surprise; the psychologist Daniel Gilbert suggests we are predisposed to take pretty much anything, even obviously nonsensical or ludicrous things, on faith. He submits that in order to try to understand a statement we must first believe it. Only when we have worked out what it would mean for the statement to be true can we choose not to believe it.5 So although certain beliefs are contested, I’m willing to accept, for instance, that the Holocaust occurred, that Neil Armstrong walked on the moon and that Elvis didn’t. Others may not be so eager to accept these articles of faith, but in order not to do so they must first believe them.


The point of this apparent digression is that there are all too many ‘truths’ about education that I’ve been prepared to take on faith, which, as we will see, have turned out to be plain wrong. Truth as such is more slippery than all that. Can contradictory truths coexist? Or can truth sometimes be subjective? Can a thing just be true for me? Sadly, a belief in subjective truth is incoherent. Subjectivism states that no claims about reality can be objectively true or false, but this itself is an objective claim about reality. That doesn’t prove it’s false, just that it’s incoherent. No rational person can truly believe in a subjective reality. But why then is it such a popular misconception? Well, some things (like taste) really are subjective. More importantly, subjectivism appeals to us because it seems like the only alternative that captures the idea that our perspective matters. We may each look at the same situation and come to different conclusions, and we might all be right. Clearly it’s possible to have different viewpoints, so it seems truth can be conditional or provisional within an objective framework. But this is confusing and clashes with the equally powerful belief that there must be some things which are always true.


The fusion of these beliefs is enactivism: there really is an objective reality out there, but we cannot perceive it directly. Instead we share in the generation of meaning; we don’t just exchange information and ideas, we change the world by our participation in it. We take the evidence of our senses and construct our own individual models of the world. But because we start with the same objective reality, our individual constructed realities have lots of points of contact. Although we all perceive education differently, usually we’re all talking about more or less the same thing.


Objective reality is just stuff that happens. Meaning and purpose only exist as we construct reality. Because we’re constantly interacting with each other, individual realities are permeable. When others interact with us we often have to adjust our view of reality. In this way we cooperate in the creation of a shared, constructed reality. We can encounter the same manifestations of reality but have a profoundly different experience of it. The psychologist Daniel Kahneman calls this effect What You See Is All There Is6 – if we’re not aware of a thing it fails to exist. For example, when we plan a lesson it exists only in our own imagination; as soon as we get in front of the class and teach the lesson every pupil will interpret it differently in order to make it real for them. Their experience is all there is, and they will only remember that experience. Our hope is that we have enough in common for students to think about and remember the ideas we want them to learn about.


As well as faulty perceptual systems, we are also at the mercy of faulty thinking, far more than most of us would believe possible. A good deal of what we believe to be right is based on emotional feedback. We are predisposed to fall for a comforting lie rather than wrestle with an inconvenient truth. And we tend to be comforted by what’s familiar rather than what makes logical sense. We go with what ‘feels right’ and allow our preferences to inform our beliefs. If we’re asked to explain these beliefs, we post-rationalise them; we layer on a sensible logical structure and bury the emotional roots because we instinctively know that it’s not OK to say, “Because it just feels right.”**


Most of the time this doesn’t matter. When we’re dealing with stuff that fits with our world view, or just seems sensible, we’re pretty accommodating; we accept working assumptions without questioning them. But when a cognitive clash occurs, when our beliefs are challenged, then rationality is trumped by self-perception and vested interest.


In the 1950s, psychologist Leon Festinger proposed the theory of cognitive dissonance which suggests that we are programmed to hold our attitudes and beliefs in harmony, or as Festinger put it, cognitive consistency.7 Attempting to hold two contradictory thoughts or beliefs (cognitions) in our heads at the same time results in us experiencing a deeply uncomfortable sense of dissonance. This leads us to take one of the following actions:




	Change our beliefs to fit the new evidence.


	Seek out new evidence which confirms the belief we’d prefer to hold.


	Reduce the importance of disconfirming evidence.





So, for instance, if we’re told that good teachers mark frequently, and we believe ourselves to be a good teacher and yet we can never seem to make headway into that teetering pile of books, we will experience cognitive dissonance. This feeling is so unpleasant that we will justify our beliefs in such a way that we can make these apparently opposing ideas fit neatly into our world view and self-image. We either excuse ourselves: I’m ridiculously overworked; it’s almost the holidays, I’ll do it then; they did this work so long ago it’s not worth marking it now. Or we dismiss the idea that marking is important: I’d be better off spending my time planning; the only reason I’m asked to mark is for accountability purposes, it has no real impact on my pupils; I’d rather give them verbal feedback, that’s a much more effective way to let them know how to make progress. In this way our mental harmony is restored.


Cognitive dissonance has a dramatic impact on how we react when confronted with folk who disagree with our most fervently held beliefs. We tend to assume they must be ignorant, stupid or evil. When we’re critical of anything that someone else holds dear, the standard response is for our opponent to point out that we clearly don’t understand their position. When we present the incontestable evidence that we do understand, opponents often treat us as if we’re a bit silly: only an idiot could believe anything so ludicrous and patently untrue. When they finally accept that our counter-arguments are sufficiently cogent that we prove ourselves to possess at least a modicum of intelligence, there are only two remaining propositions: either we are evil or they are wrong. Of these, it is far easier, and massively less damaging to the sense of self, to assume that we must be unscrupulous villains seeking to poison children’s life chances. But after enough time and enough repetition, any old dogma can be accepted as true. The philosopher Arthur Schopenhauer may have observed, “All truth passes through three stages. First, it is ridiculed. Second, it is violently opposed. Third, it is accepted as being self-evident.”††


The passage from ridicule to acceptance is, in large part, due to cognitive ease. Our brains are well-practised at protecting us from the uncomfortable sensation of being wrong. Unfamiliar ideas make us wary and suspicious, but when an idea becomes familiar it induces a sense of recognition and ease: it’s not a threat. As well as repeating ourselves, we can make ideas more believable by writing them more legibly.


Writing a statement like this makes it more believable. Honest!


Using high quality paper, printing in bright red or blue, straightforward vocabulary, rhyming and quoting sources with easy to pronounce names also produce a sense of cognitive ease and are therefore less threatening.8


It’s hard to accept that we’re so easily taken in; it’s deeply shocking that our beliefs are based on emotional responses of which we’re largely unaware, even though the advertising industry has been taking advantage of these findings for decades. Frustratingly, it’s not usually so simple to spot where we go wrong as it is when looking at pictures of checkerboards or watching gorillas playing basketball. This is illustrated by the following anecdote which comes from a secondary science teacher who we will call Mr Garvery.‡‡


Most teachers are concerned about the gender gap, specifically boys’ underachievement. Science teacher, Mr Garvery and his colleagues were presented with data showing a difference in the mean scores for average GCSE points – with girls achieving a higher mean than boys. The obvious conclusion drawn was that this difference mattered and something needed to be done. Urgently. No ‘proper’ statistics were used to quantify the significance of this difference.§§ So Mr Garvery went back to the raw data and performed a factor analysis of the impact of the following variables:




	Gender


	Free school meals (FSM)


	Originating primary school


	Key Stage 2 English/maths/science results


	Key Stage 3 English/maths/science results


	Reading age


	Pupil attendance


	Teacher attendance


	Special educational needs (SEN)


	English as a foreign language (EAL)





All had an impact ‘on average’,¶¶ but the most significant factors were:




	Teacher attendance


	Pupils’ attendance


	Key Stage 2 English results





Of those factors measured, gender and free school meals were the least significant.


So armed, Mr Garvery returned to his head teacher and explained that he wouldn’t be putting into place a scheme to address gender differentials in science as other factors were more important. The head’s response was to explain that this was not a request and the instruction came from the director of education at the local authority. Resigned, Mr Garvery returned to his desk, wrote up his findings and sent them to the director of education who, perhaps unsurprisingly, declined to reply.


Time moved on and the whole school gender ‘issue’ gathered momentum, this time supported by ‘evidence’ from a professor no less. Perturbed, Mr Garvery contacted the professor to express his concerns. The professor agreed his data had been taken out of context and that he had never prescribed anything so draconian. Sensibly, he suggested that teachers should act only if the evidence in their school showed that an intervention was necessary. Sadly, this had been lost in translation and schools were mandated to ‘have a gender differential policy’.


Why has the story of boys’ underachievement become such a widely accepted and compelling narrative? The problem is that we see graphs with girls’ performance clearly ahead of boys’, so the cause must be due to gender.


We are natural pattern seekers, but when noticing a pattern we need to be extremely wary of attributing a causal relationship. Correlation by itself does not imply causation. There are many amusing examples of this, but Figure 1.5 is one of my favourites:
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Figure 1.5. Piracy and global warming








As the number of pirates active on the high seas has decreased, so average global temperatures have increased. Clearly, if we want to reduce global warming we need to increase piracy. Except that this example is obviously ridiculous: we feel certain there is unlikely to be any kind of causal link between piracy and global temperatures. But when such correlations seem likely to be linked it’s much harder to avoid being trapped into believing that one set of variables causes the other. This is what Michael Shermer calls “patternicity”: the tendency to find meaningful patterns in random noise.9 The way information is presented makes it appear that gender is the biggest factor underlying students’ achievement, but the data makes it clear that attendance and prior achievement correlate much more closely.


Our inability to think statistically causes us to routinely misinterpret what data tells us. In a survey of school results in Pennsylvania, many of the top performing schools were very small. Intuitively this makes sense – in a small school teachers will better know their pupils and will be able to give much more tailored support. This finding encouraged the Bill and Melinda Gates Foundation to make a US$1.7 billion investment in founding a string of small schools. Sadly the project was a failure. The finding that smaller schools do better was a confound; the worst schools in the Pennsylvania survey were also small schools. Statistically small schools are not better. In fact, larger schools tend to produce better results due to the diversity of curriculum options they can offer.10 Our desire to find patterns and explanations trips us up. We ignore the statistical fact that small populations tend to yield more extreme results than larger populations, and we focus instead on causes and narratives.


This ‘pattern’ of boys’ underachievement is compelling because of the way we think about gender: girls are quiet, hard-working and sensible; boys are immature, unruly and easily bored. But as any teacher and every parent could tell you, these are stereotypes – a shorthand that saves us from having to think about reality. But, as ever, reality is a little bit more complicated than that. Recent research into achievement and gender differences has found that school behaviour is much more likely to be a decisive factor for achievement than gender. Hard-working pupils achieve good grades while badly behaved pupils perform more poorly and get worse grades. The distribution of boisterous pupils among the two genders is much the same – about 40 per cent are girls.11


At the start of the following academic year, Mr Garvery’s science department had conclusive evidence that gender difference was among the least important factors impacting their pupils’ performance. Nevertheless, they were compelled to discuss how to implement a solution to this nonexistent problem. Meanwhile, Mr Garvery continued his data exploration and surveyed all Key Stage 4 pupils for gender, as well as whether they lived in houses with an odd or even house number, whether they owned a games console and whether they were left-handed or right-handed.


As anticipated, when considered as averages, all four factors had an impact on the outcomes of Key Stage 4 results. In order of significance they were:




	Odd/even house number


	Games console ownership


	Left-handed or right-handed


	Gender





So, living in an odd numbered house had greater impact on GCSE results than a pupil’s gender! He wrote up these new findings and presented them to the school’s leadership team. It was treated as a ‘bit of fun’. One leadership team member looked a bit worried and asked, “You’re not seriously expecting us to buy all our students a PlayStation are you?”


Inspection was looming and the school needed to demonstrate effective monitoring of data. Mr Garvery was told to ‘wind his neck in’ and ‘play ball’. So, in order to show that the school was ‘research based’ and was ‘putting in place appropriate interventions’, he conceived the following experiment.


The Year 7 cohort was made up of mixed ability group classes. All classes were taught the same curriculum topics at the same time and following the same schemes of work. In addition, the same teachers taught classes 1 and 3 and classes 2 and 4. So that teaching could be kept as consistent as possible, classes 1 and 3 were selected for the ‘intervention’ and classes 2 and 4 were selected to be ‘controls’ with no intervention.


The intervention consisted of informing the classes that they were ‘part of an experiment to try out new teaching ideas’ and that ‘they would be monitored closely’. A letter was sent to parents informing them that their child’s class had been selected to trial a new science scheme of work and that teachers would be updating parents at the end of the study. That was it. Nothing else changed between the classes. The only intervention was telling pupils that there was an intervention.


You will, of course, be aware of the placebo effect – the phenomenon that a placebo triggers a psychological response, which in turn impacts on a patient’s health.||| Sometimes a patient’s symptoms may improve, but equally they may suffer what appear to be side effects from the treatment. Research on the placebo effect has focused on the relationship between mind and body. One of the most common theories is that it may be due to our expectations: if we expect a pill to do something, then it’s possible that our body’s chemistry can trigger effects similar to those the medication might have caused. It seems reasonable to suggest that a pupil’s belief about their learning might be influenced in a similar way.


Less well-known is the Hawthorne effect. This is the name given to the tendency to work harder and perform better when we know that we’re taking part in an experiment. It seems we change our behaviour due to the attention we receive from researchers rather than because of any manipulation of independent variables.


Henry A. Landsberger first described the effect in the 1950s in his analysis of experiments conducted during the 1920s and 1930s at the Hawthorne Works electric company to determine if there was a relationship between productivity and work environment. The focus of the studies was to determine if the amount of light workers received had an effect on their productivity. Productivity seemed to increase due to the changes, but then decreased when the experiment was over. Researchers suggested that productivity increased due to attention from the research team and not because of changes to the experimental variables. Landsberger defined the Hawthorne effect as a short-term improvement in performance caused by observing workers.


We should also be aware of the Pygmalion effect. According to ancient Greek legend, Pygmalion invested so much love and care in sculpting a statue of the most beautiful and inspiring woman he could imagine that he fell in love with it. Too scared to admit he’d fallen for a statue, he prayed to the goddess Aphrodite for a bride who would be a living likeness of his impossibly beautiful sculpture. His wish was granted and the statue was transformed into a flesh and blood woman.


Pygmalion’s impossibly high expectations for the woman of his desires resulted in him getting what he wanted. Likewise, teachers’ expectations are often a self-fulfilling prophecy. Our beliefs about pupils have a tremendous impact on their progress and attainment. The self-defeating corollary of the Pygmalion effect is the Golem effect – that negative beliefs lead to a decrease in performance. In 1968, Rosenthal and Jacobson ran a landmark experiment which demonstrated that if teachers were led to expect enhanced performance from children, then their performance was indeed enhanced.12 Pupils were given a disguised IQ test at the beginning of the study. Teachers were told that some of their students (about 20 per cent of the school chosen at random) would likely be ‘spurters’ that year, doing better than expected in comparison to their classmates. At the end of the study, all pupils were retested and showed statistically significant gains favouring the experimental group. This led to the conclusion that teacher expectations influence pupil achievement.


To return to Mr Garvery, all the Year 7 pupils were assessed before and after the intervention. Pupils in the classes who received the pseudo intervention achieved on average 2 sub-levels of progress*** whereas the control classes only achieved 1.5 sub-levels.††† Importantly, this intervention was more significant than the gender split teachers were expected to ‘do something about’.


Any measure where pupils are split into two groups will always produce a difference between the two groups when you look at the average of the data set. Only by analysing variance between groups and significance is it possible to determine whether it’s worth acting on any differences. Even obviously meaningless splits such as left/right-handed, odd/even houses or fake strategies will show a difference on average.


Telling pupils they were part of an experiment – that they were special and were receiving some extra attention – produced an impact. So, armed with this wealth of data and interesting evidence, Mr Garvery and his colleagues began the next school year full of vim and vinegar.


But did it make a difference to school priorities? No. The school continued to mount expensive, time consuming interventions that focused on gender, free school meals and pupils’ levels of literacy and numeracy.


It’s a sad reflection on schools and their relationship with data that this exercise could probably be repeated pretty much anywhere and would likely get similar results. But why? Showing someone – particularly someone as educated and high powered as an education director or a head teacher – compelling evidence that they might be wrong should make some sort of difference, but they might have been cowed by a more powerful body even less susceptible to statistical logic. Whatever the case, our minds are staggeringly skilled at maintaining our existing world view.


We depend on our intuition and routinely disregard uncomfortable evidence. Relying on intuition will lead us into unconsciously using heuristics and falling into a range of cognitive traps and biases. In order to escape some of the grossest errors of judgement, we must mistrust the illusion of certainty and seek to avoid entirely predictable cognitive biases.‡‡‡ These biases are the subject of the next chapter.
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* In case you’re interested, the only times you use commas are to separate items or adjectives in a list, before (never after) a coordinating conjunction, after a subordinate clause (if it begins a sentence), to separate direct speech from other elements of a sentence or to separate elements in a sentence that express contrast. All other uses, such as parenthetical commas and the serial comma, are mere variants of these instances.


† This is the liar paradox. The statement negates itself and means nothing. Ironically, the problem of self-reference undermined much of Wittgenstein’s thinking (and a good deal of the rest of 20th century philosophy).


‡ Describing these illustrations is frustratingly inadequate – you’d do much better to watch the online animation of Michotte’s ideas here: http://cogweb.ucla.edu/Discourse/Narrative/michotte-demo.swf.


§ For those who can’t be bothered to watch the clip, it shows two teams of basketball players, one team in white, the other in black. You are asked to focus on the white shirted players and count the number of completed passes they make but to ignore the players in black. Midway through the film, a man in a gorilla costume takes the stage, beats his chest and walks off.


¶ Before Europeans discovered Australia it was believed that all swans were white because every swan that had been encountered up to that point was, undeniably, white. Such anomalies may well be highly improbable, but their possibility is an important reminder of the limits of logic based on observation. I can recommend Nassim Taleb’s The Black Swan for a lively and lengthy development of this point.


|| The concept of falsifiability is one of Karl Popper’s most important contributions to the philosophy of science.


** The realm of the emotions is known by psychologists as the affective domain; the part of the brain that deals with thinking is called the cognitive domain. When errors are based on feelings they are affective biases, whereas mistakes that stem from faulty thinking are cognitive biases. For convenience, I use the term cognitive bias to refer to both.


†† It may be that Schopenhauer didn’t exactly, or even actually, say this. But someone did. And it sounds good. You can read about the attribution dispute here: http://en.wikiquote.org/wiki/Arthur_Schopenhauer#Disputed.


‡‡ This is a true story – the names have been changed to protect the innocent.


§§ Significance actually means something quite different to statisticians than it does to us ordinary folk. Surprisingly, it doesn’t mean ‘important’, rather it refers to the likelihood that an occurrence is not due to chance. So, if you take a random sample of a population and find its mean, you would expect it to be slightly different to the mean of another sample of the same population, but it would be broadly similar. If the variance is greater than might be accounted for by simply chance, this is ‘significant’. Significance tests suggest that where two means are very different, they may be from different populations and any variance is unlikely to be simply a matter of chance.


¶¶ Likewise, this is the mathematical definition of average: an average is a measure of central tendency of a range of variables. The mean (the technical term for average) is calculated by adding all the individual values together and dividing the total by the number of values. The assumption is that it’s possible to best represent a range of values with a single number. That average has an ‘everyday’ meaning as well as a mathematical meaning leads to some hilarious blunders, such as when the then secretary of state for education, Michael Gove, announced that he wanted all schools to be ‘above average’.


||| In medicine, a placebo is any treatment which appears to be a real medical treatment but isn’t. Placebos are usually an inert substance which contain no active ingredients that might affect a patient’s health.


*** Sub-levels are the incremental differences between national curriculum levels. Generally they are denoted as a, b and c. So, for instance, a low level 4 is a 4c, a middling level 4 is a 4b and a high level 4 is a 4a. They are entirely made up and a perversion of how national curriculum levels were intended to be applied.


††† This was significant to p = 0.005. The p-value is a function of the observed sample results used for testing a statistical hypothesis. Before performing a test, a threshold value is chosen – the significance level – traditionally 5 per cent or 1 per cent. A p-value of 0.005 tells us there is only a 0.5 per cent chance of the result occurring due to chance and is therefore statistically significant.


‡‡‡ In his book Influence: The Psychology of Persuasion, Robert Cialdini suggests that sometimes the only way out of a cognitive trap is to consult our ‘heart of hearts’. He says the only reliable way of doing this is to notice the flash of cognitive dissonance we feel before it’s rationalised away. This ‘consultation’ is intuitive and takes place in the blink of an eye.
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Chapter 2


Traps and biases







Life is not governed by will or intention. Life is a question of nerves, and fibres, and slowly built-up cells in which thought hides itself, and passion has its dreams.


Oscar Wilde, The Picture of Dorian Grey





A study of cognitive bias, the ways we routinely fool ourselves, would be useful to almost anyone but especially so for those entrusted with educating the next generation. These biases often stem from mental short cuts or rules of thumb that allow us to form judgements and make decisions when we are uncertain. These heuristics* can be useful. Without them we would very likely fall into inertia, but relying on heuristics leads us to make very predictable mistakes. Here follows an all too brief digest of some of our most common biases filtered through the prism of teaching and education.


Fundamental attribution error


You know that lad in Year 9 who gives you constant grief? He’s a manipulative little git and he hates you. And that lovely, hard-working girl in Year 11? She’s such a warm, kind hearted soul – what a privilege it is to teach her.


As we trudge from day to weary day, we are each the hero of our own story; others we meet are merely bit players. But no matter the size of their part, we see everyone as a fragment of our unfolding narrative. As such, we tend to mistakenly assume that other people’s behaviour is attributable to their character. And so it may be, but more often than not behaviour has as much to do with circumstance as it does with character. How often have we said of a difficult pupil that he or she is perfectly pleasant when we interact with them in a different environment? What’s more likely – that their character has changed, or that their behaviour is dependent on the context in which we encounter them? Although we know the behaviour of others is a tug of war between their character and their circumstances, we are seduced by the power of narrative as we struggle to make sense of the world.


Remember Michotte’s ‘illusion of causality’ we discussed on page 15? We appear to be predisposed to attribute causes and make up personality traits where none exist. Back in 1992, psychologists investigated attitudes towards Soviet citizens defecting to the United States and vice versa. Most people believed defection to the United States would be explained by the hardships Soviet citizens experienced, but if Americans defected to the USSR, this must be due to fundamental disloyalty and a fault in their character. It was easier to blame such defections on shortcomings in American citizens’ personalities and on endemic problems with the Soviet system.1


In another experiment, researchers asked male subjects to be interviewed by a female actress. They were then shown either positive or negative reports she had written about their meeting. When the researchers told the indignant subjects that the actress had been forced to write the negative reports as part of the experiment, they nodded sagely and agreed this was a reasonable explanation. But when told positive reports were similarly invented, they continued to believe the actress had liked them despite the evidence to the contrary.2


In our attempts to make sense of the world we seek causal relationships. As Mr Garvery found, people want to understand why things happen: is it because of who we are, something we did or believed, our character? Or was it pure chance, a random combination of events: ‘such things happen’? Our need for understanding extends to how we interpret other people’s behaviour, and this is especially true in the classroom. We see children behaving in various ways, and in trying to attribute cause, bias creeps into our ‘explanation’.


These ways of ascribing causality are examples of the fundamental attribution error. That is, when making sense of other people, we put greater emphasis on what we assume are their character traits and under-value contextual factors. We see a student obviously bored and switched off, and assume that they are a ‘low achiever’, rather than noticing the room has become rather stuffy after lunch. But we don’t make that assumption about ourselves; we have excellent explanations of our drowsiness.


We instinctively take the credit when things go well – it seems obvious that our success is due to our talents and efforts. But when something goes badly, we’re inclined to look for external causes and explanations. Conversely, we can be guilty of assuming that when things go well it’s just down to luck, but when we do poorly we wallow in self-recrimination and reproach. Each approach is guilty of the fundamental attribution error. When it comes to interpreting other people’s behaviour, we invariably make the mistake of overestimating the importance of fundamental character traits and underestimating the importance of the situation and context. We will always reach for a ‘dispositional’ explanation for events, as opposed to a contextual explanation.


Schools do this every year when exam results come in. Should we congratulate ourselves on increases, or are these due to natural variation or wide scale dumbing down? When results are poorer than expected, should we wring our hands and search for what went wrong, or should we blame the year group, the exam board or the government of the day?


We view the world from within our own internalised context where it appears that we determine everything we do. In situations where we have no control over events, we attribute causes to an outside agent. These agents fill in the gaps in our knowledge, allowing us to ‘understand’ a complex and sometimes incomprehensible world.


As teachers, finding ourselves in a situation where we utilise a certain teaching approach, and find it doesn’t work, we have a tendency to blame our pupils: they didn’t listen, they didn’t try hard enough, they are too dumb to learn. It’s their fault – their personal choices, behaviours, disposition and actions.


School leaders might be guilty of making similarly flawed judgements of teachers. We like to believe we’re objective and reasonable in the way that we treat others, but it’s incredibly difficult to evaluate teachers’ performance in a way that is both valid and reliable. It’s so much easier to go with our gut and assume we ‘just know’ who is ‘good’ and who ‘requires improvement’.


Labelling teachers as effective or ineffective is another way to make the fundamental attribution error. Stereotyping is a seductively simple short cut to explaining the world. We don’t have to think further – events are caused by character traits. But the way we act is at least as dependent on the circumstances we’re in as the people we are. Is a teacher effective because they feel supported, or are they hard-working and talented? Might a teacher be ineffective because they feel under threat, or are they feckless and unprofessional? It’s relatively easy to do well when everyone around you is supportive and believes in you. Success breeds success, and it becomes easier to think of some teachers as ‘outstanding’ than to honestly scrutinise their performance. Likewise, reputations can be easily crushed. If a member of staff is perceived as underperforming, how do we react? Do we give them our trust and support, or do we put them on capability?


Likewise with pupils: is Sean doing badly in maths because he’s stupid or because his mother has lung cancer? Might Clara be excelling in English because of her prodigious natural gifts or because she sits next to Jonathan who is doing even better? To really know, we need to apply statistical reasoning rather than inferring inappropriate causal thinking. Rather than trying to make the data fit with a view of the world, Mr Garvery derived his conclusions from the data. He observed the strongest correlations and came up with a theory that fitted the facts.†


Thinking about where people are in a process, rather than who they are, might help us to avoid making this kind of error in our thinking. Mr Garvery’s story might have unfolded quite differently if his colleagues had been able to think in terms of context and statistics rather than personalisations and narratives.





The confirmation bias


Probably the most well-known and widely documented of our cognitive oddities is the confirmation bias: the tendency to seek out only that which confirms what we already believe and to ignore that which contradicts these beliefs. Bertrand Russell resignedly observed, “If a man is offered a fact which goes against his instincts, he will scrutinize closely, and unless the evidence is overwhelming, he will refuse to believe it. If, on the other hand, he is offered something which affords a reason for acting in accordance to his instincts, he will accept it even on the slightest evidence.”3 (In case you’re wondering, I’m fairly sure this applies equally to women.)


Now, this isn’t necessarily a deliberate or partisan avoidance of contrary evidence; it’s just a state of mind to which it’s almost impossible not to fall victim. Let’s imagine, just for a moment, that you think maths is boring. If you’re told that learning maths is pointless, because most people get by using the calculators on their phones, you’re likely to accept it without question. If, on the other hand, you’re shown a report detailing the need for maths in high status jobs and calling for compulsory maths education until the age of 18, you’re likely to find yourself questioning the quality of the jobs, the accuracy of the report’s findings and the author’s motives. If we find confirming examples – and we generally can – we are predisposed to accept what we’re told as being true. As a rule, we want to think and feel positively about ourselves. We overestimate our standing on most positive characteristics, engage in self-serving thinking and project our futures as likely to be brighter than those of our peers. When evidence threatens these cheerful fictions, we find ways to ignore, discredit or minimise the significance of threatening information.


The confirmation bias is at work in every facet of the way we see the world. If you become pregnant, suddenly every other person you meet is also pregnant or has just had a baby. If you buy a vintage VW Camper van, without warning the road is full of Camper van drivers cheerfully hooting and flashing their lights. Our brains are programmed to recognise patterns and connections; the familiar and humdrum goes unnoticed and unremarked. We ignore anything that does not support our current view of the world. More importantly, though, this causes us to act foolishly and blindly. Despite knowing I’m overweight, I’d rather not get on the scales and discover the extent of the problem. Far easier to delude myself and scoff another cream cake if I continue in happy ignorance.


For example, what must Mr Garvery’s head teacher have believed in order to continue supporting expensive interventions aimed at closing the gender gap in the face of evidence that this gap was an irrelevant distraction? When scanning the results of every test, looking for some kind of differentiation, you only notice those results that show the difference you’re looking for and dismiss the others as being unrepresentative or a fluke.


In the same way, schools adopt various classroom strategies that are seen to work – for example, lolly sticks, traffic lights and other trendy trappings of apparent ‘best practice’.‡ It might well appear that these interventions ‘work’, but what effect are they actually having? If we’re content to merely raise pupils’ current performance then we’ll see plenty of evidence to support our beliefs. And when we don’t see the evidence we expect, we’re happy to ignore these occasions as an ‘off day’, or worse, evidence that a teacher isn’t up to snuff if they can’t teach using the latest gimmickry. When a teacher’s practice is held up as a model of ‘best practice’, we tend to cherry-pick those bits we’re comfortable with, or already know something about, and ignore anything unfamiliar, difficult or strange.


This leads to teachers who teach in the preferred style being rewarded and promoted. Those who don’t, undergo scrutiny and risk being fired. We’re constantly having our belief that there must be a right way to teach confirmed by the messages we receive from outside inspectors, school leaders and colleagues. It takes unusual bloody-mindedness to dissent from what is ‘obviously right’.


Bloody-mindedness of the sort possessed by maths teacher Jaime Escalante. Escalante taught for 12 years in Bolivia before emigrating to the United States. He was shocked at how badly his students had been taught and resolved to make a difference. He had sky high expectations for what his students could achieve and decided to teach them advanced calculus. This was a controversial decision and the school administration opposed Escalante frequently during his first few years. He was threatened with dismissal for coming in too early, leaving too late and failing to get permission to raise funds to pay for his students’ tests. Not to be deterred, Escalante came into the spotlight when 18 of his students passed the challenging Advanced Placement (AP) calculus exam. Suspicions were raised because identical errors were made on several questions and the students were asked to retake the exam. They passed again. In subsequent years, the number of students enrolling and passing the AP calculus test more than doubled, and in 1987, 73 students passed.


A happy ending? Well, not quite. Over the next few years, Escalante’s calculus programme continued to grow but not without its own price. Tensions that had simmered since the beginning of his career boiled over. Escalante’s maths enrichment programme had grown to over 400 students and class sizes had increased to over 50 students, way over the 35 student limit set by the teachers’ union, which in turn escalated the criticism of Escalante’s work. In 1991, the number of students taking advanced placement examinations in maths and other subjects jumped to 570. That same year, citing faculty politics and petty jealousies, Escalante quit.


Class size is a predictable cause of confirmation bias, and I can well understand how Escalante might have fallen foul of critics who I’m sure believed themselves to be well-intentioned, despite the evidence of Escalante’s success. Everyone likes the idea of smaller class sizes; politicians, parents and teachers are all seduced by the blindingly obvious certainty that the fewer pupils there are in a class, the more teacher time can be lavished on each. But this isn’t supported by the evidence. And when such evidence butts up against common sense, we ignore it in favour of the evidence of our own experience. Of course, smaller classes are better because we find it easier to give everyone individual feedback, it’s quicker to mark a class set of books and the chances for misbehaviour are minimised. In short, small classes are better because they feel better. And if it feels so right, how could it be wrong?


Well, what we often fail to consider is that what’s good for teachers is not necessarily good for pupils. Unless a reduction in class size is sufficient to allow us to change our approach to teaching – and whether, as a result, pupils change their approach to learning – any benefits will be so trivial as to be meaningless. If no change occurs then learning is unlikely to improve. Some studies suggest that significant change is only likely to occur if class size is reduced to about 15–17 pupils. Even then, the benefits may be marginal. And what benefits there are will be outweighed by the costs of employing additional teachers.4 But how many schools plough money into reducing class sizes to, say, 25 pupils when the evidence is clear that the money could be much better spent elsewhere? As Peter Blatchford, Professor in Psychology and Education at London’s Institute of Education, says, “just reducing class sizes and hoping for the best is not likely to be effective and it’s little surprise if some class size reduction efforts have led to little or no discernible impact on pupils”.5


Interestingly, in his book David and Goliath, Malcolm Gladwell proposes a happy medium.6 Clearly no one wants huge classes, but there might be some disadvantages to having too few pupils in a class. He suggests that there’s an inverted U effect in operation (see Figure 2.1): as class sizes are reduced, learning improves until the optimum class size is reached. If class size drops below the optimum, learning declines. Gladwell suggests this optimum class size is between 16 and 24 pupils.
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Figure 2.1. Class size – inverted U








I’m not for a moment saying that class size doesn’t matter – clearly too many students would completely overwhelm a teacher – but we should think carefully before ignoring evidence which is at odds with our own experience.§


Another example of education policy where we ignore what the evidence actually says in favour of what feels right is on the issue of setting. The overwhelming majority of schools employ some kind of mechanism for separating out pupils according to their ability and then teaching them within sets or streams – the assumption being that when there is a narrower range of ability in a class, it’s easier to teach more effectively.


But the evidence here is stark: 30 years of research has shown the benefits for the most able are marginal, but everyone else suffers. Blatchford’s colleague at the Institute of Education, Ed Baines, suggests we should “move away from an ability-based class organisation, to avoid the labelling and expectations that go with it”.7 Pupils from various disadvantaged backgrounds are less likely to make it into top sets and are therefore consigned to lower expectations and attainment. On average, lower attaining pupils’ progress is retarded by a couple of months every year when they’re taught in ability groups.8 But we routinely ignore this evidence because it doesn’t fit with our beliefs and it isn’t confirmed by our wholly subjective experiences.


The classic example of confirmation bias in education is the enduring popularity of learning styles. Despite the overwhelming lack of evidence that they have any effect on outcomes, apparently almost 90 per cent of teachers believe that different people have different learning styles, and that if we want them to learn a thing we have to present it in the way they learn best.9 I’m sure you’ve come across VAK – the idea that we’re all either visual, auditory or kinaesthetic learners – and we can only really be expected to learn when instruction is tailored to these specific needs. Although we may well have a preference for seeing, listening or doing, if we believe that the best way to learn the shape of a map of Australia is to listen to a description of it, or that the best way to learn how to sight read music is just to randomly bash away at a piano, or that we might become a great tennis player merely by watching Wimbledon, then we’re very clearly wrong.
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