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The ideas of economists and political philosophers, both when they are right and when they are wrong, are more powerful than is commonly understood. Indeed the world is ruled by little else. Practical men, who believe themselves to be quite exempt from any intellectual influence, are usually the slaves of some defunct economist. Madmen in authority, who hear voices in the air, are distilling their frenzy from some academic scribbler of a few years back. I am sure that the power of vested interests is vastly exaggerated compared with the gradual encroachment of ideas.


JOHN MAYNARD KEYNES, The General Theory of Employment, Interest, and Money




 





SUGAR: You own a yacht? Which one is it? The big one?


JOE: Certainly not. With all the unrest in the world, I don’t think anybody should have a yacht that sleeps more than twelve.


BILLY WILDER AND I. A. L. DIAMOND, Some Like It Hot
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Introduction





In relation to economics, governments are like Jack Nicholson’s marine colonel in the Aaron Sorkin movie A Few Good Men: ‘You want the truth? You can’t handle the truth!’ Their assumption seems to be that we can’t be trusted to face facts and cope with uncomfortable realities about how the world works. And – let’s be honest – there’s probably something in that. Although we the people will never admit as much, we would on the whole prefer to be spared difficult truths. As a character remarks in Martin Amis’s novel The Information, ‘Denial was so great. Denial was the best thing. Denial was better even than smoking.’ Unfortunately, in this case, denial won’t work. When the economic currents running through all our lives were mild and benign, it was easy not to think about them, in the way that it’s easy not to think about a current when it’s drifting you gently down a river – and that, more or less, is what we were all doing, without realising it, until 2008. Then it turned out that these currents were much more powerful than we knew, and that instead of cosseting us and helping us along, they were sweeping us far out to sea, where we’d have no choice but to fight against them, fight hard, and without any certain sense that our best efforts would be enough to get us back to shore and safety.


That, in essence, is why I’ve written this book. There’s a huge gap between the people who understand money and economics and the rest of us. Some of the gap was created deliberately, with the use of secrecy and obfuscation; but more of it, I think, is to do with the fact that it was just easier this way, easier for both sides. The money people didn’t have to explain what they were up to, and got to write their own rules, and did very well out of the arrangement; and as for the rest of us, the brilliant thing was we never had to think about economics. For a long time, that felt like a win–win. But it doesn’t any longer. The current swept too many of us out to sea; even when we got back to land, those of us who did, we can remember how powerful it was, and how helpless we felt. It’s a gap we need to close, both at the macro level, in order for us to make informed democratic decisions, and at the micro level, in terms of the choices we make in our own lives.


A big part of the reason this gap exists is almost embarrassingly simple: it’s to do with not knowing what the money-people are talking about. On the radio or the TV or in the papers, a voice is going on about fiscal this and monetary that, or marginal rates of such-and-such, or bond yields or share prices, and we sorta-kinda know what they mean, but not really, and not with the completeness which would allow us to follow the argument in real time. ‘Interest rates’, for instance, is a two-word term which packs in a great deal of knowledge of how things work, not just in markets and finance, but across whole societies. I know all about this type of semi-knowledge, because I was completely that person, the one who sorta-kinda knew what was being talked about, but not in enough detail to really engage with the argument in a fully informed, adult manner. Now that I know more about it, I think everybody else should too. Just as C. P. Snow said that everyone should know the second law of thermodynamics,* everyone should know about interest rates, and why they matter, and also what monetarism is, and what GDP is, and what an inverted yield curve is, and why it’s scary. From that starting point, of language, we begin to have the tools to make up an economic picture, or pictures. That’s what I want this book to do: to give the reader tools, and my hope is that after reading it you’ll be able to listen to the economic news, or read the money pages, or the Financial Times, and know what’s being talked about, and, just as importantly, have a sense of whether you agree or not. The details of modern money are often complicated, but the principles underlying those details aren’t; I want this book to leave you much more confident in your own sense of what those principles are. Money is a lot like babies, and once you know the language, the rule is the same as that put forward by Dr Spock: ‘Trust yourself, you know more than you think you do.’




* The best concise explanation is that given by Flanders and Swann: ‘Heat can’t pass from the cooler to the hotter, you can try it if you like but you’d really better notter.’
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1.


The most important mystery of ancient Egypt was presided over by a priesthood. That mystery concerned the annual inundation of the Nile flood plain. It was this flooding which made Egyptian agriculture, and therefore civilisation, possible. It was at the centre of their society in both practical and ritual terms for many centuries; it made ancient Egypt the most stable society the world has ever seen. The Egyptian calendar itself was calculated with reference to the river, and was divided into three seasons, all of them linked to the Nile and the agricultural cycle it determined: Akhet, or the inundation, Peret, the growing season, and Shemu, the harvest. The size of the flood determined the size of the harvest: too little water and there would be famine; too much and there would be catastrophe; just the right amount and the whole country would bloom and prosper. Every detail of Egyptian life was linked to the flood: even the tax system was based on the level of the water, since it was that level which determined how prosperous the farmers were going to be in the subsequent season. The priests performed complicated rituals to divine the nature of that year’s flood and the resulting harvest. The religious elite had at their disposal a rich, emotionally satisfying mythological system; a subtle, complicated language of symbols that drew on that mythology; and a position of unchallenged power at the centre of their extraordinarily stable society, one which remained in an essentially static condition for thousands of years.


But the priests were cheating, because they had something else too: they had a nilometer. This was a secret device made to measure and predict the level of flood water. It consisted of a large, permanent measuring station sited on the river, with lines and markers designed to predict the level of the annual flood. The calibrations used the water level to forecast levels of harvest from Hunger up through Suffering through to Happiness, Security and Abundance, to, in a year with too much water, Disaster. Nilometers were a – perhaps the – priestly secret. They were situated in temples where only priests were allowed access; Herodotus, who wrote the first outsider’s account of Egyptian life in the fifth century BC, was told of their existence, but wasn’t allowed to see one. As late as 1810, thousands of years after the nilometers had entered use, foreigners were still forbidden access to them. Added to accurate records of flood patterns dating back centuries, the nilometer was an essential tool for control of Egypt. It had to be kept secret by the ruling class and institutions, because it was a central component of their authority.


The world is full of priesthoods. The nilometer offers a good paradigm for many kinds of expertise, many varieties of religious and professional mystery. Many of the words for deliberately obfuscating nonsense come from priestly ritual: mumbo jumbo from the Mandinka word maamajomboo, a masked shamanic ceremonial dancer; hocus pocus from hoc est corpus meum in the Latin Mass. On the one hand, the elaborate language and ritual, designed to bamboozle and mystify and intimidate and add value; on the other, the calculations that the pros make in private. Practitioners of almost every métier, from plumbers to chefs to nurses to teachers to police, have a gap between the way they talk to each other and the way they talk to their customers or audience. Grayson Perry is very funny on this phenomenon at work in the art world, as he described it in an interview with Brian Eno. ‘As for the language of the art world – “International Art English” – I think obfuscation was part of its purpose, to protect what in fact was probably a fairly simple philosophical point, to keep some sort of mystery around it. There was a fear that if it was made understandable, it wouldn’t seem important.’ Sometimes, this very gap is the thing that attracts people to a trade in the first place – politics, for instance, is all about the difference between public and private.


To the outsider, economics, and the world of money more generally, looks a lot like the old nilometer trick. In The Economist not long ago, I read about a German bank which had observers worried. The journalist thought that, despite the worry, the bank would probably be OK, because ‘holdings of peripheral euro-zone government bonds can be gently unwound by letting them run off’. What might that mean? There’s something kooky about the way the metaphor mixes unwinding and holding and running off – it’s like something out of a screwball comedy. That’s inappropriate, given that what that phrase really means, spelt out, is this: the bank owns too much DEBT from Eurozone countries such as Greece, Italy, Spain, Portugal and Ireland, but instead of selling off that debt, what the bank will do instead is wait for the loan period of the debt to come to an end, and then not buy any more of it. In this fashion the amount of such debt owned by the bank will gradually decrease over time, rather than shrinking quickly through being sold. In short, the holdings will be gently unwound by letting them run off.


There’s plenty more where that came from. When you hear money people talk about the effect of QE2 on M3, or the SUPPLY-SIDE impact of some policy or other, or the effects of BOND YIELD retardation, or of a scandal involving forward-settling ETFS, or MBSs, or sub-prime and Reits and CDOs and cdss and all the other panoply of acronyms whose underlying reality is just as complicated as they sound – well, when you hear those things, it’s easy to think that somebody is trying to con you. Or, if not con you, then trying to put up a smokescreen, to obfuscate and blather so that it isn’t possible to tell what’s being talked about, unless you already know about it in advance. During the CREDIT crunch, there was a strong feeling that a lot of the terms for the products involved were deliberately obscure and confusing: it was hard to take in the fact that credit default swaps were on the point of taking down the entire global financial system when you’d never even heard of them until about two minutes before.


And sure, yes, some of the time the language of finance is obscure, and has the effect of hiding the truth. (One of my favourite examples came from the financial DERIVATIVES which played a role in the 2008 implosion: ‘a vanilla mezzanine RMBS SYNTHETIC CDO’.*) More often, though, the language of money is complicated because the underlying realities are complicated, and need some explication and analysis before you can understand them. The language isn’t immediately transparent to the well-intentioned outsider. This lack of transparency isn’t necessarily sinister, and has its parallel in other fields – in the world of food and wine, for instance. A taste or smell can pass you by, unremarked or nearly so, in large part because you don’t have a word for it. Then you experience the thing and realise the meaning of the word, at the same time, and both your palate and your vocabulary have expanded. In respect of wine, that’s how those of us who take an interest learn, for instance, to tell grape varietals apart: one day you catch the smell of gooseberries from a Sauvignon Blanc, or redcurrants from a Cabernet, or bubblegum from a Gamay, or cow shit from a Shiraz, and from that point on you can recognise that varietal, and you know what people are talking about when they talk about those flavours. Our palate and our vocabulary grow simultaneously; we learn a new taste at the same time as we learn a new word for a taste. The smell of a corked bottle of wine, for instance, is something, once it’s pointed out to you, that you never forget (and usually realise you have drunk a zillion times in the past, knowing something wasn’t quite right but not knowing exactly what). You don’t need to know that what you’re smelling is 2,4,6-trichloroanisole to remember the smell of corking for ever.


So this is how I think it works. As you learn to name things, you learn to taste and remember them. That might sound like a double benefit, a win–win; but there is a catch here, a potential trap. We can use our new vocabulary to discuss food or wine with other people, to enter a dialogue with anyone. This is the social aspect of food language, and it’s very powerful within the community who know what they are talking about. But it’s also a potential problem. The words and references are only of value to people who’ve had the same experiences and use the same vocabulary: you’re referring to a shared basis of sensory experience and a shared language. People who don’t have those things are likely to think you are producing the thing which smells like Shiraz, and they don’t mean it as praise. This is the loss involved in learning about taste: as you learn more about the match between tastes and language, you risk talking to fewer and fewer people – the people who know what these taste-references actually mean. As your vocabulary becomes more specific, more useful, more effective, it also becomes more exclusive. You are talking to a smaller audience.


The language of money works like that too. It is powerful and efficient, but it is also both exclusive and excluding. Those qualities are intimately linked. To take the hypothetical example I mentioned earlier, of someone talking about the effect of QE2 on M3 – when an economist talks like that, she isn’t just being deliberately bamboozling and obstructive. The fact is that it’s incredibly complicated to explain what QE2 is and how it works. There’s a certain kind of explanation which you come across in complicated subjects, for instance science, where you read it, and can kind of follow it while you’re reading it, and then can remember it for maybe five or ten seconds after you stop reading, and then about two minutes later you’ve forgotten it. There’s nothing else to do except read it and follow it and try to work through it in your head again. And maybe again. And who knows, maybe again, again. That’s not because you’re thick; it’s because the subject is genuinely complicated. There are lots of things like that in the world of money, where the explanation is hard to hold on to because it compresses a whole sequence of explanations into a phrase, or even just into a single word.


I talk about a number of these terms in the lexicon that follows, but for now, just to stick with the example of QE2, what we’re talking about is the government buying back its own debt from participants in the market. These are banks and companies and in theory – but I think not much in practice – individuals too. Once the government has bought back that debt, well, there’s no particular benefit to that: it’s like borrowing money from your neighbour and then paying the neighbour back the exact same amount. Nothing has changed. The trick in this case is that the money the government uses to buy back the debt is newly created electronic money. It’s money that simply didn’t exist before. It’s like typing 100,000 at a keyboard and magically having £100,000 added to your bank account. Then you use that newly created money to pay off your debts. That’s QE. As for QE2, well, that’s just the second lot of QE, put into place because the first one didn’t have enough of a stimulus effect on the economy. As for M3, that’s a way of measuring the amount of money in the economy. The whole question of how much money is moving in the economy is an entire branch of economics in itself: it’s a subject of huge argument just how much that number exactly matters. But that’s what they’re talking about when they talk about M3. Now, all those ideas are packed into the words ‘QE2’s effect on M3’, which money people don’t need to explain to themselves, or to anyone they’re in the habit of talking to. That’s because everyone in that world is completely familiar with the terms. It’s also because the explanation is quite complex and demanding, and it’s much, much easier for everyone who already understands the language to just skip it to get on to the next point in the argument. As for the majority of people, perhaps even the vastly overwhelming majority of people, who don’t fully understand what QE2 and M3 are: you’ve already lost them. They’re no longer meaningfully participating in the conversation. The argumentative Elvis has left the building.


It’s important to bear something in mind here. To use the language of money does not imply acceptance of any particular moral or ideological framework. It doesn’t imply that you agree with the ideas involved. Money person A and money person B talking about the effect of QE2 and M3 may well be coming from completely different economic places. Person A might be an open-handed free-spending Keynesian (don’t worry, this book will tell you what that means) who thinks QE2 is the only thing saving the economy from apocalyptic meltdown. On the other hand, person B might think that QE2 is a certain formula for ruin, is already wreaking havoc on savers and is well on course to turn Britain into a version of Weimar Germany. A also thinks M3 MONEY SUPPLY is BULLSHIT, a pure example of ‘voodoo economics’ at their most fanciful, whereas B thinks that a disciplinarian approach to control of the money supply is the last pure hope for the survival of democracy and civilised life as we know it. So in other words they completely disagree about everything they’re discussing; and yet they have a shared language that enables them to discuss it with concision and force. The language doesn’t necessarily imply a viewpoint; what it does is make a certain kind of conversation possible.


I learned this for myself the hard way – or, if it’s a bit melodramatic to say it was the hard way, I learned it gradually, protractedly, and by myself. My interest in the subject grew out of a novel I was writing. One of the things that happens to you, or at any rate happened to me, as a novelist is that you become increasingly preoccupied by this question: what’s the thing behind the thing? What’s the story behind the evident story? The answer I often found was that the story behind the story turned out to concern money. I started to take more interest in the economic forces behind the surface realities of life. As a way of pursuing this interest, I wrote a few long pieces for the London Review of Books which reflected this increasing curiosity and the increasing knowledge that came with it. I wrote an article on Microsoft, one on Walmart and one on Rupert Murdoch. I came to think that there was a gap in the culture, in that most of the writing on these subjects was either by business journalists who thought that everything about the world of business was great, or by furious opponents from the left who thought that everything about them was so terrible that there was no interesting story to be told: that what was needed was rageful denunciation. Both sides missed the complexities, and therefore the interest, of the story – that was what I felt.


By that point I was starting to think about writing a whole book along those lines, a book about companies and the people behind those companies. The idea was that it would be a secret history of the modern world, or of the powers that be in the world, through the stories of the powerful companies who made the world – something like that, anyway. But I’m usually thinking about more than one book at the same time, and in parallel with that, I was in the early stages of writing a big fat novel about London. And then the two things converged, as things sometimes do. The editor of the London Review of Books, Mary-Kay Wilmers, called me up and suggested that I do ‘one of my pieces about companies’ about banks; as it happened, that was exactly what I’d just started to think about for the purposes of my novel. I’d realised that you can’t really write about London without starting to take an interest in the CITY OF LONDON, because finance is so central to the place London has become. So that was how I ended up getting my education in the language of money: by following the subject in order to write about it. It wasn’t a crash course; I didn’t immerse myself in it up to the eyeballs and try and ingest every single detail about economics in one go. Instead I just followed it, for years, by reading the financial papers and financial pages, and following the economic news. The main thing I did was that every time I didn’t understand a term or idea, I tried to find out what it meant. I’d Google it or go to any of the various books I was starting to accumulate on the subject. I know it sounds like X-Factor bullshit to say it was a journey, but actually, it was a journey.


A crucial part of this was that my father had worked for a bank. His kind of banking wasn’t at all the kind of fancy go-go modern investment banking that blew up the global financial system in 2008. The type of banking my father did was the kind which involved lending money to small businesses to get going. More than once, driving around Hong Kong in my childhood, he would point out a factory or a business where he’d been the person who said yes and approved the initial loan that got the business started. There were no vanilla mezzanine synthetic RMBSs in his world. But the fact that he worked in the world of money had an effect on my sense that it was and is comprehensible. A lot of people don’t have that. They feel pre-baffled, put off or defeated in advance, by everything to do with money and economics. It’s almost like a magnetic repulsion from the subject. I didn’t have that. I had permission to understand it if I wanted to. I know it sounds weird, but I’ve come to think that a lot of people don’t feel they have that permission.


Even with the permission, there were times when the whole process felt a little bit like learning Chinese – figuring out the meaning, word by word. A typical sentence would be something like this: ‘Economists are concerned that although the RPI is still comfortably in positive territory, stripping out the effects of non-core inflation reveals strong deflationary pressures.’ When I started learning about money, my reaction to that would have been: ‘You what?’ But then I learned first what the RPI is, and then why, as part of the way economists view INFLATION, they would regard it as ‘comfortable’ if it were positive; and I came to understand the linked issue of why DEFLATION terrifies them so much; and then what non-core inflation is; and then what it means to take that number out of the overall inflation figure; then, bingo, I understood the sentence. Multiply that example by hundreds and hundreds of times and that was how I learned to speak money. After you read this book, I hope that you will too.


The feeling of learning something and communicating that learning at the same time was, from the writing point of view, what was exciting about economics. I knew that I didn’t know more than I knew, and I was absolutely and definitively no expert. At the same time I also felt that that was keeping me closer to readers who shared the same sense of being curious, and intrigued, and slightly baffled, and having to figure out this stuff as they went along. I saw my role as being that of an intermediary, the person who stood between the experts and the broader public. I knew exactly the right amount to be occupying that intermediary role. And yet all the time, without fully realising it, my understanding of the vocabulary and the ideas behind it was growing, and I was slowly and inexorably becoming one of Them.


When I say Them I don’t mean to incite a David Icke-style paranoia about our evil alien lizard overlords. (Though having said that, I do sometimes wonder how Icke’s theories would have caught on if he was publishing them for the first time today, when the real global elite, who aren’t so much the 1 per cent as the 0.1 per cent, or 0.01 per cent, seem to be getting richer and richer, more and more separate, with ever increasing speed. Many of these big fortunes are based on activities which are, in money-speak, ‘extractive’: they’re about using money and power to get a bigger piece of the pie, not about making a new pie, or making the existing pie bigger. If the ultra-rich really were evil alien lizard overlords, here for no other reason than to exploit the rest of us, how differently would some of them behave?) All I mean by Them is one of the people who speak money; who, quite simply, understands the language. By that I don’t mean I understand all of it all the time, but I understand enough of it to know when I don’t understand: in other words when a concept or piece of vocabulary is new, I know that it’s new. I can remember vividly the moment I realised I’d become one of Them. It was at a New Statesman lunch which also functioned as a briefing by Alistair Darling in the days when he was Chancellor. He gave a short talk and then there were two question/responses, one from Robert Skidelsky and the other from Gillian Tett. (This format is one that’s used quite often in the world of economics: someone gives a talk, and then the first couple of replies, by prior arrangement, give some initial thoughts in reply to the talk and then follow up with a question. It works well as a way of getting the conversation going.) Darling seemed sane and competent and reassuringly calm – this was at a point in 2009 when it felt as if the initial crisis phase of the credit crunch was only just over, and might flare back up at any moment. But that wasn’t my main memory of the event. What I really took away from it was this weird, oddly demoralising realisation: I thought, Oh shit, I understood that. This is a disaster! I’ve crossed over. I’m now one of Them: I’m not going to be able to write about money any more.


That conclusion turned out to be wrong – I manifestly have kept writing about it. But it is a little different now. Perhaps I shouldn’t admit this, but it is harder. The difficulty is in communicating across the gap between the moneyists and everyone else, now that I know just how concise and powerful and plainly useful that language can be. It’s not that different from, say, plumbers: if they’re talking about their expertise, it’s much simpler if they don’t have to keep pausing to explain J-bends and ABSs and orbital welds. Same with any field of expertise. But imagine if plumbing became a national problem, a national emergency – which of course is exactly what it would become if the national sewage system stopped working. Then, although we could all remember happier times when we didn’t have to speak plumbing, we would now have a reason to learn. But the plumbers would still have a tendency to talk to each other in their own technical language, if we let them, just because it’s more efficient that way. Economists are no different. I saw this at close range at one of the most interesting and radicalising things I’ve ever done: Kilkenomics, billed as ‘the world’s first ever festival of comedy and economics’, in Kilkenny in the autumn of 2010.


The festival was the brainchild of two brilliant Irishmen, the economist David McWilliams and the comedy producer Richard Cook. The thinking behind it went something like this: Ireland had been bankrupted by its government’s stupid decision to stand behind the debts of the country’s INSOLVENT banks. The consequences in terms of economic collapse were already severe – job losses, pay cuts, tax rises, emigration, a spike in the suicide rate – and were likely to become more so. The economic miracle of the Celtic Tiger had turned into a disaster. Ireland was in a strange mood, a mixture of resignation and fury, alternating between the two feelings so quickly it was almost as if there was a bizarre new hybrid emotion: blazingly furious philosophical resignation. In that atmosphere Cook and McWilliams – McWilliams having been one of the very few Irish economists to have predicted the crash – decided that since the only two things you could really do about the current predicament were laugh or cry, why not laugh? And why not, since Kilkenny was already the site of an internationally famous comedy festival, do it in Kilkenny? Hence, Kilkenomics: the world’s first ever festival of comedy and economics (which still takes place every year). Every event at the festival mixed comedians together with economists. The idea behind that was brilliantly simple: what the comedians did was force the economists to stop talking entirely to each other and engage the audience instead. It was extraordinary to see how effective this was; you could see it in the body language of participants on stage. As the economists got into their stride they would, entirely unconsciously, begin to turn towards each other and away from the audience. At that point one of the comedians would make a joke, often along the lines of not knowing what the fecking hell the economists were talking about, and everyone would laugh, and the economists would remember where they were and turn back to re-engage with the audience.


It was revealing to see how much the economists did actually want to engage with the public. On the audience’s side there was a pressing need to understand the predicament, and on the experts’ side, just as pressing an urge to explain it. This is where the question of the language became so important. The economists’ tendency to turn towards each other was based on the fact that they spoke the same language and could use it to communicate so effectively – so, if you’ll forgive the pun, economically. It was actually the language, the seductive power of it, that was encouraging them to talk mainly to each other. One of the events at Kilkenomics was a brilliant panel game in which two teams, each comprising one comedian and one economist, played a game in which the moderator held up a card on which was written an economics term for the comedians to guess what it meant, before the economists gave an explanation of what it really did mean. It was very funny and it was also a real education in this issue of just how important the language of economics is.


This doesn’t mean that the economists agreed, by the way – not at all. All the money language did was provide a vocabulary that made their disagreements clearer. Disagreements in economics aren’t just about technicalities: they’re usually based on profound divergences in moral analysis. In economics, though, the morality is buried below the surface of what’s being talked about. Morality and ethics are too basic, too fundamental to be given direct expression in economics. The language of money doesn’t express any implied moral perspective. Judgements of what’s right and wrong are left out. This can make the language seem abrasive, even shocking, to people who habitually use a very different kind of discourse. Since much of the language of public life has an implied moral and political load, this makes money-speak very distinctive. ‘Welfare scroungers’ has a different spin from ‘benefit claimants’, who don’t sound at all the same as ‘the working poor’, even if these are all the same people, and the benefit they’re claiming is called ‘jobseeker’s allowance’, where once it was known as ‘unemployment benefit’ in an attempt to provide a heavy nudge (and to placate right-wing headline-writers). Your ‘asylum seeker’ is my ‘refugee’, your ‘entitlements’ are my ‘pensions’. Aristotle was right when he said that man is a political animal; our language is one of the most political things about us.


Compared to these styles of public discourse, there’s something amoral and stripped-down about the language of money. It sets out to be less an expression of politics, and more a tool for discussing them. Morality is left out, or left to one side, or parked elsewhere for the duration of the discussion. Some people, especially on the political left, find that intensely alienating, as if the language of money involves an inherent kind of betrayal, an absence of other sorts of value. When job losses are being discussed, for instance, or cuts to benefits, or reductions in pension rights, it’s sometimes as if there’s a desire for disapproval and outrage to be registered not just at the level of argument, but with the very words themselves, as if the language itself should storm the barricades in protest at the thought of any of those bad things being advocated or permitted. I understand that, I really do. And at the same time there’s a bracing quality to talking about the technical details, the practical meat of the subject, without the outrage.


Mind you, having said that, some of the time the amorality is real and deep and troubling. Some of the people who speak money do genuinely not give a shit about anything other than money. They think that poor people are poor because they are lazy or stupid or weak, and that rich people are rich because they are hard-working, intelligent and strong, and that all the evident inequalities and injustices in the world result from those unpalatable facts. But that’s interesting, in a way, no? It would be better if the people who think that actually said so, and put forward their arguments. At the moment we in the English-speaking world have a political and economic direction of travel which embodies the trends towards baked-in, permanent inequality, without the conversation in which people in favour of the arrangement spell out their views.


In any case, I have to admit that this amoral quality is one of the things I like about the language of money. Our public life is dominated by hypocrisy, by people holding back from saying exactly what they mean because they don’t want to offer targets for opponents or the media, especially targets for the form of fake outrage which dominates so much of our public discourse. There’s less of that in the language of money; it is not, in general, hypocritical. As a result, it gets to the real matter under discussion with commendable speed – once you have the linguistic tools to join the conversation.


2.


If the language of money is so useful, so effective at communicating ideas economically, how come it seems so off-puttingly difficult, so closed and excluding? How come we don’t learn it automatically as we grow up, the way we learn the language that we actually speak?


The answer isn’t just to do with the difficulty of the ideas involved in economics and money. Many fields of thought have ideas which are far more difficult to understand, but which don’t have the same sense of a linguistic perimeter around them. In physics, for instance, there are an enormous number of ideas of a complexity so great that they can’t really be grasped at all in ordinary language, but are available only to someone with an advanced level of maths. Even then they are very hard to understand. The great physicist Richard Feynman, who knew his subject as well as anyone who’s ever lived, and who explained it better than anyone who ever lived, said in The Character of Physical Law: ‘I think I can safely say that no-one understands quantum mechanics.’ But you can still get a sense of what these fields of thought are about. Take the very obscure and difficult field of quantum chromodynamics. (As it happens, that was Feynman’s speciality.) I haven’t really got a clue what that is. But even if you don’t know anything about physics, you can tell that it is about quantum things; even if you don’t know that quantum physics concerns the study of very, very, very, very small things, where non-intuitive and anti-commonsense rules apply, you still probably know that it’s weird modern-physics stuff. As for the ‘chromo’ bit, that’s something to do with colour. ‘Dynamics’ concerns movement. So even without knowing anything about it, you can tell quantum chromodynamics is the study of weird modern physics to do with colour and movement. (As it happens, the colour is metaphorical – it’s a random, whimsical name given to a range of mathematical properties.) The large hadron collider? Well, it’s large and it collides hadrons, whatever they are. Again, you can get the gist.


For many concepts in the world of money, that isn’t true. Often, there’s no way to break a term down and work out more or less what it means. ‘Consumer surplus’, for example, sounds like a surplus of consumers. It isn’t. BULLS think the price of something is going to go up, and BEARS think the price is going to go down – but why? Why is it that way round? What is a CONFIDENCE INTERVAL: is it a gap during which you don’t feel confident about something? Who is CHOCFINGER? Does he really have a chocolate finger?


To explain why the language of money is complicated in this particular counter-intuitive way – why it is difficult to parse – I am going, with apologies, to introduce a newly coined term of my own. That term is reversification. I mean by this a process in which words come, through a process of evolution and innovation, to have a meaning that is opposite to, or at least very different from, their initial sense. Take the term ‘Chinese wall’, much used in the world of finance. This is a classic example of reversification. In real life, the Great Wall of China is a very big, very real physical entity, built to keep out marauding barbarians. (Actually it’s a whole set of linked walls, built over several centuries, and is the focus of its own field of historical scholarship – but let that pass for now.) It’s so big that it is sometimes said to be the only man-made object visible from space, which isn’t true – many other man-made entities are visible, and the Wall itself is very hard to spot – but the legend is at least a tribute to its extraordinary scale. Inside the world of money, though, the term ‘Chinese wall’ means an invisible barrier inside a financial institution which is supposed to prevent people from sharing information across it, in order to avert conflicts of interest. In theory, banks are full of Chinese walls, such as the one dividing ANALYSTS, who study companies and sell the conclusions they reach as advice, from the investment bankers who offer services to those same companies. In practice, Chinese walls tend to be highly permeable, especially in times of stress and/or opportunity. In other words, it is the opposite of the actual Chinese wall. In considering the financial use of the term, we would all do well to bear in mind something said by the investor Vincent Daniel, in speaking to Michael Lewis: ‘When I hear “Chinese wall” I think “you’re a fucking liar”.’1


So that’s reversification: a term being turned into its opposite. In this case it is the pressures of CAPITALISM that are responsible, because it is those forces that have led to the creation of institutions which have within them different departments which – if the system is to function without conflicts of interest – shouldn’t really be there. What the banks themselves say is that we can trust them because managing conflicts of interest is what they do, all day and every day; it’s at the heart of their work. The answer to that is obvious in the size of the scandals and disasters that have been uncovered since the crash of 2008 – I say uncovered, because most of the practices involved took place in the years of the boom that preceded the bust, and would not have come to light without the downturn. The LIBOR scandal, which has seen many banks fined billions of dollars, is one of them. The scandal over the selling of the aforementioned RMBSs, which currently has JP MORGAN looking at a fine of $13 billion, is another. The unfolding Forex scandal, which resembles Libor in that it is another example of banks manipulating what were supposed to be authoritative benchmark rates for the exchange of foreign currencies, is a third. All of these scandals have in common not just a failure to manage conflicts of interest, but a blatant exploitation of customers and manipulation of markets. The Chinese walls to protect customers were worse than non-existent; they were opportunities for the banks to make money by exploiting people who trusted them. That’s reversification.


Another example is the term ‘hedge fund’. This baffles and bamboozles outsiders, because it’s very hard to understand what these Bond villains – which is what hedge funders are in the public imagination – have to do with hedges. It’s a good story and it has a lot to tell us about the language of money and the pressures brought to bear on it by the forces of financial innovation. In fact, I’m not sure that there is a purer example of reversification at work than in ‘hedge fund’.


Here’s what happened. The word ‘hedge’ began its life in economics as a term for setting limits to a bet, in the same way that a hedge sets a limit to a field. That’s what a hedge is for: demarcating an area of land. The word ‘hedge’ is Anglo-Saxon, turning up for the first time in the eighth century and cognate with other northern European terms to denote an enclosure. We can safely suppose that this was in the first instance a question of property and ownership. Six hundred years later, ‘hedge’ had become a verb, meaning to enclose a field by making a hedge around it. Three hundred years after that, it starts to show up in its MONETARY sense, in the Duke of Buckingham’s 1671 play The Rehearsal, a parody of the Restoration fashion for heroic moralistic drama, in which the Prologue taunts potential critics:








Now, Critiques do your worst, that here are met;


For, like a Rook, I have hedged in my Bet.











The word ‘rook’ there is being used in its now-obsolete sense of, to quote the Oxford English Dictionary, ‘A cheat, swindler, or sharper, esp. in gambling’. So it’s apparent that hedging was a technique already being used in gambling (especially by crooks) during the seventeenth century. The idea is that by putting a hedge around a bet, you delimit the size of your potential losses, just as a real hedge delimits the size of a field. At its simplest, a hedge is created when you make a bet, and at the same time make another bet on the other side of a possible outcome. The idea is that while you’re restricting your potential winnings by setting an upper limit to them, you are also guaranteeing that you will not lose money. The area of possible winnings and possible losses is hedged around and clearly defined. Here is the example from Ladbrokes’ website:




‘Hedging a bet’ is placing another bet or more, when your wager is looking like a good thing to be a winner. Therefore, to hedge a bet, is to bet both sides, or all outcomes of an event. Otherwise known as arbitrage.


So, if you bet Chelsea to win the FA Cup at 6/1 and they reach the final against Coventry, you may decide to hedge your bet by wagering more money on Coventry to win and/or draw the match as well. Thereby guaranteeing a profit, or returned stakes, regardless of the final result.




 





Hedging Example:


Wager £1.00 single Chelsea at 6/1 odds early in the competition =£7.00 returns.


Wager £1.00 single Coventry to win at 2/1 odds on final day =£3.00 returns.


Wager £1.00 single Coventry to draw at 2/1 odds on final day =£3.00 returns.


Total Stake =£3.00, returns are £7.00 Chelsea, £3.00 draw or Coventry victory.





In that example, the bettor can’t lose: she either makes a £4 profit, if Chelsea win, or she comes out with the same amount of money as she had at the beginning. She has hedged her bets. If she hadn’t hedged, she stood to win £6 if Chelsea came out on top, and to lose £1 if there was a draw or Coventry won. Note that the range of possible outcomes in the hedged bet, a £4 difference from best outcome to worst, is smaller than it is in the unhedged bet, where the difference is £7. The bigger winnings from the unhedged bet might look tempting – but remember, in the hedged version the bettor cannot lose. Any financial structure in which you can make profit and are guaranteed not to lose money is going to have many ardent fans. Bear in mind that this example is as simple as it gets, and many of the examples of hedging in gambling are a lot more complex than that. Gamblers will often bet on a ‘point spread’, the difference between the winning team and the losing team, and will bet a specific amount for each point of difference: £10 a point in a game of rugby, say. As the game comes closer, or even after it begins, a point-spread bettor will often make another bet in the opposite direction, for the same reason: to delimit the extent of any possible losses, at the cost of also limiting the extent of possible wins.


What’s generally agreed to be the first hedge fund developed a more sophisticated evolution of the techniques used by gamblers to hedge their bets. It was the creation of the American investment manager Alfred Winslow Jones, and it was in a Fortune magazine article about Jones that the term ‘hedge fund’ appeared for the first time. I like the title of the piece: it was called ‘The Jones Nobody Keeps Up With’. At the time the story came out in 1966, his fund had just gone up 325 per cent in five years.


Jones was an interesting man, and had an interesting life. He was born in Melbourne in 1900 and moved to America at the age of four. After graduating from Harvard in 1923 he sailed round the world on a tramp steamer, then joined the US Foreign Service, where he served as vice consul in Berlin during Hitler’s rise to the Chancellorship; then he went to the Spanish Civil War as an official observer for the Quakers; then he took a PhD in sociology at Columbia University. The subject of his thesis was class distinctions in modern American life. He turned the PhD into a book: Life, Liberty and Property: A Story of Conflict and a Measurement of Conflicting Rights. (Quite an irony: the man who invented hedge funds was fascinated by the question of social class in America.) On the basis of the book Jones was hired as a writer by Fortune magazine, where he began to take an interest in the world of money. After the war, he left Fortune to set up as a freelance writer, and came across the subject of number-based forecasting. He wrote a piece about it, ‘Fashions in Forecasting’, in 1949. Having looked at these techniques and concluded there was something in them, he then decided, at the age of forty-eight, to set up an investment partnership designed to give them a try. He chose a partnership structure, limited to a small number of members, as a way of getting round the rules on how collective INVESTMENTS were regulated; he chose to pay himself 20 per cent of the profits, on the basis that this was what Phoenician sea captains paid themselves after a successful voyage (no, really); he used borrowed money to magnify the impact of his choices; and his investments were hedged. That’s to say, he bet on some things going up in value – ‘going long’ as it’s called – and simultaneously on other things going down – ‘going short’. He used mathematical techniques to try to ensure that all adverse movements in the market would be taken account of by this mixture of LONG AND SHORT ‘positions’, and produce a positive outcome, whatever happened. As the official history of the partnership states:




His key insight was that a fund manager could combine two techniques: buying stocks with leverage (or margin), and selling short other stocks. Each technique was considered risky and highly speculative, but when properly combined together would result in a conservative portfolio. The realisation that one could use speculative techniques to conservative ends was the most important step in forming the hedged fund. Using his knowledge of statistics from his background as a sociologist, Jones developed a measure of market and stock-specific risk to better manage the exposure of his portfolio.2


It is important to note that Jones referred to his fund as a ‘hedged fund’ not a ‘hedge fund’, because he believed that being hedged was the most important identifying characteristic. Many ‘hedge funds’ today are unregulated investment partnerships with performance compensation structures, but some of them may not actually be hedged.





The classic hedge-fund technique, as created by Jones, is still in use: funds employ complex mathematical analysis to bet on prices going both up and down in ways which are supposedly guaranteed to produce a positive outcome. This is ‘long-short’, the textbook hedge-fund strategy. But as that enjoyably sniffy note from the Jones company points out, many hedge funds don’t in fact follow classic hedging strategies. As it’s used today, the term ‘hedge fund’ means a lightly regulated pool of private capital, almost always doing something exotic – because if it wasn’t exotic, the investors could access the investment strategy much more cheaply somewhere else. There will almost always be a ‘secret sauce’ of some sort, proprietary to the hedge fund; it is usually a complicated set of mathematical techniques. Does that sound straightforward? It shouldn’t. Most hedge funds fail: 90 per cent of all the hedge funds that have ever existed have closed or gone broke. Out of a total of about 9,800 hedge funds worldwide, 743 failed or closed in 2010, 775 in 2011, and 873 in 2012 – so in three years, a quarter of all the funds in existence three years earlier disappeared. The overall number did not decrease, because hope springs eternal, and other new funds kept being launched at the same time. In a sense hedge funds are a model of how capitalism should work: people risking their own money, being rewarded when they are right and losing out when they are wrong, and none of it costing the ordinary citizen anything in BAILOUTS or subsidies. Mind you, the sense in which they are losing ‘their own money’ is broad, because hedge funds, ever since the days of Alfred Jones, have depended heavily on LEVERAGE, in other words on money borrowed from other people. So as long as we understand that hedge funds losing their own money includes the money of people who have lent them money, then it still holds that the only money they’re risking is supplied by themselves and consenting adults. (For an explanation of the pro-hedge argument, see Sebastian Mallaby’s More Money than God.) Hedge funds are more lightly regulated than other types of pooled investment, the idea being that access to them is restricted to people who know what they are doing and can afford to lose their money. They’re expensive, too: a standard fee is ‘2 and 20’, i.e. 2 per cent of the money is charged in fees every year, and also 20 per cent of any profit above an agreed benchmark. I wonder how many ‘hedgies’, stroking their Ferraris while sipping Cristal at the end of the financial year, remember to raise a glass to the Phoenician sea captains. There are no hedges to be seen, not even in the far distance.


A hedge is a physical thing; it turned into a metaphor, then into a technique; then the technique was adopted in the world of high finance, and became more and more sophisticated and more and more complicated; then it turned into something which can’t be understood by ordinary use of the ordinary referents of ordinary language. And that is the story of how a hedge, setting limits to a field, became what it is today: a largely unregulated pool of private capital, often using enormous amounts of leverage and borrowing to multiply the size of its bets.


This is reversification in its full glory. The force which has taken a simple, strong old word – ‘hedge’ – and turned it into an entirely new thing which is more or less the opposite of a hedge is the force of economic innovation. It is, to put it differently, capitalism. Reversification is a force which can often be found in the world of money, and it’s one of the things which makes that language baffling to outsiders. ‘Securitisation’ doesn’t immediately make its meaning apparent. But a good instinctive guess would be that it has something to do with security or reliability, with making things safer. Right? No, wrong. Securitisation is the process of turning something – and in the world of finance, it can be pretty much anything – into a security. In this context, a security is any financial instrument which can be traded as an asset. Pretty much anything can be securitised; indeed, pretty much anything is. Mortgages are securitised, car loans are securitised, INSURANCE payments are securitised, student debt is securitised. During the Greek economic crisis of 2011, there was talk that the Greek government might try to securitise future revenue from ticket sales at the Acropolis. In other words, investors would hand over a lump of cash in return for an agreed yield; the underlying source of the money repaying the loan would be those tourists forking out for the privilege of wandering around the ancient monument taking photographs of each other. Another example of an exotic security is the ‘Bowie Bond’, in which future royalties from David Bowie’s music were sold to raise a lump sum of $55 million. What Bowie was in effect saying in 1997, at the time the bonds were issued, was ‘I have a lot of money coming in over the next ten years from my back catalogue, but I’d rather have the cash now and not have to wait.’


This sounds OK: if Ziggy Stardust wants to stock up on shiny jumpsuits and needs his $55 million now, why not? And indeed, there is nothing inherently malign about securitisation, just as there isn’t about most of the processes invented by modern finance. As with so many of those processes, however, securitisation can be put to malign use. In the case of securitisation, that happened on a huge scale in the run-up to the credit crunch, when certain kinds of loans began to be securitised on an industrial scale. It happened like this: an institution lends money to a range of different borrowers. Then the institution bundles together the loans into securities: say, a pool of ten thousand mortgage loans, paying out an INTEREST RATE of 6 per cent. Then it sells those securities to other financial institutions. The bank that made the loans no longer gets the revenue from its lending, but instead that money flows to the people who’ve bought the mortgage-backed securities. (These are the RMBSs – the residential mortgage-backed securities – which I’ve mentioned a couple of times already.) Why is this malign? Because the institution which initially lent the money no longer has to care whether or not the borrower is going to be able to pay the money back. It only takes the RISK of the loan for the amount of time between making the initial house loan, and the moment when it has sold the resulting security – which can be a matter of days. The bank has no real interest in the financial condition of the borrower. The basic premise of banking – that you only lend money to people who can pay it back – has been broken. In addition, the risk of that loan, instead of being concentrated in the place where it came from, has been spread all round the financial system, as people buy and trade the resulting security. In the credit crunch, securitisation fuelled both ‘predatory lending’, in which people were lent money they couldn’t possibly pay back, and the uncontrollable dispersal and magnification of the risks arising from those bad debts. So securitisation is nothing to do with making things more secure. There’s no way of knowing that from looking at the word ‘securitisation’. That’s reversification at its least appealing.


It might be said, I suppose, that, just like hedge fund, securitisation is a word which we know at once we don’t know: you look at it and think, Eh? So at least you can say that the bafflement factor is right up front. But reversification is just as often at work with words which look as if they have a plain meaning whose ordinary sense should be obvious. ‘Leverage’, for instance. Leverage is a word we can all understand immediately in its physical sense: using a lever to move an object, usually one too heavy to move without assistance. In the world of money, though, leverage has a range of meanings, none of them immediately obvious, but most of them involving the use of borrowed money. In consumer and company finance, leverage is borrowing: the most common form of borrowing in most people’s lives is a mortgage. You use your monthly income to lever a large amount of money from a bank, and use that money to buy a house: so a monthly income of say £3,000 is leveraged to buy a house costing £150,000. Or you use the same monthly income to borrow money to fund a lifestyle that would otherwise, if you weren’t borrowing money, be available only to someone with an income significantly bigger than yours. You can see how the word made its journey, while at the same time thinking that the term has turned into something so unlike an actual lever that it is close to being its opposite. On the one hand, a manual process involving lots of physical force; on the other, the use of borrowed money. (It occurs to me as I write that the physical sense crops up less and less in our lives, and the economic sense more and more. I can’t remember the last time I encountered a real lever, whereas the economic kind is what I used to buy my house.) To complicate things further, leverage has a special sense in banking, in which it is used to measure the ratio between how much capital a bank has and the size of its assets. Leverage in this sense is the simplest measure of how safe a bank is, because the level of EQUITY is the difference between a bank being solvent, and a bank being broke. Again, you can see how the word made its journey, because the ratio of say twenty parts assets to one part equity is a little bit like the other kind of financial leverage, in which a relatively small amount of money is used to borrow a much larger sum, and that in turn is a little bit like an actual lever because it’s using a small thing to have the effect of a big thing – but this is nonetheless an example of reversification at work. A lever has been turned into something that is not a lever.


A ‘bailout’ is slopping water over the side of a boat. It has been reversified so that it means an injection of public money into a failing institution. Even at the most basic level there’s a reversal – taking something dangerous out turns into putting something vital in. ‘Credit’ has been reversified: it means debt. ‘Inflation’ means money being worth less. ‘Synergy’ means sacking people. ‘Risk’ means precise mathematical assessment of probability. ‘Non-core assets’ means garbage. And so on. These are all examples of how processes of innovation, experimentation and progress in the techniques of finance have been brought to bear on language, so that words no longer mean what they once meant. It is not a process intended to deceive. It is not like the deliberate manufacture and concealment of a nilometer. But the effect is much the same: it is excluding, and it confines knowledge to within a priesthood – the priesthood of people who can speak money.


The bafflement that people feel at the language of money contains a note of outrage – It shouldn’t be this complicated! – and a note of self-doubt – I should be able to understand on my own! Both are misplaced. The language isn’t impossibly complicated, but it isn’t transparent, and nobody understands it automatically and innately. Once you learn it, though, the world does start to look different.


3.


At some point in the 1840s, a French liberal thinker called Frédéric Bastiat made a trip to his capital city, and had an epiphany:




On entering Paris, which I had come to visit, I said to myself – here are a million human beings who would all die in a short time if provisions of every kind ceased to flow toward this great metropolis. Imagination is baffled when it tries to appreciate the vast multiplicity of commodities that must enter tomorrow through the barriers in order to preserve the inhabitants from falling a prey to the convulsions of famine, rebellion and pillage. And yet all sleep at this moment, and their peaceful slumbers are not disturbed for a single instant by the prospect of such a frightful catastrophe. On the other hand, eighty departments have been labouring today, without concert, without any mutual understanding, for the provisioning of Paris. How does each succeeding day bring what is wanted, nothing more, nothing less, to so gigantic a market?3


What, then, is the ingenious and secret power that governs the astonishing regularity of movements so complicated, a regularity in which everybody has implicit faith, although happiness and life itself are at stake?





His answer: the free market. This was a lightbulb moment for Bastiat, a glimpse of the complexity which can develop from a simple starting point.† All those fundamental needs supplied, all those goods bought and sold, all those provisions transported at the expense of cash and effort and ingenuity, all those transactions made, and all of it constituting a mechanism which functions so effectively that the good citizens of Paris don’t even notice how dependent they are on it – and the whole mechanism created just by allowing people to trade freely with each other. Economists have a shorthand reference to this epiphanic insight into the power of markets: they call it ‘Who feeds Paris?’


For most people with an interest in economics, there’s a revelatory moment resembling Bastiat’s. The bravura opening of ADAM SMITH’s The Wealth of Nations, the founding text of economics, has a description of a pin-making factory which is very like Bastiat’s moment of awakening in Paris. The eureka moment isn’t always to do with the power of markets, though that’s a pretty good starting point, since the balance of wants and needs manifested in a functioning market is an extraordinary thing: the contents of Aladdin’s Cave, all on sale at a Costcutter near you, and brought there by nothing more than market forces. Or it can be some form of change which prompts the thought, a change to do with the kind of people who live in a place, or who do a certain kind of job; or something more fundamental, like the disappearance of an entire industry or the change in character of an entire city, an entire country. The forces at work behind these changes are economic. A curiosity about these forces is the starting point of economics.


The subject begins with the way people behave, and moves to the question of ‘why’: economics is, in the words of Alfred Marshall, one of the great modern founders of the subject, ‘the study of mankind in the ordinary business of life’. That sounds lofty, and suspiciously broad – which is exactly what it is. The most famous tag ever given to the field of economics was Thomas Carlyle’s magnificent put-down, ‘the dismal science’. That’s a good zinger, but it isn’t fair. For one thing, it isn’t at all clear that economics actually is a science – many people in the field like the idea that it’s a science, and refer to it as a science, but that’s more a claim than it is a statement of fact. The conservative philosopher Michael Oakeshott wrote about the main areas of the humanities as ‘conversations’: poetry, history and philosophy were conversations that humankind had had with itself, and that anyone could join in, just by paying attention and studying and thinking. Economics, it seems to me, is a conversation in that Oakeshottian sense, rather than a science like the hard physical sciences. That said, there are areas of economics that come very close to science, in which experiments are made, and can be measured and repeated. These experiments are largely in the field of MICROECONOMICS, which is the study and analysis of how people behave. Microeconomists look at things like the way in which people consume free supermarket samples of jam, or rate wine in blind tastings, or use online dating services. A lot of what they find is useful, even entertaining, even fun, in its way. And that’s the other reason Carlyle was wrong. Economics isn’t dismal. It has dismal bits, to be sure, and the whole idea of reducing the complexity and diversity of human behaviour to shared underlying principles can sound joyless. In public life, economists are often to be found playing the role of people who explain why something is unaffordable, or why some group of people have lost their jobs, or why some other group has to work longer for less pay. But that’s an accidental manifestation of what economics really is: the study of human behaviour in all its forms, and the attempt to discern principles and rules underlying the chaotic multiplicity of all the things we do. Psychology looks at people from the inside. Economics looks at them from the outside. Human beings aren’t dismal, and nor is economics.


The attempt to study human behaviour on this scale is a large undertaking, and it follows that economics is a large field. There are lots of different tribes within it. Nothing annoys economists more than the assumption that they are all essentially the same. An economist working as a risk analyst for an INVESTMENT BANK is very different from an academic economist whose main interest is the developing world and whose PhD thesis was (say) a study of water wells in Nigeria; a number-cruncher poring over industrial OUTPUT data at the Treasury is doing something very different from a microeconomist trying to design an experiment that studies cognitive mistakes made by people filling out insurance claim forms. More generally, economists get very annoyed at the widely held belief that they are all macroeconomists; that’s a view that’s held even by people who don’t know exactly what a macroeconomist is or does. Macroeconomists are the guys whose field was born out of the study of the Great Depression, and the attempt not to repeat it: they look at whole economies, up to and including the planetary level. They’re the people who are often seen as being at fault in not having predicted the credit crunch and the great RECESSION that followed. The Queen’s famously good question at the LSE – ‘Why did nobody see it coming?’ – is a macroeconomic question. But that’s by no means what most economists do and are.


I’ve made a bit of a shuffle here, by switching from the question of how to speak money to economics as a subject. I should point out that just as most economists aren’t macroeconomists, quite a lot of them have absolutely no interest in money. I don’t mean at the personal level: I mean they have no interest in money as a subject. In large parts of the discipline, or disciplines, of economics, money had come to be seen as no longer interesting at a theoretical level. Money had been solved. It was a way of keeping score of things being exchanged, but the real points of interest lay beyond and through it: it could be regarded as transparent, as safely ignorable. That seems pretty amazing now, with the benefit of hindsight, when we have seen a convulsion inside the function of money that took the entire global financial system to the edge of the abyss, with consequences that are bitterly present in many of our lives more than half a decade later. You could even say that large parts of the economic profession resembled the British defences at Singapore, with their guns pointing in the wrong direction.


There’s no consensus inside economics about the importance of money. There’s no consensus about anything, really, not even on how important were the credit crunch and subsequent Great Recession. ‘Who cares?’ an academic economist at the LSE said to me, apropos exactly this point. ‘What happens to hundreds of millions of very poor people in South Asia and sub-Saharan Africa is a lot more important. So we in the West are going to have a difficult decade or two – so what?’


This lack of consensus doesn’t just apply to the overall conclusions that people reach; it also touches on the very subjects of discussion, the terms of debate themselves. Economists and people who speak money argue all the time about things like inflation, not just in terms of what to do about it and its practical consequences, but actually in terms of the very essence of what it is and how it works and how best to define it. Here is the range of views, as summarised by Wikipedia:




Some economists maintain that high rates of inflation and hyperinflation are caused by an excessive growth of the money supply, while others take the view that under the conditions of a liquidity trap, large injections are ‘pushing on a string’ and cannot cause significantly higher inflation. Views on which factors determine low to moderate rates of inflation are more varied. Low or moderate inflation may be attributed to fluctuations in real demand for goods and services, or changes in available supplies such as during scarcities, as well as to changes in the velocity of money supply measures; in particular the MZM (‘Money Zero Maturity’) supply velocity. However, the consensus view is that a long sustained period of inflation is caused by the money supply growing faster than the rate of economic growth.





That’s an amazing spread of views to exist around something as fundamental to practical economics as inflation, bearing in mind that this is a subject right at the core not just of government economic policy, but the actual experience of daily life. I experienced it about an hour ago: Starbucks has just put up the price of its double espresso from £1.75 to £1.90. That’s easy to understand. Coffee the drink must be more expensive because coffee the COMMODITY is more expensive, right? No, not in this case. Two years ago coffee was trading at $2.10 a pound, whereas this month it’s at $1.07.‡ This means that the price of the one and only ingredient in my coffee has fallen by nearly 50 per cent, but at the same time the price of the drink has gone up 11.2 per cent! Not fair! The power at work here is the all-purpose, all-weather factor we’re discussing, inflation, which has raised the cost of everything involved in transporting and making the coffee and running the stores and paying the staff – at least, that’s what Starbucks would claim. It’s sort-of comforting, or at least I find it sort-of comforting, to reflect on the fact that inflation is mysterious in its essence as well as in disconcerting practical manifestations like the price of this drink.


As for money itself, that’s a subject of immense difficulty, again not just on the practical level, but in its essence and nature. There’s a standard definition of money in economics, or at least of the uses of money, as serving a triple function: a store of value, a medium of exchange, and a unit of account. But the real uses of money are more mysterious than this makes them sound, and its evolution is more mysterious too. There are sometimes arguments in science about whether specific breakthroughs are better defined as discoveries or as inventions: are the findings of mathematics discoveries of entities which pre-exist, or are they creations of the human imagination? Or both? Money is like that too. Did we invent it, or is it somehow inherent in transactions between people – implying that there is a ‘moneyness’ in exchanges, which money then abstracts and turns into an exchangeable thing in itself? (The popularity of this view was one of the reasons many economists had stopped being interested in money: the transactions were more interesting than the tool through which they were transacted.)


The historical fact of money’s invention or discovery is lost to us, but it does look as if the standard economists’ account of how money came to be is almost certainly wrong. That account features barter as the basic economic process: I have a pile of yams, you have a spare portion of goatskin; I need to make a covering, you need to eat, so we swap. This is barter, the beginning of economics. Another time, I have some more yams, and you have another goatskin; you’re still hungry, but I’m fine for covering, thanks. Yet you would still like to eat. So what we do is agree that some shells on the ground are worth the equivalent of the pile of yams; in future, I will be able to come to you and exchange the shells for the yams you owe me, or for some other agreed quantity of some other agreed thing. Behold! We have just invented money. Then we realise: maybe we don’t need the money-tokens at all; maybe all we need to do is keep score of who owes what to whom, and we can carry on exchanging things backwards and forwards, with each other and with other people, keeping track of the value of what we have exchanged via a notional quantity of those same shells, as a way of keeping score of who is owing what to whom. Gasp! We’ve just invented credit! So the sequence has gone: barter, money, credit, and we’re now ready for the development of something like a modern economic system.


The trouble with this account is that there is absolutely no evidence for its ever having occurred. In real-life examples from anthropology it looks as if credit in reality comes first: people agree to exchange goods and SERVICES on a credit basis even in the most ‘primitive’ societies, long preceding the invention of money.§ Credit isn’t that complicated an idea for us humans: we get it. The interwoven, interdependent nature of our existence makes us very quick to understand the circulating reciprocalities involved in the idea of credit. We invent money afterwards, for trading with people outside the circles we already know. As for barter, which is where the whole notion of money is supposed to come from, it’s vastly less common. The standard economic account of the invention of money has no evidence to back it up in the historical or anthropological record.


Even once we get a grip of this story, though, we still haven’t come close to capturing the deep weirdness of money in its modern manifestation, as digital bits moving from screen to screen which combine complete ephemerality with total power over us. As Steve Jobs once said, all computers do is shuffle numbers about. But these digital ones and zeros measure the value of our labour and define a large part of our being, not just externally in terms of the work we do and where we live and what we own, but in terms of what we think, how we see our interests, with whom we identify, how we define our goals and ambitions, and often, perhaps too often, even what we think of ourselves in our deepest and innermost private being. And yet they’re just ones and zeros. And these ones and zeros are willed into being by governments, which can create more of them just by running a printing press; in fact, thanks to the miracle of quantitative easing, they don’t even need to do that, but instead can just announce that there is now more electronic money. We’re inclined to think of money as a physical thing, an object, but that’s not really what it is. Modern money is mainly an act of faith; an act of credit, of belief.


One of the lessons of the credit crunch was that this credit, this belief, can be vulnerable. A moment came when it wasn’t clear, even to people at the heart of the system – the high priesthood of money itself – that the ones and zeros were worth what they were supposed to be worth. If people and companies couldn’t pay their debts, then all the accumulated credits in the financial system weren’t worth their NOMINAL value; and if that was the case, then, as George W. Bush so eloquently put it, ‘this sucker could go down’. Even after the financial system recovered from its near-death experience, it has proved hard to forget that moment of non-credit, and to let go of that sense of appalled wonder. Andy Haldane, Director of Stability at the BANK OF ENGLAND (great job title: perhaps each and every one of us should have a personal Director of Stability), made a study of modern derivative transactions and found that some of them involve up to a billion lines of computer code. That is beyond comprehension, not in a metaphorical way, but as a plain fact: no human can understand and parse a financial instrument of that complexity. None of us really understands how the labour of humans and the movement of goods and exchange of services can be turned into a purely financial transaction which involves a ‘black box’ financial instrument a billion lines long. We just have to take it on credit. One of the best books written about money is a history of it by the economist and economic historian John Kenneth Galbraith. It begins with a wonderfully bracing line: ‘I have nothing to say about the definition of money, other than that I mean what is generally agreed by using the term.’4 That, by refusing to engage with the problem, is a potent acknowledgement of its scale. In effect the great man is saying, ‘Money? I’ve no idea what that stuff really is.’


This, I think, is an important part of what is interesting about the language of money, and about the field of economics, and maybe even about people. There’s so much we don’t know, not just on a superficial level, but at the deepest levels too. That is why the language is so useful, and so important: it delineates the thing we’re talking about, in order to leave us clear to agree or disagree, to make up our minds or to fail to make them up, and come to the conclusion that while we can see the problem, we don’t entirely know what we think about it. At the present moment, economic news hasn’t been far from the front pages for more than about forty-eight hours anywhere in the Western world at any point in the last six years. The subject has dominated politics and loomed over ordinary lives; the specifics of which policies to follow have been the subject of extensive analysis everywhere from the news media to international summits to the blogosphere to the kitchen table. The subject under discussion, economics, purports to be a science. It is an extremely well-staffed and well-funded field of study, employing tens of thousands of people in both the private and public sectors; it has extensive experience of precedents and an incomparably greater amount of data than was available to any previous students of economic problems.¶ And yet, as Anatole Kaletsky wrote in The Times, all the main questions remain open:




In a recession, should governments reduce budget deficits or increase them? Do zero-interest rates stimulate economic recovery or suppress it? Should welfare benefits be maintained or cut in response to high unemployment? Should depositors in failed banks be protected or face big losses? Does economic inequality damage or encourage economic growth? … What all these important questions have in common is that economists cannot answer them.





This is an amazing state of affairs. For some, it is the moment to give up on economics as a discipline, to throw up the hands and announce that the whole subject is bollocks. (And maybe to throw open the window too, and announce, ‘I’m mad as hell and I can’t take it any more.’) This impulse is easy to understand, and has given birth to some good polemics, such as Steve Keen’s Debunking Economics. And indeed, when faced by an institutional arrogance among some economists – a semi-autistic refusal to see the human context of their own subject, a blindness to their own shortcomings and the limits to their own knowledge – there are times when it’s tempting to go along with the refuseniks. But it’s more tempting still, I would suggest, to swap perspectives on the question. The lack of definitive conclusions isn’t a weakness in the field, it’s what’s interesting about it. The chaotic lack of consensus arises because economics is ‘the study of mankind in the ordinary business of life’. When is anyone going to reach any final verdicts about that? The nature of the difficulty was touched on by KEYNES, quoting a remark made to him by Max Planck, the German scientist and theoretician who made the intellectual breakthrough which led to the birth of quantum physics. That would make Planck one of the most brilliant mathematician-physicists the world has ever seen:




Professor Planck of Berlin, the famous originator of the Quantum Theory, once remarked to me that in early life he had thought of studying economics, but had found it too difficult! Professor Planck could easily master the whole corpus of mathematical economics in a few days. He did not mean that! But the amalgam of logic and intuition and the wide knowledge of facts, most of which are not precise, which is required for economic interpretation in its highest form, is, quite truly, overwhelmingly difficult for those whose gift mainly consists in the power to imagine and pursue to their furthest points the implications and prior conditions of comparatively simple facts which are known with a high degree of precision.5





Keynes’s point – which was also Planck’s point – is that in economics, the mathematics can’t be relied on to do all the work. The ‘amalgam of logic and intuition and the wide knowledge of facts, most of which are not precise’, makes the field one requiring an unusual mix of aptitudes. This, of course, is what is fascinating about it: the fact that its complexity derives from the variety of human lives. We’re not simple, so why should economics be?


At this stage, the question arises: if economics and money-stuff is so inherently interesting, why do people hate it so much? Why does the field feel so alienating to outsiders? The answer, I think, is to do with a wrong turn taken by a particular segment of the economics profession, and the way that turn helped contribute both to the crisis of 2008 and the Great Recession which followed. There are two main contributing factors to the wrong turn: one of them is a tendency in the field, an apparently built-in bias towards a specific intellectual mistake; the other is the grip of one particular sub-species of economics, calcified into a narrow view of how markets and societies must function.


To take the tendency first, the factor at work here is a general predisposition to be overconfident about the discoveries of economics. It would be wonderful to find laws of human behaviour, cast-iron rules that we know we can rely on, at all times and in all weathers, and which are always present under the apparently chaotic diversity of human behaviour. (It’s the dream of doing that which underlies one of the masterpieces of science fiction, Isaac Asimov’s Foundation trilogy.) One of the things which readers love about works such as Stephen Dubner and Steven Levitt’s Freakonomics is the idea that apparently simple economic principles underlie everything from the crime rate to why drug dealers live with their mothers to which schools are fiddling their exam results. These human phenomena, so complicated and so apparently diverse, can be shown to be the product of a few fairly obvious rules. ‘Freakonomics establishes this unconventional premise: If morality represents how we would like the world to work, then economics represents how it actually does work.’6 Economics looks beneath the surface and sees the maths at work.


It’s an attractive idea – though having said that, lots of people find the programme of looking through human things to seek abstract principles at work to be cold and dissociated. Still, even if you’re not the kind of person to be tempted into this kind of thinking, it’s possible to see how it might be useful, and exert a gravitational tug. The problem is that there is a temptation to see the underlying principles in the wrong light: to see them as fixed laws, analogous to those of physics, rather than as guidelines, as aids to thought, as crutches and assistants. The danger is something that was clear to Alfred Marshall, the Cambridge professor who was both the first person to create a mathematical foundation for economic laws and the first to warn of the dangers and difficulties implicit in thinking of economics in this way.


Right at the beginning of his 1890 masterwork, Principles of Economics, Marshall considers the example of the laws of gravity, which are precise and permanent and definite, and concludes that ‘there are no economic tendencies which act as steadily and can be measured as exactly as gravitation can: and consequently there are no laws of economics which can be compared for precision with the law of gravitation’. In looking for a metaphor for how the laws of economics work, Marshall finds one in an interesting place: tides. We understand how tides work, and we know exactly what the phases of the moon are, and we have the historical data to show high and low tides everywhere around our coasts and up our rivers, and, using all this, ‘people can calculate beforehand when the tide will probably be at its highest on any day at London Bridge or at Gloucester, and how high it will be there’. The crucial word is ‘probably’. ‘A heavy downpour of rain in the upper Thames valley, or a strong north-east wind in the German Ocean, may make the tides at London Bridge differ a good deal from what had been expected.’ The point is:




The laws of economics are to be compared with the laws of the tides, rather than with the simple and exact law of gravitation. For the actions of men are so various and uncertain, that the best statement of tendencies, which we can make in a science of human conduct, must needs be inexact and faulty. This might be urged as a reason against making any statements at all on the subject; but that would be almost to abandon life. Life is human conduct, and the thoughts and emotions that grow up around it. By the fundamental impulses of our nature we all – high and low, learned and unlearned – are in our several degrees constantly striving to understand the courses of human action, and to shape them for our purposes, whether selfish or unselfish, whether noble or ignoble. And since we must form to ourselves some notions of the tendencies of human action, our choice is between forming those notions carelessly and forming them carefully. The harder the task, the greater the need for steady patient enquiry; turning to account the experience, that has been reaped by the more advanced physical sciences; and for framing as best we can well-thought-out estimates, or provisional laws, of the tendencies of human action.7





The term ‘law’ means, then, nothing more than a ‘general proposition or statement of tendencies, more or less certain, more or less definite’.


That, I think, is the single most important thing ever written about the laws of economics. ‘A general proposition or statement of tendencies, more or less certain, more or less definite’: now that can be a very useful thing, especially if it never forgets its own tentativeness and provisionality. When economists talk about models, this is the kind of thing they are supposed to have in mind: guides to clearer thinking, general propositions ‘more or less certain, more or less definite’. Here’s one example, from the work of the Nobel Prize-winning Israeli psychologist Daniel Kahneman. His first proper job as a psychologist was during his national service in the Israeli army, where he set out to study the army’s techniques for assessing the quality of recruits. The soldiers were given an extensive battery of psychometric tests, followed up by an interview. One of the aims of the process was to assign the recruits to the various branches of the army: artillery, armour, infantry, etc. Kahneman studied the existing techniques and framed them in a new way. A test of this sort, Kahneman thought, is in essence an attempt at predicting the future: how well will the person being tested perform at the work they need to do? So now he asked a question which didn’t seem to have occurred to anyone, or at least not occurred with sufficient force: were the tests any good at that feat of prediction? The answer: no. The process was useless. Interviewers consistently made what Kahneman later came to call a ‘substitution’: they took their evaluation of what the soldier was like, and how well he had performed in the tests and interview, and substituted that for the real question at issue, which was to predict what kind of soldier he would be. Instead of answering the question ‘How will he do?’ the interviewers were substituting the question ‘What is he like?’ Kahneman went to work and came up with a new model for how the assessments should be done – and he to this day advocates the technique for job interviews.




If you are serious about hiring the best possible person for the job, this is what you should do. First, select a few traits that are prerequisites for success in this position (technical proficiency, engaging personality, reliability, and so on). Don’t overdo it – six dimensions is a good number. The traits you choose should be as independent as possible from each other, and you should feel that you can assess them reliably by asking a few factual questions. Next, make a list of those questions for each trait and think about how you will score it, say on a 1–5 scale. You should have an idea of what you will call ‘very weak’ or ‘very strong’ …





Calculate each score separately, and then add them up. Kahneman said the process should take about half an hour.




Firmly resolve that you will hire the candidate whose final score is the highest, even if there is another one whom you like better – try to resist your wish to invent broken legs to change the ranking. A vast amount of research offers a promise: you are much more likely to find the best candidate if you use this procedure than if you do what people normally do in such situations, which is to go into the interview unprepared and to make choices by an overall intuitive judgement such as ‘I looked into his eyes and liked what I saw.’8





This technique sounds like a very blunt instrument. That’s certainly what the interviewers themselves thought. They were trained and intelligent people (and they were also mainly women, who at that point weren’t allowed in combat roles in the Israeli defence forces) and they resented being forced to apply this simple technique for interviews, in place of a complex and nuanced process of assessment. ‘You are turning us into robots!’ said one of them. In response to that objection, Kahneman added another stage to the interview, after the allocation of points across six categories: ‘So I compromised. “Carry out the interview exactly as described,” I told them, “and when you are done, have your wish, close your eyes, try to imagine the recruit as a soldier, and then assign him a score on a scale of 1 to 5.”’9


The results were startling: the crude point-scoring process was much better than the apparently more sensitive and inflected former process had been. The tests went from being ‘completely useless’ to ‘moderately useful’. What’s more surprising is that this is an outcome which has been repeatedly confirmed by experiment. Using a crude tool like a point score, job interviewers do a better job of predicting how interviewees will turn out in the jobs for which they’re being assessed. We are not nearly as good at evaluating people in interviews as we think we are. Relying on the numbers does much better. Kahneman found another thing, though, and greatly to his surprise: the ‘close your eyes’ intuitive score performed as well as the numerical test – which in turn performed far better than the old-school purely intuitive interview process. So intuition went from being completely useless to markedly useful, once a structured process of assessment had been introduced to help it. ‘I learned from this finding a lesson that I have never forgotten: intuition adds value even in the justly derided selection interview, but only after a disciplined collection of objective information and disciplined scoring of separate traits.’|| You’d think that common sense and experience and intuition would be the best guides for the interview process – but they just aren’t. Your best guide is having a fixed system for awarding points; only after doing that should you use your own subjective evaluations.


This is both a metaphor for and an example of how models are supposed to work in economics. The questions in the structured interview process don’t even need to be all that well framed: the thing which makes them effective is the structure, the grid they impose on the interviewers’ thinking and assessments. That’s what economic models are, or should be: guides, aids, assistants. But there’s a tendency for them to undergo definition creep: from guides, aids, assistants to axioms, rules, laws. On the lecture platform, economists will often say things like ‘My model shows …’ The striking thing about that is the idea that a model can show something. A model can imply, suggest, guide, hint, invite us to conclude, but it can’t in that strong sense ‘show’. In economics, models are spoken of as being made of physics when in truth they are made of Lego. They have that degree of provisionality and tentativeness and, importantly, rebuildability. There’s a permanent invitation to take them apart and put them together again in a form that works better. People in the business know this perfectly well. They’re not stupid. But there is an inbuilt tendency for that definition creep, for Lego models to start turning into equations that have, in the great phrase of Richard Feynman, ‘the character of physical law’.


There’s a visual metaphor for the process in the form of an amazing device called the Phillips machine, the creation of a remarkable New Zealander called Bill Phillips. After a roundabout route to the world of economics via a spell in a Japanese prisoner-of-war camp, Phillips set up a workshop in a Croydon garage. There, using recycled Lancaster bomber parts, he bodged together a machine which used the flow of water to demonstrate the functioning of the entire British economy. There was a point at which these machines, known as MONIACs – Monetary National Income Analogue Computers – were all the rage: there are about twelve of them (no one knows exactly how many were built) in places as diverse as the CENTRAL BANK of Guatemala, the University of Melbourne, Erasmus University in Rotterdam, and Cambridge, which has the only one that still works. The Phillips machines/MONIACs were fine-tuned to simulate different economic conditions: the New Zealand one, for instance, was set up to match the specific dynamics of the New Zealand economy. Feel free here to make up your own joke about sheep and/or Lord of the Rings.
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