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    Dedicatória

    Para Brasília, cidade que nasceu do nada e me ensinou que o futuro é sempre possível.



    Da palavra ao prompt

    Prefácio, por Suzana de Miranda

Se tem algo constante no mundo da escrita, com certeza é a mudança. Nos últimos anos, tenho acompanhado de perto as transformações do mercado de conteúdo. Da redação ao copy, do copy ao UX writing, do UX writing ao… prompt writing. 

Poucos profissionais conseguem estar à frente dessas ondas de inovação. Bruno Rodrigues - por quem eu tenho grande admiração - é um deles.

Conheci Bruno na época em que ele dava aula de UX writing. Eu era redatora e queria entender o conceito recém-chegado de olhar para o texto pensando em experiência de usuário. Bruno abriu minha mente. 

Até hoje lembro dele falando: “o todo é composto por partes, e cada parte carrega a memória do todo". Uma lição preciosa de como cada detalhe importa. 

Agora, com os avanços da Inteligência Artificial Generativa, não me surpreende que ele tenha se tornado uma referência em Inteligência Artificial aplicada à escrita.

O que me impressiona, sempre, é essa rara capacidade que ele tem de transformar conceitos complexos em uma didática cativante. 

Este livro é prova disso. Mais do que técnica, você encontrará aqui uma jornada que combina leveza e profundidade, história e prática, clareza e inspiração. Um guia para compreender o presente e se preparar para o futuro da escrita com inteligência artificial. 





    Introdução

No verão de 1983, eu estava prestes a completar 16 anos quando me inscrevi em um curso de microcomputador no colégio onde havia estudado até o ano anterior. Era uma forma de matar as saudades dos colegas durante as férias e, ao mesmo tempo, me manter conectado a uma área que sempre me fascinou: a tecnologia.

Lembro bem das duas ou três primeiras aulas. Eu estava animado. Havia algo de quase mágico naquela pequena máquina, com sua tela preta e letras verdes, que nos era apresentada como “o futuro”. Falava-se com entusiasmo sobre a revolução que estava em curso, e, de fato, estava. 

Apenas um ano antes, nos Estados Unidos, em 1982, havia sido lançado o Commodore 64, um dos primeiros microcomputadores pessoais de grande impacto no mercado. Ele vinha com 64KB de memória RAM e rodava programas a partir de cartuchos ou disquetes, permitindo que pessoas comuns pudessem, de casa, escrever códigos e interagir com o computador de maneira direta. Pela primeira vez, uma máquina que antes era restrita a grandes instituições ganhava espaço em casas e escolas.

Na quarta ou quinta aula, foi minha vez de segurar um disquete pela primeira vez. Aquilo, para mim, já era revolucionário. Com ele, eu passava a armazenar meus próprios programas. Escrevia códigos em Basic, a linguagem de programação que nos ensinavam ali, e que se tornara padrão de entrada para iniciantes. O nome era uma sigla para Beginner’s All-purpose Symbolic Instruction Code, ou seja, um código simbólico de uso geral para principiantes. Era simples, ou deveria ser.

Mas foi ali que começou minha primeira decepção. O Basic, mesmo com sua proposta amigável, ainda era distante da linguagem humana. Os comandos exigiam lógica formal, uma estrutura mental que nem sempre combinava com minha intuição linguística. Era como aprender um novo idioma, só que sem metáforas, sem ambiguidade, sem subjetividade. E aquilo, para alguém como eu, que adorava as palavras, era desconfortável.

Sem perceber, eu estava tendo meu primeiro contato com o que hoje chamamos de prompts. E não era só eu: o mundo inteiro, mesmo que timidamente, começava a descobrir como interagir com essas máquinas por meio de comandos escritos em cursos como o meu, ou comprando (ainda por valores altíssimos) os primeiros microcomputadores domésticos. Ou melhor, microcomputadores pessoais, como eram chamados na época.

Naquele momento, desanimei. Eu não imaginava, nem de longe, que um dia seria possível o ser humano se comunicar com a máquina de forma fluida, clara, natural, como se fosse uma conversa.

Décadas se passaram e, em novembro de 2022, vivi outro momento mágico. Como pesquisador em Ciência da Informação, dedicado à inovação e à escrita digital há três décadas, recebi com espanto e entusiasmo a notícia de que a OpenAI estava liberando gratuitamente o ChatGPT para uso do público. Aquilo era inédito.

Pela primeira vez, milhões de pessoas ao redor do mundo poderiam conversar com um sistema de inteligência artificial usando apenas linguagem natural. Sem códigos. Sem comandos. Apenas com palavras.

Era como se o abismo entre humano e máquina, que me assustou lá em 1983, estivesse finalmente sendo preenchido. E mais: a IA agora não apenas respondia, mas também escrevia. Criava. Gerava conhecimento. 

Sim, sei que tudo isso se dá em um sistema comercial, em um mercado capitalista que visa lucro. Mas, ainda assim, o acesso à tecnologia como instrumento de distribuição da informação e construção coletiva do conhecimento é, para mim, um dos maiores feitos da nossa era.

Seja com investimento individual, empresarial ou estatal, a democratização do conhecimento mediada pela IA Generativa é uma transformação sem volta. E é justamente essa transformação que me motiva a seguir escrevendo, pesquisando e trabalhando com comunicação digital.



Foi por isso que decidi escrever este livro, nascido da alegria e da surpresa por ver, mais uma vez, a tecnologia nos sacudir, como sempre fez. Com promessas, com desafios, com potenciais desconfortos.
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    Capítulo 1 - A semântica e o contexto na era digital

    É fácil esquecer que, antes de qualquer algoritmo, há uma palavra. E antes da palavra, há a intenção. Em tempos de interação com sistemas cada vez mais autônomos e generativos, somos levados a pensar que basta escrever e que o sistema compreenderá. Mas não. A IA responde a palavras, sim, mas a partir do que elas significam em seus dados de treino. Se o sentido não estiver claro ou não estiver lá, a resposta pode não vir. Ou vir torta.

Abro este capítulo com uma pergunta essencial: o que faz uma palavra significar o que ela significa?

A semântica no centro do entendimento

A semântica é o ramo da linguística que estuda o significado das palavras, expressões e sentenças. Ao contrário da sintaxe, que analisa a forma e a estrutura da linguagem, como organizamos os elementos numa frase, a semântica investiga o conteúdo que está sendo comunicado.

Em linguagem natural, essa distinção entre forma e sentido é essencial. Por exemplo: a frase “A chave abriu a porta” tem uma estrutura gramatical clara (sintaxe correta), mas é a semântica que permite sabermos que “chave” refere-se a um objeto físico usado para destrancar a “porta”, e não, digamos, à palavra-chave de um artigo científico ou a uma “chave” de fenda.

Esse entendimento semântico se ancora em uma combinação de repertório cultural, experiências compartilhadas e contexto. Modelos de IA também buscam fazer isso, mas com uma diferença crucial: eles não compreendem o mundo, apenas mapeiam padrões.

Palavras que dizem mais do que parecem

Boa parte do desafio semântico está nos termos polissêmicos, aquelas palavras com múltiplos significados. “Manga”, por exemplo, pode significar a fruta tropical, a parte da camisa que cobre o braço, ou até, em contextos específicos, a extremidade de um acessório hidráulico.

A escolha do sentido correto dependerá do contexto da frase, do repertório do falante (ou redator), e da interpretação do interlocutor, seja ele humano ou máquina. 

Modelos de linguagem treinados por IA Generativa, como o GPT, aprendem associações estatísticas baseadas em grandes volumes de texto. Se a frase for “a manga da camisa estava rasgada”, o modelo tenderá a escolher o sentido “vestuário” com base na coocorrência das palavras. Mas, se a frase for mal construída ou ambígua (“ele pegou a manga e vestiu”), o modelo pode se confundir. E a resposta pode se desviar do que se pretendia.

IA e o entendimento do significado

Vale lembrar que modelos de linguagem não entendem significado no sentido humano. Eles simulam entendimento com base em probabilidade: dado um determinado conjunto de palavras, qual é a próxima palavra mais provável? Essa operação, simples na base, mas sofisticada na escala, gera frases coerentes, mas nem sempre precisas.

Por isso, quando dizemos que sistemas de IA “interpretam” linguagem, é importante lembrar que essa interpretação é estatística, não experiencial. Não há compreensão no sentido humano de vivência. O modelo “entende” a palavra “amor” não por já ter amado, mas por já ter lido milhões de textos que falam sobre o amor.

Essa limitação pode parecer trivial, mas é justamente ela que reforça a necessidade de sermos cuidadosos, conscientes e estratégicos ao escrever para IAs. Palavras ambíguas, contextos implícitos demais, figuras de linguagem mal posicionadas: tudo isso pode comprometer a geração textual. Afinal, o modelo responderá com base no que acha que você quis dizer, não no que você efetivamente disse.

Por que isso importa para o prompt writing?

Quando escrevemos um prompt, estamos dando instruções. E instruções mal interpretadas geram resultados imprecisos. Prompt writing eficaz, portanto, depende de escolhas semânticas claras, com palavras que comuniquem o que se quer da forma mais inequívoca possível.

Por isso, se um prompt pede “resuma os principais pontos do artigo”, o modelo pode responder com tópicos, com parágrafos curtos ou com frases soltas: tudo isso pode ser entendido como “resumo”. Mas se o prompt for “liste em tópicos os três principais argumentos apresentados no artigo X”, a semântica muda. A palavra “liste” já indica a estrutura da resposta; “tópicos” reforça o formato esperado; “três principais argumentos” limita o escopo; e “apresentados no artigo X” ancora a fonte. Cada palavra adiciona uma camada de significado que reduz a margem de erro da IA. A base da precisão está no sentido.

Semântica é, portanto, o ponto de partida para uma nova era da escrita digital: uma era em que não basta saber escrever bem, é preciso ter precisão semântica. Significado claro, contexto evidente e estrutura pensada: esse é o tripé que sustenta uma comunicação eficiente com sistemas de IA Generativa.

Contexto é rei

Em 1996, Bill Gates escreveu um artigo com o título Content is King. Quase 30 anos depois, é possível dizer que ele estava certo, mas com um adendo: sem contexto, o conteúdo perde o trono. No universo da linguagem natural e, especialmente, na comunicação com sistemas de inteligência artificial generativa, o contexto é o novo rei.

Mais do que saber quais palavras usar, é preciso entender onde elas estão inseridas. Afinal, nenhuma palavra existe no vácuo.

Pense na palavra “banco”. Ela pode significar:


	Uma instituição financeira (“fui ao banco sacar dinheiro”);


	Um assento de madeira (“sentei no banco do parque”);


	Uma formação geológica (“banco de areia”);


	Uma estrutura de dados computacionais (“banco de dados relacional”).





O que define o sentido é o contexto da frase e do discurso. Quando uma pessoa lê ou ouve essas frases, ela rapidamente identifica o significado mais provável com base no cenário, na sua bagagem cultural e na coocorrência de palavras. Um sistema de IA também faz isso, mas de outro modo: com base em padrões de ocorrência estatística extraídos de bilhões de palavras em seus dados de treino.

Portanto, o contexto funciona como uma chave de interpretação, tanto para pessoas quanto para máquinas. Mas, para a IA, essa chave precisa ser bem mais explícita.

Como a IA entende contexto?

Modelos como o GPT-4 ou Claude operam com o que se chama de context window (janela de contexto), que é o trecho de texto recente que o sistema analisa para prever a próxima palavra ou gerar uma resposta. Essa janela pode ter milhares de tokens (palavras ou pedaços de palavras), mas ainda assim tem limites. 

Se o contexto não for fornecido de maneira clara e consistente, o modelo tomará decisões com base em suposições estatísticas genéricas, e não específicas ao caso.

Por exemplo, imagine o seguinte prompt: “Explique o uso do banco em projetos de TI.”

Sem mais informações, o modelo pode entender que se trata de “banco de dados”, “banco de talentos” ou até mesmo “banco de horas”.

Agora compare com: “Explique como o banco de dados relacional é usado no desenvolvimento de sistemas de gestão financeira.”

Nesse segundo caso, o contexto elimina a ambiguidade. O modelo agora tem elementos suficientes para gerar uma resposta mais relevante.

Técnicas de contextualização em prompts


O segredo está em fornecer sinais claros. Eis algumas práticas essenciais:


	Inclua detalhes situacionais: tempo, lugar, uso pretendido. Ex: “no contexto de uma empresa de pequeno porte em 2023…”.


	Especifique o público-alvo: “voltado para estudantes de ensino médio”, “escrito para executivos da área de seguros”.


	Use referências culturais ou institucionais claras: “segundo a legislação brasileira…”, “conforme o padrão da W3C para acessibilidade…”.


	Evite deixar o modelo adivinhar: mesmo se parecer óbvio para você, diga explicitamente do que está falando.




Essas técnicas valem não apenas para prompts, mas também para textos produzidos com apoio de IA, como artigos, posts e relatórios.

O erro da neutralidade ilusória

Em muitas organizações, há uma busca constante por uma linguagem neutra, “universal”, sem marcas de tempo, lugar ou autoria. No entanto, na IA generativa, isso costuma ser contraproducente. 

Um prompt que diz apenas “explique o conceito de liderança” pode gerar resultados genéricos, cansativos e pouco aplicáveis.

Agora, veja o que muda ao adicionar contexto: “Explique o conceito de liderança horizontal no contexto de startups brasileiras em fase de escala”. 

O conteúdo gerado tende a ser muito mais útil, direcionado e prático, exatamente porque o contexto restringe o campo semântico.

Contexto é também temporal

Palavras mudam de sentido ao longo do tempo. A palavra “nuvem”, hoje comum em expressões como “armazenamento em nuvem”, tinha até poucos anos atrás um uso quase exclusivamente meteorológico. O mesmo ocorre com “streaming”, “influencer”, “viral”. Modelos de IA treinados com textos até um determinado ano não saberão, por exemplo, interpretar gírias recentes ou significados ainda não consolidados. Por isso, fornecer marcos temporais no prompt também é uma estratégia eficaz. 

Exemplos:


	“Com base nas tendências de marketing digital em 2024…”;


	“Considerando as mudanças na legislação brasileira entre 2021 e 2023…”.




Esses detalhes ajudam o modelo a ajustar sua régua temporal para gerar respostas mais alinhadas à realidade desejada.

Palavra sem contexto é só ruído

Em síntese, a palavra só ganha potência quando ancorada em um contexto claro. Isso vale para textos e, especialmente, para prompts.

Em IA generativa, contexto não é acessório: é motor. É o que separa uma boa resposta de um ruído aleatório. E mais: é o que permite que as ferramentas nos sirvam com precisão, e não nos levem a interpretações equivocadas por nossa própria omissão.
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