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            Introduction: Our Brave New World

         

         
            AI is likely to be the best or worst thing to happen to humanity.

            —stephen hawking

         

         The Intelligent Machine Age is upon us, and we are at a reflection point. We are already surrounded by artificial intelligence (AI), which is having a profound impact on all facets of science and life. For the first time in human history, we are making machines that will think and evolve without human control. The era of our intellectual superiority is ending. As a species, we need to plan for this paradigm shift. Whether intelligent machines will learn from the darkest parts of our human nature, or the noblest, remains to be seen. xivAt the moment we are more focused on advancing the technology and predicting its outcomes than on addressing how it will affect humanity and define our future. We need to reconsider some of our most entrenched assumptions and beliefs about ourselves and our place in the world. Paradoxically, we also need to ask what technology can teach us about being better humans.

         This crossroads in the history of technology compels us to assess the value of intelligence, both organic and synthetic. Are we entering a new Industrial Revolution or something far more profound? If we make humanitarian ideals central to how we develop and deploy intelligent technologies now, we have a chance at preserving and advancing humankind, and, just maybe, making a leap forward instead of a dystopian step backward. While it may be unrealistic to expect that we will be able to seamlessly integrate with our intelligent creations, we must constantly strive to uphold our values, to become better people as we design better machines. This is a book about how our relationships with the technologies we create will help us reimagine what it means to be human and who gets to be included in the definition of humanity. It’s about how we can continue to seek purpose, and how this search will challenge some of our most deeply held beliefs.

         The Information Age, sometimes also called the Digital Age, has been incredibly fruitful technologically and beneficial to humankind in many ways. It is also now ending. We are rapidly transitioning to a new age. Whether this new era will one day be called the Experience Age, the Conceptual Age, the Superhuman Age, or something else, this next wave of technological development—from nanotechnology and biotechnology to space exploration and robot avatars—will be brought about not by human inventors alone, but by humans working with a generation of machines exponentially more advanced than anything we have seen before. This will upend patterns in human xvbehavior, transforming the dynamics of how we see ourselves, others, and our machines.

         We are living at the end of the last cycle of technological development led entirely by humans. Artificial intelligence is defining and determining the next era of technology and, thereby, our future.

         INTELLIGENT MACHINES

         While earlier technological revolutions have also provoked crises—such as the Atomic Age and the Protestant Reformation—historically humans have had long periods of time in which to absorb, adjust to, and incorporate transformative new technologies into their lives. This time, however, we don’t have the luxury of decades to assimilate the changes that intelligent machines are poised to unleash on the world.

         We are becoming irreversibly reliant on computers and machines, using our human memory less, and cognitively offloading more of our tasks, problem-solving, and learning. Simple forms of AI are already present and influential—from talking to Siri, to browsing Netflix and Google, whose proprietary algorithms do everything from suggesting the next movie to watch or career to pursue, to designing video games and flying drones. Driverless cars will spawn driverless taxis, trains, and trucks, pilotless airplanes, autonomous drones that drop medicines and bombs; robots that can win chess matches, write poetry, and compose music that people believe was written by Bach are already realities.

         Futurist Ray Kurzweil predicts that we will reach “technological singularity,” where machine intelligence surpasses human intelligence and comprehension, in less than thirty years.1 While some think it will happen much sooner, others in the debate argue that it is a hundred years in our future, if it will even happen at all. No matter your stance xvion the timeline, the fact is that these technologies are now advancing at an extraordinarily fast clip. AI algorithms are already omnipresent in our daily lives.

         Many of us are willfully ignorant about how much sway AI algorithms already have over our decision-making, or how we are now partially existing in virtual worlds. Consider how much of your life is spent online. (The typical American now spends twenty-four hours a week on average on the web.2) Consider, too, all of the data and personal information we already hand over to bots and companies. Digital devices and online platforms are ubiquitous. We are losing control over our technology, which creates enormous potential for malicious use. Our privacy is already compromised; underinformed political leaders are incapable of regulating technology companies,3 much less understanding the science itself; and the complexity of the issues cannot be solved solely with algorithms or by those who craft them.

         We are merging with our machines, delegating more decision-making to them without acknowledging how much our own cognitive abilities are becoming enmeshed with theirs. A 2015 study at Yale University, published in the Journal of Experimental Psychology, showed that “people who search for information tend to conflate accessible knowledge with their own personal knowledge.”4 In many cases Google is doing a significant amount of our “thinking” for us, and we subconsciously identify what we have searched for as a part of our actual memory.5 Have you ever been browsing Netflix, only to notice that you have selected a movie with the same actor who was in the last film you watched? Did you think you chose the film, or did the film in fact choose you? Of course, this was no coincidence. The movie was already preselected for you, based on your viewing history. The same goes for why your Facebook feed seems uncannily simpatico with your preexisting preferences and viewpoints. Have you shopped online or searched for a product, only for it to appear shortly thereafter in a xviiGoogle, Facebook, or Instagram ad? Did you click on it again? Did you buy it this time? Or did it influence you to purchase the item in the real world at a physical store?

         Whether you are deciding what shoes to purchase, which friends to “friend,” or whom to vote for, an algorithm is involved. When the police decide how to allocate resources, when an insurance company determines your premiums, when someone lands on the “no fly” list, an algorithm is involved.6 Today an algorithm can predict your sexual orientation with startling accuracy (better than humans) by looking at an image of your face.7 While we are catching on to Google ads and Netflix recommendations, which seem harmless enough to many of us, are we registering just how successful machine intelligence already is at influencing the estimated 35,000 “remotely conscious” decisions you, and every adult, make every single day?8 I believe we are not. Our elected leaders are not. We are completely unprepared for the nearterm impact and consequences of this smart technology. And, as I will argue in this book, despite a well-intentioned fledgling “algorithmic accountability movement,”9 we are alarmingly unready for the reality of powerful AI that reaches conclusions and decisions independent from human intervention.

         Unless we deliberately intervene, AI will not develop an algorithm that values human concerns. I hope to convince you that we must acknowledge the science, face our technological fears, debate our present and future human and civil rights, and marshal the moral courage to create intelligent machines that reflect our humanity in all of its diversity. AI is changing the very way we approach science, and its successful development requires a combination of proficiencies, from neuroscience and psychology to mathematics and engineering. Modern computing power has begun to unlock what has been holding AI back for decades. The algorithmic clock is ticking. What we do today, who we are, and who we become will be mirrored in the AI we build.

         
            xviiiBy far, the greatest danger of Artificial Intelligence is that people conclude too early that they understand it.

            —eliezer yudkowsky

         

         Mathematician I. J. Good said that “the first ultraintelligent machine is the last invention that man need ever make … provided that the machine is docile enough to tell us how to keep it under control.”10 Philosopher Nick Bostrom adds that, with respect to developing AI, “humans are like small children playing with a bomb.”11

         Lest you think we should let the machines sort out the future without factoring in the human condition, including our conflicts, emotionality, aspirations, and demons, just consider one of many early examples of what happens when AI operates without intentional ethical constraints and with our own biases—like the racist rants a Twitter chatbot learned within its first twenty-four hours of going live.12 Facebook has allowed real estate advertisers to target housing ads exclusively to white people.13 And then there is the use of algorithms to influence outcomes with global implications, as in the 2016 U.S. presidential election cycle, which was disrupted by a proliferation of “fake news” that was quickly disseminated by social media bots.14 Truth itself is being threatened by machines that are currently controlled and programmed by people.

         To briefly define the terms in this book, “technology” is used broadly here to mean both the application of scientific knowledge for practical purposes and the machines and equipment developed from such application of scientific knowledge. Artificial, machine, digital, synthetic, or virtual “intelligence”—AI, broadly speaking—refers to robotics, software, and computers that have the capacity for “intelligent behavior.” I will use the term “AI” throughout this book, although at times I will be referring to specific applications deployed in numerous variations.

         xixThere is no uniform definition of AI that everyone agrees on, but generally, it is understood that the “reactive” machines being developed to mimic human behavior that are in use now are known as “narrow” and “weak” forms of AI. By contrast, “general” AIs are those that are able to learn and think for themselves and thus, at least in theory, become intelligent. Artificial general intelligence, “strong AI,” or AGI refers to a machine that has an authentic capacity to “think,” will have at least “limited memory,” and will be capable of performing most human tasks. Artificial superintelligence or “ASI” is a speculative technology that would be self-aware, and some have suggested there should be a fourth category of AI, “conscious AI.”

         Algorithms are at the heart of AI. Modern computer algorithms have been around since the 1950s, although ancient algorithms first appeared in the ninth century. The Persian scientist, astronomer, and mathematician Abdullah Muhammad ibn Musa al-Khwarizmi, often cited as “the father of algebra,” was indirectly responsible for the creation of the term “algorithm.” In a twelfth-century Latin translation of one of his books, his name was rendered as “Algorithmi.”15

         A very simple explanation of an algorithm is that it is a step-by-step process for completing a task. Of course, algorithms are primarily associated with math and computer science, but something as ordinary as a food recipe is also an algorithm.

         So an algorithm is a guide, or a set of formulaic instructions, which become computer programs that tell a machine what to do. With an AI algorithm, the computer can then begin to learn on its own, teaching itself, without being specifically reprogrammed by humans. This is called machine learning. When it learns (based on training data, for example), it updates its internal model to reflect what it has learned from its new training. Once the model is ready, it can be used to answer questions about new examples that have not been previously seen. With “reinforcement learning,” a machine training method that xxallows AI to learn from past experiences, a computer or piece of software can automatically find the ideal behavior needed to maximize performance in a given context, without human intervention. AI technology is thus progressing quickly from solving basic problems to learning from the resulting data in order to act with “intelligence”—or at least a simulation of biological intelligence.

         But what exactly does “intelligence” mean in this context? Does AI have thoughts? If an inanimate object is intelligent and can think for itself, does that mean it could have cognitive abilities such as perception, memory, judgment, and reasoning? Does it truly know things, or does it just store or generate data? What about sentience, feelings, emotions like joy and anger, and other experiences that living things share and that we associate with intelligence? Some people postulate that all organisms are simply algorithms: does this mean that life can actually be designed by copying nature with artificial means? Others suggest that our entire existence (including the universe) is merely a simulation running on some cosmic computer.16 We’ll take a more in-depth look at the science and what constitutes “intelligence” in chapter 2.

         One of the polemical questions surrounding AI is, Could a substantially advanced intelligent machine become conscious—could it become aware of its own existence? A wide philosophical divide separates those who believe that consciousness is, in general, explainable as a purely material process of neurons interacting, and those who argue that there is something more, an indefinable quality beyond the realm of science, something Vladimir Nabokov called that “marvel of consciousness—that sudden window swinging open on a sunlit landscape amidst the night of non-being.”17 The mystery of what being conscious even means, for humans and other living things, is so fiercely debated that there is no consensus yet on whether the answers are even knowable. In chapter 8 we will explore the meaning of xxi“consciousness,” what it means to be alive, as well as whether highly developed AGI could learn to be conscious.

         Irrespective of their capacity for consciousness, should artificially intelligent entities have rights? Further still, if artificially intelligent beings potentially have rights or personhood, do we humans have the right, and/or the responsibility, to build them in a certain way? Or to prevent them from developing in specific ways? Who decides the answers to these questions, who enforces the rules we decide on, and how may the answers change as AI grows more powerful than humans? Throughout this book, we’ll be delineating the positions of the debate and examining some of the possible paths forward in our brave new world.

         We need to start asking these and other big questions now. Critically, the discussion needs to include all of us whose day-to-day lives will be affected by the proliferation of AI, not just the scientists and theoreticians who have focused on AI thus far. PricewaterhouseCoopers expects AI to add $15.7 trillion to world GDP by 2030,18 and the technology is being developed by a relatively small, selective, and secretive group of companies and individuals, all of whom have their own agendas.

         I admit that I have an agenda as well. Mine is to illuminate what I believe are the most essential aspects of the AI revolution: the effect intelligent machines will have on all living things and how this will transform humanity.

         THE LAST FRONTIER OF INVENTION

         We already manufacture technology that is in many ways more capable than humans. And we have been making electronic machines smarter than we are in various forms since the advent of the first non-human  xxiicomputers, which were able to process data at speeds far faster than humans. Before that time, “computers” referred to the very smart people (typically women, often Black women) who crunched the numbers that did everything from actualizing nuclear fission for the Manhattan Project to sending us to the moon and back with NASA.19 Electronic computers were developed as a tool to multiply our capacity to process numbers, giving humans the ability to calculate faster and more precisely. This dramatically enhanced how we create, build, and live. However, artificial intelligence is beginning to surpass us in ways far beyond mere calculations and data sifting.

         Since humans first walked the earth, we have looked for ways to propel our forward motion by creating machines to assist us. The Economist equates the invention of the smartphone with the advent of the printing press. We now have a difficult time separating from our smartphones, even though excessive usage is strongly linked to depression and anxiety. It’s easy to understand, however, why we’ve become reliant on them: these ubiquitous devices have more computing power than NASA’s mainframes did in the 1960s.20

         Our adoption of mobile phones and personal computers, and acceptance of how they have modified our behavior, has been remarkably swift. By 2020 there will be four computer devices in existence for every person on Earth,21 and there is more significant change coming. Today, we are about to make a quantum leap beyond existing technology with advancements that may unlock the mysteries of neuroscience, nanotechnology, and the cosmos itself. Yet many of us remain head down, staring at a brightly lit screen as the tectonic plates of history and technology are shifting beneath our feet.

         Intelligent machines currently being designed have the ability to reason for themselves and to improve themselves.22 This will possibly be the last frontier of invention and innovation, since our machines will likely become better at inventing and innovating than we could xxiiiever be. These machines will also learn and act without human control, which means that at a certain point we will lose the ability to course-correct the technology that we have birthed and set free.

         Already, the humans who create AI are often in the dark about what the AI is going to learn next. While developers understand generally how to build AI—for instance, by using neural networks, which are computer simulations of the human brain and nervous system, and programming them with deep learning algorithms—understanding exactly how these systems work and process information is, at present, largely unknown. According to Google’s CEO, their AutoML AI (which they call “AI inception”) is better at creating AI than humans are.23

         This uncertainty about how we can expect AI to evolve is so clearly troubling that the European Union initiated discussions in 2018 about whether companies must begin honoring a legal mandate to interrogate an intelligent computer system concerning how it reached its conclusions. Getting an exact answer from an algorithm about how it arrived at an answer may in fact be impossible. Trying to deconstruct how an AI has reached a particular decision could be akin to examining the neurons of Einstein’s brain to figure out how he developed the theory of relativity.

         If we cannot explain why, or even how, AI does what it does, is there any way we can work with it as equal partners? Can we trust it? Could it ever be completely unbiased? We are not at all sure what will happen when a smart piece of technology develops a mind of its own, or whether that can even be called a mind at all.

         The late, legendary Stephen Hawking has said that “success in creating AI would be the biggest event in human history … Unfortunately, it might also be the last, unless we learn how to avoid the risks.”24 Elon Musk has called AI “our greatest existential threat.”25 Vladimir Putin has thrown down the gauntlet with the bold statement that “whoever becomes the leader in [AI] will become the ruler xxivof the world.”26 Meanwhile others, like roboticist Rodney Brooks, argue that this technology is all very manageable and that doomsday scenarios are not only incorrect, but irresponsible.27 Representing a techno-optimistic point of view, Jeff Bezos believes that we are entering the AI “renaissance” and its “golden age.”28

         The original Renaissance Age, aided by the invention of Gutenberg’s printing press, ushered in the spread of humanism and the Protagorean idea that “man is the measure of all things.”29 It made widespread the view that through the genius of the human mind, all things are possible. Thus the quest to build a fully intelligent machine has historical precedent in the idea of creating the ideal and universal man, the uomo universale, the Renaissance Man, a self-aware polymath at the center of the universe with limitless potential. In the future, it will not be a human but rather a machine that will ultimately embody the whole of human knowledge.

         A multitude of perspectives underscore how acute the questions posed by technology are, but even with an array of competing, informed voices, we still do not have enough diverse groups of people collaborating on the development of emerging technologies. Ultimately, if we don’t work together and do our best to ensure a future aligned with our highest values as humans, it may be the more insidious dangers that creep up on us and turn our world into a more hostile and inequitable place.

         A 2016 Stanford report concluded “that attempts to regulate ‘AI’ in general would be misguided, since there is no clear definition of AI (it isn’t any one thing), and the risks and considerations are very different in different domains.”30 As the vagueness of this statement indicates, while AI is indisputably upon us, the questions far outnumber the certainties. We haven’t yet been able to lock down any one universal and complete definition of synthetic intelligence, xxvmuch less shape the regulations, rules, codes, values, and laws needed to guide it.

         So what rights should we, and our future robot friends, have? The right to keep our personal data and our mental thoughts private? The right to keep our personality as it was when we were born with it? What about the right to alter our personality or our brain with these new neural advancements? Or the freedom to think and do as we so choose, as in a right to cognitive liberty? As of this writing, international and domestic rules and standards for governing AI development are just starting to be fully weighed. I will propose that prior governing instruments—such as climate change protocols, constitutional amendments, and chemical and nuclear weapons bans—can help us to draft AI rules and treaties. So too can reviewing our past responses to historical clashes between technology and ethics, looking at both our successes and failures in adopting universal rules to protect us against existential threats. What is abundantly clear is that the issues are complex. We need a much broader conversation and an expanded and more inclusive set of stakeholders at the table.

         There are quite a few institutions beginning to focus on these questions, including the British Parliament, which was recently in talks regarding the future of AI and robotics.31 Members of the European Parliament, spearheaded by MEP Mady Delvaux, have called for rules and agency oversight of the future of robotics and AI.32 However, there are no laws yet on the books, woefully little governmental understanding of the science, and it’s often just the elite few—mostly male, Caucasian scientists, with similar educational backgrounds—who have a seat at the table. We’ll talk more about this disconnect, why it’s so damaging, and what we can do about it in chapter 3. In the meantime, there are still far too few humanists, rights advocates, xxvisocial scientists, and others with diverse (and perhaps helpfully contrarian) viewpoints involved in the discussion.

         POSTHUMAN

         
            When you’re building something smarter than you, you have to get it right on the first try.

            —eliezer yudkowsky

         

         Despite our extraordinary progress in science and technology, and all of the combined and shared knowledge of the many people who have accelerated invention and discovery, we still haven’t developed the tools to save us from the worst in all of us. Scientific advancements and the technologies that benefit from AI research depend heavily on which projects receive funding, an inherently biased and political process. Once a highly specialized technology is developed to alleviate a medical problem, disease, or disability, for example, it can also be used in ways that extend far beyond its originally intended purpose, as with the controversy around genetic engineering. Technology has allowed information and knowledge to spread and flourish, while also magnifying the agendas of ideologues who have been able to manipulate and monopolize the dissemination of ideas.

         While we have been able to establish some rules with respect to biotechnological advances, AI experts are still divided on what widespread and highly developed digital intelligence might mean for us humans in both the short and long term. Theoretical astrophysicist Sir Martin Rees believes that we are imminently facing an “inorganic post-human era.”33 Automated technology with the capacity to kill humans, such as drones, is already here and in widespread use. The development of fully autonomous killer robots is on the horizon, and xxviicyberwarfare, which includes attacks on information systems, once a fantastical movie plot, is now a growing threat to security.

         Another major area where we are already beginning to feel the effects of synthetic intelligence is in the workplace. AI robots are already hard at work across the world. We know that a large percentage of labor will likely be taken over by robots in the coming years; some estimate that in the United States alone, about 38 percent of jobs will be performed by robots within fifteen years.34 These statistics are startling, and we’ll talk more about the future of work and the threats of automation in chapters 5 and 7.

         Some very intelligent people are thinking about the scope and implications of AI. But is it possible we are still underestimating our machines’ capacity to learn, and perhaps to become more like us in ways we have yet to imagine? Are we too narrowly focused on the machines’ technology, while overlooking the underlying humanity that needs to be built into them? What about our own humanity?

         Maybe you are wondering why we should be concerned about all of this right now. One reason is that it’s notoriously difficult to predict how technology will advance and spread. In general, humans tend not to think through the full consequences of their futures until they are right in front of them. Amara’s Law, coined by futurist and engineer Roy Amara, describes humans’ proclivity to overestimate the impact of technology in the short term but underestimate its impact in the long term (like the dot-com bust of the late 1990s).35 With respect to the revolutionary influence of AI, this axiom may be supercharged.

         We are already beyond the realm of much of science fiction. That’s why leading thinkers, such as AI scholar Stuart Russell, argue that the survival of our species may depend on keeping AI beneficial and properly aligned with the best of human values.36 This makes a case for AIs that will not only learn as they go but will also explicitly acknowledge and understand the uncertainty inherent in life so that they have the xxviiiability to adjust course while pursuing an objective. That is, we could easily err by creating AI that remains dangerously absolute in its programmed path. This could engender a scenario where the AI is capable of doing something destructive in the pursuit of a simplistic purpose or goal.

         The dilemma is exemplified by the “paper-clip robot” that philosopher Nick Bostrom described in 2003, in which a theoretical AI robot’s job is to maximize paper-clip production.37 If the robot’s goal is to make as many paper clips as possible, it will begin by being highly productive and effective at doing so, until it decides to turn other things into paper clips to make more and more of them, which may include eliminating anything or anyone who might get in the way of a goal of making more paper clips.

         Not everyone believes this particular scenario is possible, but that’s not the point. As AI researcher Eliezer Yudkowsky describes it, “the AI does not hate you, nor does it love you, but you are made out of atoms which it can use for something else.” One might assume a paper clip is a completely innocuous object until this hypothetical scenario, which forces us to think differently and realize that things were not always this way, that inevitably the tide of history and technology will change in ways we don’t expect and cannot predict. Humans, by our very nature, often abhor change and shut down in the face of fear. Despite imminent risks, such as the looming climate disaster, we often dissociate from inevitable problems even when we have opportunities to solve them in advance.38 If we can find the courage to face what’s ahead, to think about what we truly fear and muster the will to try to make things better, no matter how Sisyphean the task may seem today, we can meet the challenge of intelligent technology. We can assess the past and move bravely toward the future, together.

         
            xxixI can’t understand why people are frightened of new ideas. I’m frightened of the old ones.

            —john cage

         

         As I will detail more fully in chapter 4, AI has added a whole new layer to the “trolley problem,” one of the most famous and highly contested thought experiments in philosophy and ethics.39 In one of its numerous hypothetical variations, a trolley car is barreling toward a group of ten people. You are standing near a lever that could divert the trolley to another track, in which case the trolley car would then kill only one person. Do you do nothing, or pull the lever? When a driverless car, or another form of powerful and autonomous AI, has a similar decision to make in the face of an imminent accident, what should it do?

         These ethical quandaries illustrate how vital it is to address how machines might incorporate behaviors, principles, and values aligned with core human beliefs. Even when we do not agree on the specifics, if we can agree that the dialogue is still worth having, that we want to be better tomorrow than we are today, that our actions and decisions have an impact on ourselves and others, then at least we are moving toward an ideal, even if we never fully reach it. This could be as close as we get, and it might just be enough.

         As we’ll see, even this idea poses immediate problems, from definitions and standards to who gets to decide which values are most essential. Then, assuming we can even identify and reconcile our ethics and values, how do we effectively share these with the machines of the future in a way that will be beneficial for us, and for them? Technology on its own is arguably value-neutral. It could extinguish planetary life, or it could give us new opportunities to celebrate our human nature. xxx

         THE ARCANA OF VALUES

         How do we determine whether one value or principle is more significant than another? Or are moral codes, by their very nature, incommensurable? Isaiah Berlin, a political theorist and philosopher, felt that certain values, such as equality and liberty, were comparably valid, and thus, by design, without resolution as to which was more important. Berlin saw moral conflicts as “an intrinsic, irremovable element in human life.”40 For Berlin, collisions of values can never be resolved, and such is the tragedy of humanity.

         Thinking machines are going to present us with opportunities to deliberate “value pluralism,” where the AI will need to prioritize one (arguably valid) value that is nevertheless different from how a human’s values might work.41 Should we attempt to impose our own principles and teach AI to be like us, or defer to the AI that is smarter than we are and let it correct and educate us? History has shown that our calculus for morals may need adjusting. There may not be a single right answer for humans, and adding an AI value system is going to further complicate our matrix of choices. The trolley dilemma helps us think about what an AI might do when faced with the decision to either stay on its track and kill ten adults, or veer onto another and kill one child to save the ten adults. Would the algorithm be wrong because we are never to harm children, or would the human view be wrong because we are swayed by sentimentality while AI is arguably more objective?

         It is incumbent upon us to attempt to design and implement an ethical framework compatible with synthetic intelligence, ever mindful that we may hold competing views as to what constitutes morals, principles, and values. The schematic for an algorithmic charter that can guide both human and machine cannot be conceived—nor will it approach universality—without acknowledging human biases and respecting all forms of life with whom we share our home.

         
            xxxiMan will only become better when you make him see what he is like.

            —anton chekhov

         

         In Frankenstein, one of our great books of science fiction, Mary Shelley shows us how Dr. Victor Frankenstein’s creation of a new kind of sentient being was driven by a relentless pursuit of knowledge.42 The doctor had an obsessive thirst to create this being, to be godlike, and to do so in secret, rather than pausing to question his work or try to instill in this creature any particular core values or humanity. How would the monster have been different had empathy been in the equation?

         Will it even be possible to encode ethics and values? And if we can, we don’t know how we can ensure that those ethics and values persist across generations of AI, or even within the lifespan of a single AI. We can try to put protections in its coding that prevent modification or eradication of this part of its training, but this will be very difficult to do. Even if it can be done, I imagine that an AI would make a pretty good hacker. It would likely defeat these protections and instructions in short order. We will explore the science of intelligence and consider what’s possible in chapter 2.

         
            Leave the door open for the unknown, the door into the dark. That’s where the most important things come from, where you yourself came from, and where you will go.

            —rebecca solnit

         

         On our journey into the Intelligent Machine Age, we’ll travel on dark highways to unknown destinations. We’ll call on our capacity to dream, to adapt, to carry on. We’ll comb through human history, xxxiifinding the value in all forms of intelligence. We’ll explore the magic of storytelling and our imaginations. By looking, too, at our human rights laws, as well as diverse perspectives such as those of disability and animal rights activists, we’ll reflect on how we communicate knowledge and set standards for how to treat one another. We’ll dive into this further in chapter 9.

         How we choose to design synthetic intelligence is the key to protecting our rights, freedoms, and future. AI could make life more peaceful, more inclusive, and more just—not just for some, but for all. The work of building more humane technology, as we’ll see in chapter 6, will give us the opportunity to contemplate our purpose and live our values. For to impart our aspirations and hopes to machines, we’ll first have to come face to face with our own.

         AI is a looking glass and perhaps our best and last opportunity to plot the course before it’s set in digital stone. We owe it to future generations to provide a blueprint of our evolving human constitution, a guide to light the path. So down the algorithmic rabbit hole we go.

         Let’s begin.
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            FIRE TO FIREWALLS

            A Brief History of Technology

         

         Two thousand years ago, in first-century Roman Alexandria, there lived a mathematician and engineer named Heron Alexandrinus, known as “Hero.”

         One of the few surviving Arabic manuscripts from the period is The Pneumatics of Hero of Alexandria.1 It details a design Hero created for a simple radial steam turbine. He envisioned fire heating pipes, with the resulting steam lifting an engine, causing it to spin and generate torque, which would then power the opening of the heavy doors that guarded the city’s temples.

         Hero, an inveterate tinkerer who also invented the vending machine and stand-alone fountain,2 showed the ancient Greeks’ prowess in understanding advanced mathematics and machines some 1,600 years before the “Aeolipile,” or “Hero’s Engine,” was further developed 4by Thomas Savery in 1698. The engine would ultimately be widely manufactured and marketed by James Watt.3 With this invention, factories no longer had to be next to rivers (which they had needed for hydropower). This new industrial mobility and flexibility, and all the tangential benefits of steam power, engendered an enormous impact on production, transportation, and exploration.

         The steam engine is now considered the single most important invention of the Industrial Revolution. Hero’s story is a reminder that many of humanity’s most significant technological achievements have occurred over long periods of time, as the slow domino effect of the collective knowledge of generations became apparent. Some even suggest that another of Hero’s inventions, a system of pegs, ropes, and axles using weight to move a device across a stage by itself, should be considered the first programmable robot4—more evidence of this curious, creative generalist’s influence on us today.

         
            Science and technology revolutionize our lives, but memory, tradition, and myth frame our response.

            —arthur schlesinger

         

         Humans do not live long enough to gain perspective on our own history. However, as we embark on our latest technological journey, it is essential that we push ourselves to view our past through a wider lens. To understand where we are going, we need to look back. To know who we are, we need know who we were.

         Today, when we think about technology, we tend to think of cool gadgets and inventions in the digital realm. But technology is any tool that allows us to innovate and to solve problems. Fire is technology. Language is technology. Other species, like birds and primates, also deploy complex and clever skills for practical and survival purposes. 5However, humans have the apparently unique ability to record our communications for others’ benefit across time, and to cooperate in numbers large and disparate enough to build skyscrapers, bridges, and computers. Technology, specifically information technology—which is any system, infrastructure, network, device, or other means of creating, storing, or exchanging information—can provide populations with agency, access, and opportunity when not being manipulated or controlled.

         The creation and dissemination of knowledge and the evolution of machines and information technology will continue to dramatically affect our lives. Looking at how we have responded and reacted to technology developments in the past can help forecast what our future will hold. Let’s start when humans invented and first used tools and technology and trace how our interactions and relationships have evolved since. What do the tools we have created say about who we are, what we believe, what we value, and where we are heading?

         EARLY TECH

         
            History is a vast early warning system.

            —norman cousins

         

         Information technology has been around as long as humans have walked the earth. In the Pre-Mechanical Age (3000 BCE to 1450 CE), the beginnings of written language first appeared as we invented and learned words to define the world around us.5 We also began to write on cave walls, using pictographs and petroglyphs, those mysterious cave paintings and carvings whose meanings are still subject to speculation today.6 Were they addressing other humans? Were they part of a spiritual ritual? Were they made by a few artists or many? What 6were they trying to say to one another? To the gods? To the future generations? To the animals themselves? Or perhaps they were even speaking to the rock they were painting and carving. As Werner Herzog wonders aloud in Cave of Forgotten Dreams, describing the oldest human-made images ever discovered, believed to have been created some 32,000 years ago, “In a forbidden recess of the cave, there’s a footprint of an eight-year-old boy next to the footprint of a wolf. Did a hungry wolf stalk the boy? Or did they walk together as friends? Or were their tracks made thousands of years apart? We’ll never know.”7

         At the end of the fourth century BCE, the Sumerians in Mesopotamia (what is now Iraq and parts of modern-day Iran, Syria, and Turkey) created a writing system that used a stylus to imprint marks into cuneiform clay tablets.8 As early as 11,000 BCE, the Phoenicians devised their famous script, the oldest known alphabet, which was derived from Egyptian hieroglyphs—stylized pictures that each represent a word used by the ancient Egyptians.9

         Before we developed methods to communicate with others, we had no way of passing on our knowledge and adding it to the collective melting pot of human ideas. When we began to use eye contact, gestures, and then spoken language, we could communicate only with those in our immediate physical vicinity, which for thousands of years were the only other humans we would interact with during a typical lifetime.

         When writing came along, we were able to move beyond oral histories and began to transport and spread knowledge like never before.10 This was eventually followed by the mass distribution and democratization of information. This dissemination of knowledge allowed the combined intellectual pursuits and triumphs of human civilization to be accessed by people across time and space, eventually bringing down barriers of language and topography, so that we could build on these tools and technologies collectively. Inventions 7that advanced the flow of information and knowledge allowed other inventions to proliferate.

         As populations expanded, humans needed to find ways to cooperate within larger communities. So we began to develop a more advanced sense of social order, including contracts and sets of rules for interacting with one another.11 Something as basic as irrigation, for example, was essential to creating our modern notion of civilization. Irrigation gave farmers the capacity to produce an agricultural surplus, and thus more time for activities other than collecting food—time to pray, for instance, and make art. But irrigation also established an engine for mass production that consolidated the surplus in the hands of the elite, giving these managers a level of control that caused a substantial reorganization of social capital.12

         These social systems evolved independently in many cultures around the world, and for thousands of years most societies operated without direct contact with others. But this changed as channels for connection, trade, and communication began to open and civilization began to spread. About 10,000–12,000 years ago, the Agricultural Revolution allowed tribes of humans to connect with one another in unprecedented ways. This revolution marked the transition of humans from hunters and gatherers to farmers, substantially improving human health and dramatically increasing populations,13 allowing the same land to support larger groups. Some researchers contend that this transformation actually had a negative effect on human health and holistic progress; oral health declined and disease spread more quickly due to more people living in close quarters.14 People had increasingly less leisure time, and with more wealth came more excessive consumption.15 Jared Diamond argues that the prowess of Eurasian civilizations came not from any form of superior intelligence, but rather from a capitalization on a series of advantages and opportunities, from environmental and topographical to biological and political.16 Despite our ingrained yearning to advance ever forward, and a 8general impression that the trajectory of technology is beneficial,17 progress often brings about mixed results, affecting our freedom, happiness, and well-being in complicated ways.

         The language of mathematics was first formalized when the Egyptians imagined their own numbering system; then, between the sixth and seventh centuries CE, the Hindus created a nine-digit frame of reference that is the ancestor of the numbering we use today.18 The first evidence we have of zero is from the Sumerian culture in Mesopotamia, some 5,000 years ago.19 One of the first big tech applications to process information mathematically was the abacus. The invention of numeral systems allowed for the scaling of mathematical calculations for trade, commerce, mapping the known world, and, critically, for the sharing of this information.20

         Mathematical knowledge and tools would eventually propel humankind into the Scientific Revolution in the seventeenth century, when math and science began to flourish and spread rapidly throughout Europe, transforming our views about the scientific method and our place in nature. From Copernicus to Galileo to Newton, radical ideas were shaking the foundations of traditional thought, such as discovering that Earth was not the center of the universe. As with writing, mathematics eventually began to be taught widely across the world.21

         THE MECHANICAL AGE

         
            The most technologically efficient machine that man has ever invented is the book.

            —northrop frye

         

         The Mechanical Age began in 1450, when Johannes Gutenberg introduced Europe22 to the printing press and movable type.23 This seminal 9event revolutionized and democratized the spread of information, ushering in the era of mass communication, where a wide range of people could exchange information rapidly on a large scale. This launched what we might now call a knowledge-based economy, bringing educational opportunities to the masses. With the transition from handmade books to printed ones, information—including new and revolutionary ideas, interpretations of religion, politics, and economics—could now flourish and spread across the globe.

         In 1517, a German professor, composer, and monk named Martin Luther wanted to protest the teachings of the Roman Catholic Church, specifically its selling of indulgences to reduce punishment for sin, sanctifying wealthy Church members’ ability to buy a way out of purgatory for themselves or their loved ones.24 He printed his “95 Theses” and put them on public display, intending to start an academic debate within the Church. Their enormous popularity was an entrepreneurial boon for printers, who capitalized on the runaway sales and kept the presses running. Luther’s declaration went sixteenth-century viral.25

         Before the printing press, Martin Luther could only preach to those who gathered to hear him that day, and his writings were limited to the number of copies he and others could write by hand. But with this technology the first pamphlet wars began, setting off a schism within the Church and upending the ecclesiastical and political paradigm that had a monopoly on Europeans’ souls and purses. Church leaders in Rome tried to capture Luther and put him on trial. They would have undoubtedly burned him at the stake, as that was the punishment for heresy.26 But he went into hiding and would go on to become the most famous preacher of his time. The proliferation of Luther’s writings was not all positive, as he became an anti-Semite later in life; centuries later, the Nazis would use his words in their anti-Jewish propaganda.27

         Luther had, quite unintentionally, generated a mass movement, 10turning the written word—his written words—into a way to influence millions, then and into the future. This would be the first of many examples of how new information technology paradigms could shift and spread across the globe, morphing into unexpected revolutions in culture, thought, and society.

         
            Technology made large populations possible; large populations now make technology indispensable.

            —joseph wood krutch

         

         The Protestant Reformation ushered in the Renaissance period, a cultural rebirth that enhanced literacy, a rediscovery of classical learning, and a recovery of scientific inquiry in the ancient Greek style. A girl in France could now acquire textbooks for schooling, a young Leonardo da Vinci now had access to books on topics from optics to geometry in his native Italian,28 and in the small town of Stratford-upon-Avon, a young William Shakespeare was able to read Greek and Latin classics.29 The circle of those with entrée to acquire knowledge and live a vibrant intellectual life was widening.

         At this time in history, the word “computer” referred to a person who made calculations,30 and the term would continue to be applied to such individuals through the mid-twentieth century.31 Ancient mechanical devices such as the Antikythera mechanism were analog computers used for astrological and calendrical purposes.32 The fourteenth century brought such apparatuses as the astronomical clock, which could tell the relative positions of the sun, moon, major planets, and constellations.33 Advances in cartography and astronomy—from maps and celestial navigation to compasses and astrolabes—accompanied humans on the first major maritime expeditions deep into the Age of Discovery (or the Age of Exploration), which would last through the 11eighteenth century, spreading knowledge and a predilection for colonizing uncharted (but not unoccupied) land across the globe.

         The Industrial Revolution started in earnest in the mid-eighteenth century. Savery and Watt’s development of Hero’s early steam engine design helped to accelerate the revolution, which originated in Britain and then spread to the United States and the rest of the world, causing an unprecedented and explosive demand for information.

         In 1787, in the new territory of America, a group of men were busy promoting the idea of the first United States Constitution by writing a series of Federalist Papers and publishing them in three New York newspapers.34 Their popularity eventually demanded their publication as a bound volume, and the era of communicating ideological and partisan news media on a large scale took root in the United States.35

         Across the sea, the French Revolution erupted in 1789, establishing the French Republic. Along the way it also produced a political road map for modern ideologies—from nationalism, to socialism, to secularism.36 The surge in mass information promulgation was one of the many factors that helped bring the existing political and social structures toppling down.37 Before the Revolution, only royally sanctioned papers could be distributed legally.38 But, fueled by an insatiable demand for news, thousands of new periodicals and pamphlets emerged at this time, allowing people to create and make sense of their narratives within a broader societal structure.39

         Reading these publications aloud and circulating them by hand helped citizens to understand their condition and become more aware of their place in the world, and to share these experiences in a period of turbulent change and uncertainty.40 The large number of people and organizations starting their own newspapers—from government administrators and Jacobin clubs to army generals and constitutional circles—illustrated the seductive power of this new way to not only spread and commercialize information but also to shape public opinion 12and amplify a sense of one’s own importance.41 Ideas began to replicate rapidly, based not necessarily on their wisdom but on their ability to be marketed and mass-produced.42

         Considered one of the most important events in human history and the birth of modern democracy, the French Revolution forever changed how people thought of themselves and their place in the world. While monarchies, aristocracies, and religious institutions would remain powerful, a modern era of human rights, civic engagement, and participatory politics came into being.43 Citizens (both men and women) protested, created and joined civic-minded organizations, voted, read, debated, and shared knowledge. Historian Paul Hanson believes that the newspapers of this revolution inspired the modern press.44

         Across the English Channel, at the end of the Mechanical Age, Charles Babbage, an English mathematician, invented one of the earliest modern computers. Taking ideas from such devices as the loom, and using a fixed program operating in real time and with binary logic, Babbage’s Difference Engine, designed in the 1840s, had the first written programs that a machine could perform. Babbage’s work and his machines were inspired by the difficulty mathematicians and human computers had in calculating tables without mistakes, which sparked his idea to design a mechanism that would automate this error-prone human process.45

         ELECTRICITY

         The discovery of electricity and how to harness its energy marked the beginning of the Electromechanical Age in 1840. Electricity super-charged our societies and also affected parts of our lives no one ever could have predicted. It did something extraordinarily disruptive 13(both to society and our sleep cycles) when it removed our dependence on natural light and induced our dissociation from the rhythms of nature, moving us toward constant production, information intake, and stimulation.46 The battery (1800), Morse code (1837), the telegraph (1844), the telephone (1876), and radio (1895) followed and were developed, mass-produced, and embraced by populations who could now communicate with one another across great distances in real time. Advances in transportation, combined with the proliferation of news sources and learning institutions, meant that information was distributed on a vastly expanding global basis.

         As the Industrial Revolution continued to define new categories of labor and new modes of progress, productivity, and economic growth, we can trace a parallel through-line in the rewriting of moral codes and the creation of new societal norms. The French Revolution had helped spread the seeds of resistance against tyranny, fomenting the ideals of freedom and equality. The Industrial Revolution in Great Britain became intertwined with the abolitionist movement, and experts continue to debate how closely tied these movements were (and how much one helped cause the other).47 The antislavery movement, one of the most important social reforms in history, rooted in the Industrial Technological Revolution, continues to reverberate to this day in the discourse about equality, freedom, fairness, and moral reform.48

         In 1861 in the United States, a nation divided over the abomination of slavery began the bloody Civil War that eventually united the Republic. During this pivotal time, the telegraph made Abraham Lincoln the first “wired” president, and his new telegraph office became the first Situation Room. Before Lincoln installed the room, a White House staff member had to stand in line at a public facility to send out telegrams, and army generals gave orders without having real-time communication from superiors far from the battlefield. Telegraph technology enabled Lincoln to respond to his generals and 14to address the nation to defend his policies, while leading a country from the safety of the White House. Harnessing this technology was a critical asset in the governing of a divided country.49

         In the nineteenth century, the world became transfixed by the power of audio transmissions and projected images as a result of the invention of photography and motion pictures, followed in the twentieth century by the rapid adoption of television in households around the world. These sounds and pictures had a transformative effect on society. People were fascinated by hearing voices and seeing human faces and stories on a screen. Franklin Delano Roosevelt used radio as a way to inform and rally the nation during the Great Depression and World War II, selling the New Deal and the war against the Axis powers.50 His natural, confident, and informal tone created an intimate relationship between himself and his viewers (and would-be voters), pioneering the modern political campaign and mastering the medium for political advantage.

         John F. Kennedy would follow in FDR’s footsteps in the television era, which again revolutionized political campaigning, introducing the notion of crafting an image, a story, and a presidential brand for the nation to see.51 Film and television entertainment opened up new ways of telling stories through images, capitalizing on fundamental human desires for narrative and escape.

         Storytelling has long been among humans’ most effective tools for transferring knowledge and values from person to person and community to community. Pioneering mythologist and writer Joseph Campbell saw this when he looked at societies across space and time: that many cultures share very consistent core myths, with the same underlying structures.52 Stories remind us of who we are and who we want to be. Stories help us unlock the doors to our future.

         Photography, film, and television gave new shape and color to the production and distribution of knowledge. These media continue to 15have a determinative impact on which information spreads, and they remain among the most persuasive means of communicating narratives, whether fictional or factual.53 Our human memories, and our ability to distort, fade, combine, and morph them, are a powerful component of why this is so.

         It’s important that we understand how fervently we have adopted this technology, be it in the form of a powerful film, a touching photograph, a news bulletin, a propaganda piece, or a video game. Having access to more and more information in more media has created more stories that are more freely shared worldwide. Yet, at the same time, it has suppressed the demand for humans to occupy their lives with their own, non-electronic imaginations, actions, and lessons. This passive approach, rendering us observational players in our own reality, is now, in the Electronic Age, coming back to haunt us.

         THE ELECTRONIC AGE

         
            In the electronic age we see ourselves being translated more and more into the form of information, moving toward the technological extension of consciousness.

            —marshall mcluhan

         

         Alan Turing, one of the fathers of modern computing science, was among the first to envision a machine that could think for itself. In his 1936 PhD dissertation, he presented an idea for a theoretical machine (now known as a Turing Machine) capable of simulating any algorithm’s logic.54

         About a decade later, around 1946, the Electronic Age began. Some early milestones of this age include Herman Hollerith of IBM introducing electromechanical computing55 and Grace Hopper, one of 16the first programmers of the Harvard Mark I computer, popularizing the concept of machine-independent programming languages.56 Vacuum tubes replaced mechanical devices doing calculations, producing the first electronic computers.57 John von Neumann wrote the “First Draft Report on the EDVAC” in 1945, and the first computer to store its programs, the Manchester Mark 1, was created in 1948.58 That same year, Norbert Weiner coined a contemporary definition of cybernetics as “the study of control and communication in the animal or machine.”59 The era of thinking about thinking machines had begun.

         The scientific developments of the early Electronic Age coincided with the Atomic Age, which posed the most momentous technological ethics question in human history to that point—when the United States dropped two atomic bombs on Japan in 1945, the first and only time this terrifying technology has been deployed in warfare.

         Politicians and historians continue to wrestle with whether dropping the bomb was necessary to end the war, or if it was a war crime and deploying the weapon was absolutely immoral under any circumstances.60 Inarguably, for the first time, humans had developed technology with the capacity to destroy the world. The proliferation of this technology, now developed and acquired by nations large and small, remains humankind’s most clear and present danger. It stands as a stark admonition of the enormous risks of building powerful technologies without true comprehension of the scale of their impact and with a dissociation from the scope of its consequences.

         At the time the bombs dropped on Hiroshima and Nagasaki, there was no specific international law governing the use of such weapons, and scholars deliberated whether the Hague Conventions could cover types of warfare that were unknown at the time.61 An arms race to construct various forms of atomic weaponry continues to this day, while negotiation of treaties and other measures to reduce, eliminate, and modernize them and to regulate their use trails behind.62 One 17would think that the invention of technology that allowed humans to build nuclear and now hydrogen weaponry with the power to annihilate the species, and which has forever altered and disrupted life on our planet, would be sufficient to make humans very wary of emerging technologies with extraordinary capacities—and to convince us of the absolute necessity to have moral clarity about their design and implementation from the get-go.

         Acknowledgment of the atomic bomb’s existence came only after it was deployed, and awareness of its true lethality and mission was secretly confined to and guarded by a select, homogeneous few. The majority of those working on disparate aspects of the project were unaware of what pernicious weaponry was being created.63 Humanity cannot afford to make the same mistakes with our next unprecedented inventions, blindly deploying intelligent machines while ignoring the prospective consequences. The secrecy surrounding the current development of AI applications, particularly AI weaponry, is alarming.

         Will the lessons learned from making the bomb be applied to developing technologies? Or will we wait until a catastrophe has occurred? And what kind of standards should scientists and others involved with its creation be held to? I do not believe it’s too late to find ways to make AI more holistically ethical before it’s fully flourishing and doing so beyond our control.

         In 1956, John McCarthy, Marvin Minsky, and Claude Shannon organized a conference at Dartmouth College on the subject of “artificial intelligence,” a term that McCarthy had just coined.64 At this conference, Herbert Simon, Allen Newell, and John Shaw introduced the first program engineered to mimic the problem-solving skills of a human being, called Logic Theorist.65 This idea, the first known example of AI, came out of a theory that machines could be taught to think. Logic Theorist received a lukewarm reception at the conference, possibly because people didn’t recognize the long-term significance 18of what they were seeing, although the presenters admit they might have been a bit too arrogant.66 In any case, it did establish the field of heuristic programming, which uses shortcuts to solve problems in AI by using experience-based rules.67

         In 1957, FORTRAN (a general-purpose programming language) was developed. In the 1960s, a second generation of computers replaced vacuum tubes with transistors and semiconductors, while magnetic tape and disks began to replace paper punch cards as external storage devices.

         This was followed by a third generation of computers between 1964 and 1971.68 In this iteration, transistors were replaced by integrated circuits; advanced programming languages were soon invented as well. In 1973, Bob Metcalfe of Xerox published his Ethernet memo, which outlined how to connect his office’s new personal computers to a printer.69 This memo is credited with marking the beginning of the Ethernet.70

         By the 1970s, an entire generation had become immersed in immediate and ubiquitous forms of visual and audio communication. By the end of the decade, Alvin and Heidi Toffler had published Future Shock and The Third Wave, as well as other books and articles predicting our transition from an industrial-based society to an information-based one. The Tofflers speculated on the dangers that might occur when changes happened too fast, and the possible disruption they would bring.71 They were the first to use the phrase “information overload.”72 The Tofflers saw knowledge as the essential commodity of a rapidly changing society that was fast decentralizing into niche networks, where information was becoming more valuable than labor or capital. They prophesied that the speed of change would overwhelm and fragment us.73 In the past, a truth or an untruth could endure for centuries or millennia without challenge. Now, information could become outdated in a matter of moments.

         19As the Tofflers envisaged, transforming a global economic system from one primarily based on capital or labor to one based on knowledge and “info-wars” has put us on a collision course with a very different future.74

         
            Humanity is acquiring all the right technology for all the wrong reasons.

            —r. buckminster fuller

         

         The fourth generation of computers began in 1971, using large-scale integrated circuitry and microprocessors that had memory, logic, and controls in a single chip (a central processing unit, or CPU).75 The first home computers were also introduced during this time. This was also when computing pioneers like Bill Gates and Paul Allen got their starts.76 Michael Dertouzos later observed that the computer was the first type of technology directly related to learning and knowledge,77 devised not for a single task but for a multitude of them, thus expanding the definition of what a tool can be used for, and where the human imagination might take it.

         The earliest ideas for a computer network that allowed general communication between computer users were described in April 1963 by J. C. R. Licklider of Bolt, Beranek, and Newman. ARPANET, commissioned by the U.S. military, was the forerunner of today’s internet. It was designed in the late 1960s, deployed in 1970, and ran until 1990.78 In 1989, Tim Berners-Lee invented the World Wide Web software, which was placed in the public domain in 1993.79

         The web completely changed almost everything about human communication. From the 1980s to the present day, most of us have witnessed an explosion of electronic data, with exponential amounts of information riding on this worldwide infrastructure.

         20Billions of mobile phones proliferate across the planet. Big data tracks us, social media has built millions of new communities (and we have created online personas to go with them),80 and “information” is now instantly created and shared, and often becomes outmoded and in some cases inaccurate just as quickly. The Internet of Things (IoT) is the idea that anything that has an on/off switch can be connected to the internet; it now steadily and progressively links an extraordinary number of objects and people in the world. But the massive amounts of data generated by the IoT have not been fully analyzed or utilized until now.81

         In just a few short decades, a blink of an eye in evolutionary terms, computers have become integrated into every aspect of our lives in many parts of the world. This revolution has been adopted by billions (as of the third quarter of 2018, Facebook had 2.27 billion users82). Via social media, we are already using avatars of ourselves in a virtual world. Information technology has merged into human existence and is now rapidly transforming our sensibilities at an exponential pace. The social and economic repercussions are revolutionary.

         Today, we sit at the edge of a great chasm. In his book The Question Concerning Technology, Martin Heidegger talks of technology as a means to an end, specifically a means to the end of revealing the truth.83 As we know, while many species create tools for practical use and for survival, so far, humans have been the only species able to record language and cooperate sufficiently to do things like build theme parks and warships, fill libraries, and spread information around the globe in a single click. And now we have computers powerful enough to turn the idea of AI into a reality.

         In the early 1940s, few would have believed we would send a man to the moon in 1969. But we were aware that we had the technology to propel us into space. However, technology is progressing so quickly now that it is almost impossible to foresee what the world will look 21like in thirty years. Increasingly we are immersed in virtual realities, and now “augmented realities,” through video games and headsets. A new dimension is upon us, and the digital world is merging so rapidly and seamlessly with the real world that most of us no longer notice.

         Our synthetically brainy devices may make us feel less alone and more connected, even as they pull us farther and farther from “real life.” Professor of psychology and author Jean Twenge has described how smartphones have precipitated the “worst mental-health crisis in decades.”84 A 2017 study has shown that the mere presence of your cell phone reduces your cognitive capacity.85 Younger people’s entire lives have been radically altered by their phones, and their heavy use has been linked to skyrocketing levels of anxiety, depression, and social isolation.86 Perhaps Henry David Thoreau knew our technological addictions were inevitable many years ago when he ventured into the woods seeking simplicity. Maybe we should be thankful that companion and psychologist robots are just around the corner?

         Our technological tools are indeed becoming more intelligent, but we might not be. We are glimpsing the limits of human potential on a fully interconnected planet. How will we react and adapt to this as a society? As a species? We already live in a world that seems to value wealth over acumen, celebrity over wisdom, and self-interest over the common good—what will happen when machines start making the decisions? We’ve been incorporating technology into our lives since the beginning of human history. And ever since, the accelerating pace of change has left us with less and less time to assimilate before the next changes arrive.

         An insightful biological comparison is how the human hand and brain coevolved, along with tools, very slowly, over thousands of years.87 The brain and hand needed to adapt simultaneously to work with the tools necessary for survival and social cooperation.88 And there is strong support for the idea that the invention of tools coincided 22with the development of language.89 Now, the rapid rise of computers and cellular devices is on track to permanently alter the structure of the human hand.90 These gadgets we use will modify our physiology similar to the way utensils have altered the structure of our bite.91 Our brains will be challenged to coevolve with our devices in order to keep pace with exponentially accelerating intelligent machines. We’ve had more than forty years to adapt to the Information Age. We are not going to have that much time to acclimatize to the Intelligent Machine Era.

         
            [image: ]

         

         
            23Anything that could give rise to smarter-than-human intelligence—in the form of Artificial Intelligence, brain-computer interfaces, or neuroscience-based human intelligence enhancement—wins hands down beyond contest as doing the most to change the world. Nothing else is even in the same league.

            —eliezer yudkowsky

         

         Whichever name is given to the next Technological Age, this will be the last era of invention and discovery decided exclusively by humans. Merging with artificially intelligent technology is going to be like learning to live with a new species. It remains to be seen whether we will learn from historical patterns—whether we will make the same mistakes we did with the atomic bomb, or if we can achieve a productive and peaceful alliance with our digital offspring.

         Since we cannot completely and accurately envision what our AIdriven world will look like, we’ll have to calibrate our internal compasses, human and machine, to keep us and our technologies moving toward true north. Whether AI brings with it fully autonomous weapons of mass destruction, the keys to unlocking immortality,92 or a way 24to make the rich richer while the middle class shrinks and the poor are disenfranchised further still,93 it also now affords us the opportunity to commit to building empathy, compassion, quality of life, and fairness into our future.

         Although we are at an unprecedented place in human history, the patterns of the past can provide insight into the likely human response to the quandaries posed by intelligent technologies. We’ve become comfortable with our tools and accustomed to our place. Now, we are staggering out of Plato’s Cave and will be thrust outside, into the glaring light. Great danger and great possibilities lie ahead.
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