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Preface


Like many other textbooks, this one has its origins in the classroom and is the culmination of more than 10 years’ experience of teaching courses on colorimetry to engineers and technicians from various branches of industry.


The VDMI, the VdL and the FPL asked various experts at pigments, paints, and instrument makers in 2000 to design various training modules for colourists working on industrial, plastics, paint, and print applications of colour.


The objective was to provide a technically correct and up-to-date introduction to those many aspects of colour and colour applications in industry. The target group was engineers deeply involved in colour applications in various industrial sectors. The first set of training modules was offered in 2001. Until retiring in 2014, Dr. Tasso Bäurle successfully steered the ship for almost 14 years, taking charge of the training modules. He continually refined and modified the underlying concept to meet the demands of the participants and participating industries and also acted as publisher of the German edition of this book. The latest version comprises just two modules covering elementary concepts of colorimetry and in-depth insights in colorimetry. Although the main focus is on paint applications, all the methods presented can be readily adapted to colour applications in other industries.


The main purpose of this book is to provide a comprehensive survey of relevant industrial colour applications and numerous concepts of physical and physiological pigment optics in order that a written record may be preserved of the specialist knowledge of all the lecturers involved in the coloristic training course. The colour problems discussed in this book include optics and chemistry of solid-colour and effect pigments, colourant formulation, optical microscopy of effect colour shades for pigment identification, methods of elementary and advanced colorimetry, measurement and visual assessment of solid and effect colour shades, colour tolerances and acceptability, and colour-order systems. Compared to the first German edition, this English edition contains a further chapter devoted to the newly emerging area of visual texture assessment of effect colour shades. Although technology for measuring visible texture is already available on the market, no mathematically rigorous definition of texture parameters and their dimensionality has been formulated so far that would be accepted throughout the colour community. However, a combination of multidimensional texture and colour information is the appropriate paradigm to adopt for proper physical characterisation of the visual appearance of effect colour shades. The contents of this book are a mix of objective detachment on one hand and a detailed first-hand knowledge and practical relevance on the other.


The mathematics throughout the book have been kept to a minimum, even though the technical treatment of colour problems is being driven more and more by mathematical models. Many references at the ends of chapters cite original papers. The reader is encouraged to consult these as further sources of information and to supplement the physical and physiological basics presented in this book with more general mathematics and rigor, as necessary.


As this English edition of the training course for colourists was being prepared, one of the authors, Dr. Gerhard Rösler, unexpectedly passed away in December 2012. I believe that Gerhard would be pleased with the expanded English edition of our joint project.


Wilhelm H. Kettler


Wülfrath, Germany, January 2016









I Fundamentals of colour perception


Stephan Gauss


1 Human colour vision


The term “colour” has different meanings. It is used variously to describe a characteristic of an object perceived by the eye, a paint or surface coating applied to a garden fence, and it can refer to a printing ink. Consider also the various materials, which give these products their colour. Such colourants are either pigments (insoluble in the paint or coating medium), or dyes (soluble in the medium), see Chapter IX. Colourants can be further ordered according to their “colour index” (C.I.), which more accurately should be called “colourant index.”


A question that often arises during daily work in the paint and coatings industry is: “is today’s production batch the same colour as the reference sample?” This book will show how we can obtain useful numbers from this perception in the brain to help us answer that question.


Any description of the term “colour” must distinguish between the physical processes that lead to a sensory stimulus in our eyes and our own subjective evaluation of that stimulus, which is transmitted from the eye to the brain. This is shown in Table I.1.


The left column in Table I.1 is more bio-physical in nature and is discussed in more detail in Sections I.1.1 and I.1.2. The right column is explained in Section I.1.3.


It is important to understand that the colour of an object exists only in our mind; different people may describe the colour of the same object differently. For this reason, it is common practice in the commercial world to talk instead about the colour differences from a given reference standard and not about the colour itself. Naturally, the coloristic attributes of the reference standard must be close to those of the sample being assessed. Because colour differences are usually small, people usually find it easier to agree on them. These colours are also known as related colours.


German standard DIN 5033 (Part 1)[1] defines the term colour in very sober terms:


Colour is the sensation of a part of the visual field, which the eye perceives as having no structure and by which this part can be distinguished alone from another structureless and adjoining region when viewed with just one motionless eye.


Colour as a sensory perception


In this book the term colour will be used to describe the sensory perception which the brain associates with a given attribute of an object. This perception is affected by many other influences, in addition to the given attribute of the object. Thus, although the particular perception may vary from person to person, the environment and our own physical condition influence our colour perception, too. This is echoed in the phrase “looking at the world through rose-tinted glasses”.




Table I.1: Objective and subjective colour perception.
















	
External, objective




	
Subjective









	
Physical stimulus,
colour stimulus (φ)




	
Colour perception









	
Colorimetry spectrum




	
Colouring perceptions

















[image: ]


Figure I.1: Our impression of the colour of an object is the outcome of interaction between a light source, the observed object, the human eye, and signal processing in our brain.


Source: Clariant Produkte (Deutschland) GmbH





If we wish to perceive the colour of a non-luminous object, we must first illuminate it with a light source. Alternatively, we could observe the colour of a light source (luminous colour). These two ways are equivalent as regards the actual colour stimulus and the associated colour perception. Thus, our colour perception results from the interaction of three things:




	Light source



	Coloured object



	Detector (eye and brain)






This is illustrated in Figure I.1.


1.1 The human eye


In humans, the eye is the most important sensory organ[2, 3]. It is the origin of most of the signals processed in our brain. Because of this importance, nature has provided it with several protective mechanisms. It is located in the eye-socket, where it is protected by the nasal bone, the cheekbone and the frontal bone. It has eyelashes to keep dust and dirt from entering and it features an eyelid-closure reflex for coping with an emergency. Its surface is continually cleaned by lachrymal fluid. Over the course of evolution, the eye as a means of providing vision has passed through a number of designs. A schematic diagram of a human eye is shown in Figure I.2.
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Figure I.2: Schematic diagram of the human eye.


Source: Klett Verlag[4]
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Figure I.3: Schematic diagram of the human retina showing the arrangement of rods and cones. The light is incident from the bottom.


Source: Cornelsen Verlag[5]





1.1.1 Optical structure


Light passes through the cornea and the jelly-like lens of the eye into the vitreous humour (vitreous body). In front of the lens is the iris, which acts as an aperture that enables the eye to adapt to varying lightness levels. The iris is capable of capturing three aperture stops, in the manner of a camera diaphragm. This corresponds to a correction factor of 1 : 8, but does not quite reflect the geometric conditions of 2 to 8 mm diameter for the pupil (aperture) (Stiles-Crawford effect). The ciliary muscle around the lens enables the latter to adapt to different focal distances in the manner of a telephoto lens by making the lens more spherical for focusing on near objects and flatter for distant objects. At the back of the vitreous humour is the retina, which contains the cells responsible for processing the sensory signals. Its structure is also shown in Figure I.3.


1.1.2 Signal processing and special features


The retina is a light-sensitive, irregularly structured layer of tissue that lines the back of the vitreous humour[6]. Colour vision is only possible at angles of up to 40° around the optical axis. At greater angles, only monochromatic (black and white) vision is possible, while at smaller angles, colour vision and resolution increase. Close to the optical axis and located on the retina is the fovea, the area of highest resolution and greatest visual acuity. It has a visual angle of around 2° and is located within the macula, which contains pigments believed to provide the photoreceptors with additional protection against intense exposure to illumination. Surprisingly, the fovea is not on the optical axis, but is offset above it by about 4°. On the other side of the optical axis, offset by 10°, is another special feature of the human eye: the blind spot. This is an area where all the nerve fibres come together and leave the retina. Consequently, there are no photoreceptors in the blind spot.


Rods and cones


There are essentially two types of photoreceptor cells in the retina, namely rods and cones, which derive their name from the shape of their sensitive areas. Rods and cones are not evenly distributed across the retina – for example, the macula contains a high concentration of just cones. The proportion of rods increases with distance from the optical axis, with the result that areas of the retina outside the visual angle of 40° contain only rods. Aside from this variation in rod and cone distribution, the concentration of all sensory cells decreases with increase in distance away from the retina and so too does the density of connections between these sensory cells and the brain. Inside the macula, each cell (here: cone) is connected to the visual centre by one nerve fibre, but with increase in distance from the centre more and more sensory cells are connected to a single nerve fibre. Ultimately, in the outer part of the retina, more than 100 rods and cones are connected to one nerve fibre. As a result, there are only 1 million nerve fibres for the roughly 6 million cones and 100 million rods in the human eye. Apart from photoreceptors and nerve fibres, the retina contains cells for processing the electrical signals, and fine blood vessels.


Individual images make up the overall picture


One consequence of the structure of the human eye is that we mostly see using just 0.02 % of the retina, i.e. that portion which is located in the macula. Recent studies have shown that the images of the viewed object are not created on the retina in the manner of a camera, but rather that small eye-movements cause the macula to keep refocusing on new areas. The brain composes all these individual images, which are captured every split second, to form a steady image. In other words, our vision is not due to our eyes fixating on an object, but instead is a composite of a large number of individual images.


1.2 The photoreceptor cells in the human eye


Electromagnetic waves in the visible wavelength range trigger a chemical reaction in the photoreceptor cells, generating an electrical signal, which is transmitted by the nerve fibres to the visual centre in the brain (colour stimulus). Photoreceptor cells are around 40 µm in length and 2 µm in diameter. Surprisingly, they are located in the retina in such a way that the light ray from the lens has to pass through the entire cell to reach the photosensitive area. All the nerve fibres stretch between the retina and the vitreous humour and exit to the brain via the blind spot. A schematic diagram of the structure of rods and cones is shown in Figure I.4.
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Figure I.4: Schematic diagram of the (a) rods and (b) cones in the human retina. The light is incident from the left.


Source: Clariant Produkte (Deutschland) GmbH





Rods and cones have different functions. Rods do not convey any sense of colour, but rather are responsible for our ability to distinguish between light and dark in low light conditions (scotopic vision). They are sensitive to luminance levels down to below 0.1 cd/cm2, and are responsible for our night vision. A single photon is enough to make them fire. As the light intensity increases, the rods become less responsive and the cones start to take over. Cones are two orders of magnitude less photosensitive and are responsible for our day vision. The stimuli experienced by the cones ultimately give rise to our colour vision (photopic vision). There are three types of cones in the eye, which sense light in different bands of the visible spectrum. The photosensitive protein molecules (opsins) located in the outer parts of the cones (and the rods) differ in their maximum sensitivity. The stimuli experienced by the three types of cones are processed separately. It is the different stimulation of the three types that creates the perception of colour in our brain.


1.2.1 Spectral sensitivity of the receptors


The advent of micro-spectrometers after 1960 permitted the spectral sensitivity of the rods and the three types of cones to be analysed directly. The cones are named according to their sensitivity to wavelength ranges: short (S), medium (M) and long (L). In the literature, they are also referred to as R (red), G (green) and B (blue). They exhibit maximum sensitivity at 420 nm (S), 530 nm (M) and 560 nm (L). These spectral sensitivities are shown in Figure I.5, and are relative to the overall sensitivity of the fovea. It should be noted that this fundamental data, which will later be used in colorimetric calculations (see Section I.7), was determined on a small number of test persons (17) in the 1920s[7, 8]. The chosen persons were deliberately younger than 30 years old in order that incipient yellowing of the eye-lens and age-related macular degeneration could be ruled out. This shows that everyone’s eyes are different and that everyone’s colour perception is subjective. The eye sensitivities discussed here are therefore average values for a fairly small test sample (people with normal vision; emmetropia). New tests to broaden the data base are planned.


Lightness and colourfulness


The three sensitivity ranges, which are shown in Figure I.5, overlap extensively. Rather than being a drawback, this allows us to see colour. The stimuli to which the photoreceptors respond need to be differentiated on the basis of light intensity and wavelength. A strong signal fired by an L photoreceptor may be caused by light of high intensity at 500 nm (range of low sensitivity) or of low intensity at 560 nm (range of high sensitivity). At each individual wavelength, the signals emitted from the three types of cones are in a fixed ratio. Any signal-processing system can derive information about the light intensity from the absolute signal height while the spectral composition can be determined from the ratio of the different signals. This is how we are able to perceive lightness and colour separately. Details on human signal processing during vision can be found in Kaiser and Lee[3, 9]. Our current understanding is that the three cones and the rods generate three types of signal (pairs of parameters) that are transmitted to the brain. These three signals together are called colour stimulus and can be represented mathematically as a vector.


It should also be noted that there are substantial differences in the number of S, L and M cones in the retina. That is to say, there is no defined pattern equivalent to the red, green and blue pixels on TV screens. Recent studies assume that the frequency distribution for the S, M und L receptors is 1 : 3 : 6[10]. One reason for the relatively small number of S cones might be chromatic aberration of the eye-lens. As its focal point varies with the wavelength, it cannot accurately focus the entire visible spectrum on the retina. The eye is likely optimised for the M and L cones whose maxima are closer together while a blurry image will reach the S cones. Consequently, a fine distribution is not needed for this wavelength range.
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Figure I.5: Sensitivity of the three types of cones S (blue), M (green) and L (red) as a function of wavelength. Types M and L overlap extensively, with their maxima occurring at 540 nm (M) and 650 nm (L).





Consider now the rods, which fire even at low light levels. Their light-sensitive pigment is rhodopsin, which mainly absorbs in the blue-green range. Its sensitivity (response) curve is shown in Figure I.6. The colour stimulus of the rods cannot distinguish between light of high intensity in the low-sensitivity region (e.g. above 600 nm) and of low intensity at the sensitivity maximum at 507 nm. As a result, humans cannot see colour differences in low light, which is why “at night all cats are grey”. In the transition region from rod vision to cone vision (twilight), the greater sensitivity of the rods in the blue range gives rise to the belief that blue objects become brighter than in broad daylight. This is called the Purkinje effect.
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Figure I.6: Spectral sensitivity of human photoreceptor rods. Their maximum sensitivity occurs at 498nm, i.e. between those of the S cones and the M cones.





While humans possess trichromatic vision, there are animals which have just 2-cone and even 4-cone sensors (tetrachromatic vision). Some birds, reptiles and fish have cones, which are sensitive in the UV range.


1.2.2 Visual defects


Our vision changes as we get older: the eye-lens tends to lose its elasticity and become yellowish. Again, some 8 % of males and 0.5 % of females are born with visual defects (ametropia). Their cones may exhibit different sensitivity or even none at all. This kind of colour blindness can be diagnosed with the aid of special colour displays called Ishihara plates that exploit the effect of colour confusion. Another way to test for colour blindness is to use an anomaloscope. With this instrument, the patient uses a set of three primary-colour light sources to match a given reference colour (additive colour mixing, see Section I.3.1).


1.3 Colour perception


1.3.1 Chromophoric attributes


The names we give to colours and our perceptions of them are mainly determined by our cultural history. This would explain why different cultures have different views on colour.


As early as 1850, Grassmann and von Helmholtz described three distinct characteristics of human colour perception. This three-colour theory or trichromatic model1 was posited around one hundred years before experimental proof of the existence of three different cones in the retina was found. Some years later, in 1878, K. Hering published his opponent colour theory according to which our colour perception is based on pairs of hues, namely red/green and blue/yellow, as well as on black and white. This model has since been verified experimentally.


Our perception of colour is based upon three fundamental attributes:




	Brightness or, even more important, lightness



	Hue



	Chroma or colourfulness (chromaticness), and saturation






Current definitions of all these terms are presented in more detail in ISO 11664 Part 1 and DIN 5033 Part 1[1, 12]


Chroma is a measure of how much a colour stimulus differs from that of an uncoloured surface of the same lightness. As in the case of lightness, the human eye evaluates sensory stimuli on a relative basis. Chroma can therefore be thought of as relative colourfulness. Finally, by expressing chroma as a ratio of lightness, we obtain the saturation.


1.3.2 Colour constancy


The human brain does not convert transmitted colour stimuli directly into a colour perception, but instead automatically takes account of the conditions in which the observations are made. The raw colour signals themselves do not penetrate into our consciousness.


Colour vision incorporates the concept of colour constancy. Our visual interpretation of a hue always takes ambient lightness into account. For example, the illumination level outdoors in direct sunlight is several orders of magnitude greater than it is inside. The stimuli reaching our eyes outdoors should lead to white-out of any object, which would only appear white. The combined input from the eyes and the brain leads to a recognition that the different stimulus triggered by a green apple, say, stems from a change in lighting conditions and not from a change in the hue of the apple itself. Colour constancy is therefore based on the notion that the lightness of an object is determined by the lightness of the environment or of a reference object, and our colour perception changes accordingly (“related colours”, see also Section I.1). For a good example, consider our visual perception of the moon. If we look at it in the afternoon, it appears pale yellow against the blue of the sky. Some hours later, in the dark, we perceive it as being bright yellow even though its lightness, which is the result of illumination by the sun, has not changed much during this short time. A further special effect is that we can make out the details of the moon’s surface at night.
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Figure I.7: Wavelength and frequency of electromagnetic radiation on a logarithmic scale, along with different applications. Only wavelengths in the narrow range from 400 to 700nm are detectable by the human eye.


Source: Clariant Produkte (Deutschland) GmbH





2 Light as Electromagnetic Radiation


The light perceived by the human eye consists of electromagnetic radiation. Figure I.7 shows the different wavelength and frequency ranges of electromagnetic radiation on a logarithmic scale, along with several applications in these ranges. The human eye can only detect radiation in the tiny wavelength range of 370 to 700 nm (1 nm = 10-9 m). Due to the low sensitivity of our eyes outside this range, colour measurements are made over the range 400 to 700nm by international agreement.
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Figure I.8: A prism disperses the white light into its components: light of different colours and wavelengths (Newton, 1766). A diffraction grating could be used instead to achieve the same dispersion.


Source: Clariant Produkte (Deutschland) GmbH





The relative spectral power S (λ) of the radiation usually differs from wavelength to wavelength, and gives rise to different colour perceptions. In colorimetry, the relative spectral power is usually referenced to 560 nm. Back in 1766, Isaac Newton demonstrated in his prism experiment (see Figure I.8) that white sunlight is a combination of different colours. In other words, there is no wavelength for white light. Light of different wavelengths creates different colour perceptions in humans. Radiation with a wavelength ranging from 450 to 490 nm appears blue, while that in the range 490 to 560 nm is seen as green, and wavelengths longer than 630 nm are perceived as red. The adjacent wavelength ranges are ultraviolet (<400 nm) and infrared (>700 nm). Electromagnetic radiation itself is colourless; it is human sensory perception, which converts the various spectral power distributions into the concept of colour in our brains. The spectral power distribution emitted by an object carries the information about the colour of the object.
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Figure I.9: Schematic diagram of a spectrum of ideal white (a), blue (b) and yellow (d). Mixing blue and red creates violet (c). A bar chart symbolizes the colorimetric measurement of the radiation distribution at discrete sampling points. Measurements, e.g., every 20 nm yield 16 sampling points in the range 400 to 700 nm.


Source: Datacolor AG





The intensity distribution of the radiation is referred to as a spectrum. The curve of this distribution is called a remission curve or reflectance curve R(λ). Further details on reflection and remission are presented in Sections I.4 and VII.2. Only the term reflectance curve is used in daily life. Figure I.9 shows the intensity distributions of a blue (Figure I.9b) and a yellow (Figure I.9d) hue. The colour distribution in a rainbow or in Isaac Newton’s prism experiment is created by shifting an intensity maximum along the visible wavelength range, whereby the colour curve changes from blue to green to yellow and finally red. The steeper or greater the slope of the intensity maximum, the purer is the hue. In theory, a spectrum could be based on an abrupt, rectangular distribution where the intensity jumps from 0 % to 100 %. Such (theoretical) colours are called ideal colours.


A constant intensity distribution from 400 to 700 nm would be perceived as achromatic. Depending on the absolute intensity value, an ideal white, ideal grey or black would be created (Figure I.9a). A single intensity maximum is not the only way to create a colour – the radiation intensity in the spectrum can be any shape. That is how other colours are created in addition to the colours of the rainbow. For example, violet is not seen in the rainbow but is created by a spectrum having maxima in both the blue and the red wavelength ranges. Figure I.9c shows an example of such a spectral power distribution containing a mixture of blue and red. This intensity distribution is perceived as violet. The two methods for mixing colours are presented in Section I.3.
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Figure I.10: In additive colour mixing, a combination of all three primaries yields white. This type of colour mixing occurs most often with coloured lights.


Source: Clariant Produkte (Deutschland) GmbHa





3 Colour mixing


Colour mixing is important in daily life because commercial colourants (pigments and dyes) do not cover the full range of all perceptible colours. The technical background to matching colours to a reference sample (recipe calculation) is discussed in detail in Section XI. The basics are presented below.


3.1 Additive colour mixing


There are basically two kinds of colour mixing. In additive colour mixing, different hues add up to eventually yield white. This is shown schematically in Figure I.10. Probably the easiest example of this type of mixing occurs in every TV set. The screen consists of separate red, green and blue pixels. Varying the intensity of these three pixels allows nearly every colour perception to be created in the viewer’s brain. Adding red and green together, for example, produces yellow. Additive colour mixing is thus the concept behind the mixing of coloured light. Where all three pixels have the same intensity, white is created. Red (R), green (G) and blue (B) are called the primary colours (primaries) of additive colour mixing. Complementary colours are two coloured lights that add up to white (see also Grassmann’s 1st law).


3.2 Subtractive colour mixing


When we experimented with paints as children, however, we had a different experience. Mixing red and green produces a grey-brown colour – not yellow as described above. Mixing of pigments, i.e. colourants, usually follows the rules of subtractive colour mixing. Consider the fundamentals of colour creation. The red colour of a pigment is based on the absorption of blue and green wavelengths whereas green is created by the absorption of red and blue wavelengths. Mixing of red and green colourants will lead to absorption of nearly the whole visible spectrum, leaving only grey-brown. The term “subtractive” is somewhat misleading. A better term would be “the addition of the absorption effect of colourants.” The primaries for subtractive colour mixing are cyan (C), magenta (M) und yellow (Y), and are especially important in the printing industry. They add up to yield a kind of black (in the printing industry a really good black (K [for key]) is included by way of a fourth colour component). Subtractive mixing of cyan und yellow is illustrated in Figure I.11. This reveals another important aspect of this type of colour mixing, namely that subtractive mixing mostly yields spectra of low intensity (darker colours) and flatter slope. As a result, the mixed colour has less chroma (and less brilliance) than the original colours.
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Figure I.11: Subtractive mixing of cyan and yellow pigments yields green (a). The spectra (b) illustrate how the green reflectance curve is generated by the subtractive mixing of cyan and yellow reflectance curves.


Source: Clariant Produkte (Deutschland) GmbH





Both kinds of colour mixing can take place simultaneously. For example, coloured pictures can be created by printing several colours on top of each other (subtractive mixing) and by printing pixels of several colours beside each other. We must remember that the process behind colour perception in the human brain is different from the technique used in colour reproduction. In daily technical communications involving colour, the RGB/sRGB and CMYK colour spaces spanned by their primaries play an important role. They are not the same as the general colour spaces presented in Chapter V. The range of colours that can be produced by a colourant system is called the colour gamut.


4 Interaction of light and matter


When light strikes matter (material), the interaction that occurs depends on the nature of the matter. And this will also influence the colour of the light.


Transmission: Transmission occurs when the light beam passes through the material without modification. Such a material is said to be transparent. In addition, if the material is also colourless, the light beam will exit the material with the same intensity distribution (spectrum). Only a small quantity is reflected at the point where it enters and exits the material (interface of material and air or vacuum).


Reflection: The amount reflected depends on the difference in the speeds at which the light travels in the two materials. Light travels faster in a vacuum or air than it does in matter. The ratio of these two speeds is called the refractive index. Normal glass has a refractive index of 1.5 and reflects around 4% of the light incident on its surface. This type of reflection occurs at the interface of materials that have different refractive indices and, as a corollary, different light-propagation speeds.
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Figure I.12: At the interface between air or a vacuum and glass, some of the light is reflected, but most is refracted towards the normal to the interface surface. Refraction is caused by the lower speed of light in matter.


Source: Clariant Produkte (Deutschland) GmbH





Absorption: Electromagnetic radiation (light) can be partly or wholly absorbed as it passes through a material. If all of it is absorbed, the material is said to be opaque. The amount of radiation absorbed depends on the electronic structure of the material and whether the wavelength of the radiation matches the excitation energy needed to cause an electronic transition. For this reason, different wavelengths within the radiation will be absorbed to different extents. Back in 1760, Lambert established that the extent of absorption by a transparent medium varies with the thickness of the medium. The dependence of absorption on the concentration of the absorbing material is known as Beer’s law. The Lambert-Beer law is described in more detail in Section VII.3.
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Figure I.13: Relationship between the scattering effect of a pigment and its particle size. Scattering is at a maximum when the particle size is identical with the wavelength. Tinting strength exhibits a different dependence on particle size. On account of this, both properties can be varied during pigment production.


Source: after L. Gall





Scattering: When a light beam penetrates a material, it can also be scattered. Although the light changes direction in this case, its wavelength remains the same. As a result of this kind of interaction, the light beam may even be partially scattered out of the material (i.e. re-emitted). Scattering can take place repeatedly. These processes all occur in the first few micrometers beneath the surface of a material. The white colour of milk, clouds and white pigments are all familiar examples of scattering. The blue colour of the sky is also the outcome of light scattering by air molecules, although refractive index also plays an important role in this interaction.


The greater the difference in the refractive indices of two materials when a light beam passes from one to the other, the more the light is scattered.


The amount of scattering is also influenced by particle size, with particles the same size as the wavelength causing the most, and larger particles the least[13]. As the particle size of pigments can be manipulated during production and further processing, it is possible to produce pigments of the same colour index for use in different kinds of applications, pigments which scatter more and thus have greater hiding power or are more transparent, e.g. for printing inks. Varying the particle size of the pigments therefore enables both the hiding power and the hue to be modified. Consequently, pigment manufacturers can produce various pigments of different hiding power and different hues under the one Colour Index (see Chapter X). For the same reason, pigments from different suppliers having an identical colour index can exhibit different hues in application.
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Figure I.14: Three different kinds of interaction are possible when light strikes matter. The absorption effect is described by the coefficient K(λ) and the scattering effect by S(λ). These are discussed in more detail in Section VII. 3 ff.


Source: Clariant Produkte (Deutschland) GmbH





The scattering properties of a material determine whether it is transparent, translucent or opaque. An opaque material does not transmit any light at all. The various types of interaction that occur when light strikes matter is illustrated opposite.


5 Standard illuminants and light sources


Everybody knows that the perceived colour of an object depends on the nature of the illumination. On one hand, the amount of illumination entering the human eye can be varied extensively by the “human aperture”, i.e. the pupil. However, our ability to see colour vanishes if the radiation intensity is too low (night vision) or too high, in which case we are blinded. On the other hand, it is known that the perceived colour also depends on the nature of the light source. An object is perceived to have a different colour at sunset than under the full mid-day sun; the colour perception created by a light bulb is different from that created by sunlight – there is also the complication that an object may be illuminated with coloured light. This means that it is essential for us to state the type of illuminant when we report the results of a colour assessment, whether visual or colorimetric (see DIN 6174). This is a consequence of the fact that different kinds of illumination are described as being white illumination. The reason for this is that we humans perceive the various spectra emitted by different light sources all to be white. This is also known as metamerism and is discussed in more detail in Section I.9.


5.1 Standard illuminants


Standard illuminants are defined and published by the International Commission on Illumination (usually abbreviated CIE for its French name). These are theoretical spectral power distributions, irrespective of whether the actual light sources for them are technically available. The first standard illuminants were introduced in 1931 and 1964. At that time, even the spectral power distributions of natural sources were standardised. Direct sunlight was represented by standard illuminant B and average daylight by standard illuminant C. Since then, CIE has focused on standard illuminants based on theoretical spectral power distributions of blackbody radiators. Illuminants B and C are no longer standardised. Blackbody radiators have a continuous spectrum without any peaks or gaps. The relationship between temperature and radiant power is given by Planck’s radiation law.
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Figure I.15: Schematic diagram of the spectral power distributions of blackbody radiators at 4 different colour temperatures.


Source: Clariant Produkte (Deutschland) GmbH





It states that the spectrum of an ideal blackbody radiator is directly related to its temperature – we have a colour temperature. As the temperature is stated in Kelvin (K), the absolute temperature scale, we must add 273 degrees to a Celsius temperature to arrive at its equivalent Kelvin temperature.
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Figure I.16: Relative spectral power distributions of CIE standard illuminants A, D65 and D50.


Source: Clariant Produkte (Deutschland) GmbH





A spectral power distribution S (λ) shows the wavelength dependence of the radiation. For the standard illuminants, the spectral power distributions are astated relative to the value at 560 nm. Comparison of different power distributions shows that they all intersect at 560 nm. Figure I.15 presents the relative power distributions S (λ) for blackbody radiators at 2856 K, 5000 K, 6500 K and 10,000 K over the range 400 to 700 nm. As the colour temperature rises, the proportion of blue, short-wavelength power rises.


The current versions of CIE Report 15[11] and ISO 11664 Part 2[12] define standard illuminants A, D65 und D50 on the basis of blackbody radiators. They contain tables of the spectral power distributions, which are shown in Figure I.16. Note that the standard illuminants are defined in the range of 300 to 780 nm, which is wider than the sensitivity range of the human eye. The wider range allows, e.g., specific effects in the ultra-violet range that affect the visible range (e.g. fluorescence, optical brighteners) to be investigated with a standardised illuminant. Standard illuminant A represents a light bulb having a filament with a temperature of 2856 K. D65 describes average natural daylight on the Earth – the surface temperature of the sun is 5800 K, but absorption effects in the atmosphere raise the colour temperature to 6504 K. D50 is an illuminant mainly used in the graphics industry.


The other type of CIE standardised illuminant is the fluorescence emitted by fluorescent lamps. Officially, CIE has defined the two illuminants F2 (cool white fluorescent/CWF) and F11 (three-band fluorescent source/TL84). These illuminants consist of a small continuous background portion overlaid with a line or a band spectrum. The relative spectral power distributions of these two standard illuminants are shown in Figure I.17. Further information on these kinds of illuminants is presented in the next section.
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Figure I.17: Relative spectral power distribution of the CIE standard fluorescent illuminants F2 and F11 and the energy-saving lamp U35.


Source: Clariant Produkte (Deutschland) GmbH





CIE Report 15 also lists tables of spectral power distributions for further illuminants, but these have not been officially standardised. They include, for example, the aforementioned natural illuminants B and C. New illuminants will be developed, launched onto the market and standardised in the future. In the European Union, incandescent light bulbs are banned, and so illuminant A will disappear from our daily lives, to be replaced by energy-saving lamps, such as type U35. Standardisation of the LED illumination spectra is a more recent topic. LEDs are a high-growth area and the standardisation process is underway.


All colorimetric measurements based on light sources actually available must be converted to the standard illuminants before they can be used in further calculations. This is done by calibrating the spectrometer by comparing the readings for a calibration tile with the saved theoretical values for that tile. The software then calculates the correction factor for each value on the spectrum. Thus, a single measurement allows the data for all standard illuminants to be determined simultaneously. Further details of this calibration process are given in Section II.2.


5.2 Light sources


Light sources used in colorimetry can be classified into two main groups: thermal radiators and luminescence radiators. The latter can be further sub-classified into gas-discharge lamps and electroluminescence lamps.


Thermal radiators


In a thermal radiator, a single-coil filament is electrically heated to a temperature at which it emits a continuous spectrum of electromagnetic waves. The spectrum varies with the temperature, i.e. with the applied electric current. As the temperature rises, the colour of the emitted light shifts from dark red to yellow to white. Such light sources approximate a blackbody radiator. The best known source for this is the tungsten filament coil which, when heated to 2856K, can replicate standard illuminant A. Apart from the metal used, the emitted spectrum is defined by the gas inside the glass bulb (krypton, argon or halogen (bromine)). This gives rise to a certain amount of deviation from the theoretical blackbody radiator. To compensate, the concept of the correlated colour temperature has been introduced. A (correlated) colour temperature can be assigned to luminescence radiators in the same way.


Gas-discharge lamps


In gas-discharge lamps, free charge carriers are accelerated by an electric field. This excites the atoms as well, inducing them to emit light of characteristic wavelength. Increasing the gas pressure in the system can trigger other kinds of interactions, giving rise to a continuous underground to the line or band spectrum. Thus, gasdischarge lamps can also be used in colorimetry.
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Figure I.18: Comparison of the spectral power distributions of a continuous xenon arc lamp and a Xe flash lamp. The latter is more common in large spectrophotometers.


Source: Datacolor AG





Standard illuminant D65


Standard illuminant D65 is usually replicated with a xenon discharge lamp because the emission spectrum of the high-pressure type largely coincides with that of standard illuminant D65. A few extraneous peaks are eliminated with filters. Nowadays most devices are based on xenon flash lamps because these do not need to be warmed up for 30 to 60 minutes before measuring starts. They are also safer because high pressure is not used. However, the flash lamps have a smaller proportion of continuous spectrum and more extensive filtering of the line spectrum is required.


Fluorescent sources of light


Low-pressure mercury vapour lamps usually serve as the light source for fluorescent illuminants. They emit a line spectrum in both the short-wavelength visible range and the UV range. The UV emission is used to stimulate fluorescence in the phosphors on the glass-wall coating. The phosphors employed determine whether standard illuminant F2 (CWF) or F11 (three-band fluorescence/TL84) is emitted. The same process is also used to illuminate light booths. The popular name “neon lamp” to describe these light sources is a misnomer.


LED light sources


Soon after light-emitting diodes (LEDs) of various wavelengths were developed, it was proposed that they be used to replicate the standard illuminants. Since short-wavelength, i.e. blue, LEDs already existed, this idea was soon adopted. The spectrum emitted by LEDs is not continuous, but merely an overlapping of numerous line spectra. Thus, the calibration software has to use correction factors to smooth the peaks and troughs to replicate the standard illuminants. For this reason, LED light sources cannot be used to visually assess samples under standard illuminant conditions. The advantages of LED light sources are their low energy consumption and small size. They are therefore chiefly used in handheld spectrometers.


Several technologies have been developed for producing LEDs that emit white light for use around the house. However, the differences in the technologies have hampered standardisation. These “white” LEDs have a high content of blue radiation and thus a very high colour temperature.


6 Standard observer


In Section I.1, we discussed the structure of the human eye. We talked about the rods and the cones, their relative numbers and their spatial distribution about the retina. We also looked at the various wavelength-dependent sensitivities of these “sensors”. In colorimetry, the human eye is replaced by a mechanical sensor and accordingly the eye’s sensitivity must be transformed into a mathematical model. In this model, human colour perception is replaced by the concept of response curves. This was introduced in 1931 by the CIE. As in human signal processing, the number of signals (three cone types + one rod) is reduced to three.
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Figure. I.19: The colour-matching functions x(λ), y(λ) and z(λ) are a mathematical characterisation of the visual sensation of the human eye. Their values were defined by the CIE. Two variants of the functions exist, i.e. the 2° and 10° standard observer, and the choice between them depends on the size of the assessed sample. The dashed lines indicate the data for the 10° observer. The three interlinked functions are scaled so that the maximum for y(λ) is a value of 1.


Source: Clariant Produkte (Deutschland) GmbH





2° standard observer/1931 CIE standard observer


The concept of the 2° standard colorimetric observer draws on the experiments of Wright and Guild[7, 8]. It is the sensory perception which a small observed object triggers in the fovea only (see Section I.2). The three response curves x2(λ), y2(λ) and z2(λ) are called colour-matching functions. Their values are defined in CIE Report 15[11] and were officially standardised in ISO 11664-1[12] in 2008. Figure I.19 shows a plot of these functions. They are defined such that the y2(λ) curve represents the lightness perceived by humans. In addition, the maximum of this function is chosen so as to have a value of 1 at 550 nm. A visual angle of 2° roughly corresponds to an object the width of a thumbnail, held at arm’s length.


10° standard observer/1964 CIE standard observer


However, the samples we usually assess in daily work are larger. So, in 1964, the 10° standard observer was introduced (also known as the 1964 standard observer). The 10° visual angle in this case corresponds to the width of the palm of the hand, held at an arm’s length. This matches most paint drawdowns prepared in a coatings laboratory. The colour-matching functions for the 10° observer x10(λ), y10(λ) and Z10(λ) are illustrated by the broken lines in Figure I.19. The small variations in response are a consequence of the different distributions of S, M and L cones and the inclusion of rods for the 10° observer. At a 10° visual angle, areas of the retina beyond the fovea are stimulated. The 10° experiments performed back then excluded the 2° area of the central fovea. In daily practice, the 10° observer is normally implied, unless the 2° observer is specifically mentioned.


These response curves illustrate the vanishingly small response of the human eye to wavelengths shorter than 400nm and longer than 700nm. Accordingly, colorimetric calculations are restricted to the range 400 to 700nm. It should be mentioned that the tests performed in 1930 collected data from just 17 persons[7, 8] (see Section I.3.2) and the results exhibit considerable scatter. Thus the currently defined colour-matching functions represent an average and the differences between the 2° observer and the 10° observer are smaller than the scatter of the raw data upon which these functions are based.


7 CIE 31 system


Let us review what we have learned so far. We have seen that the triple play of light source – object – observer (see Figure I.1) is necessary for colour perception. We discussed light sources and their standardisation to standard illuminants (Section I.5), examined the different types of interactions that occur when light strikes matter (Section I.4) and explained the structure of the human eye and the basics of colour perception (Section I.1). This flow of information is summarised on the left side of Figure I.20. The right side illustrates the analogous situation in colorimetry. Here, we use numbers as a substitute for colour perception in the human eye and signal processing in the brain. The colour-matching functions x(λ), y(λ) and Z(λ) proposed by CIE in 1931 and 1964 and introduced in Section I.6 are the first combination of mathematical functions for representing colour perception in humans. Together with the measured reflectance curve R(λ), a triplet of numbers can now be assigned to each colour. These numbers (X, Y and Z) are called tristimulus values.


7.1 Calculation of tristimulus values


The various parameters needed for calculating tristimulus values were introduced in the previous sections. Thus, S(λ) of the standard illuminant represents the spectral power distribution of the incident radiation from the theoretical light source illuminating the object. R(λ), the reflectance factor at wavelength λ, represents the reflected light that catches the eye. The eye itself is represented by the colour-matching functions. These functions either are defined by the CIE and listed in tables at specified wavelength increments (e.g. every nm, every 5 nm or every 10 nm) or R(λ) is measured by the spectrophotometer in those nm increments. Modern spectrophotometers mostly measure in 10 nm increments, and so yield 31 data sets for the range 400 to 700 nm. The visual perception of the human eye is therefore based on the sum of each of the products S(λ) · R(λ) for all wavelengths. Note that the more mathematically correct integration is replaced by the sum of the 31 products. Multiplication of this result by the colour-matching functions yields the tristimulus values. The product S(λ) · R(λ) is called the stimulus.
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Figure I.20: Sketch of the information flow involved in colour perception and colour measurement. For the latter, visual perception and signal processing in the human brain must be replaced by mathematical functions. Tristimulus functions form the basis for these functions.


Source: Clariant Produkte (Deutschland) GmbH
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Figure I.21: Schematic diagram of the process for calculating tristimulus values obtained by summing the product of the spectral power distribution S(λ) of the illuminant, the reflectance factor R(λ), and the colour-matching functions in the range 400 to 700nm. Given 10nm increments, this means that 31 products must be added up for each of X, Y and Z.


Source: Clariant Produkte (Deutschland) GmbH
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Summation is applied over the range 400 to 700 nm in each case, with the factor k introduced for the purpose of standardisation; for a pure (ideal) white, therefore, Y = 100. In Section I.6, it was pointed out that colour-matching function y(λ) also serves as a measure of the lightness perceived by humans.
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For this reason, Y is sometimes also called luminance. This type of standardisation officially applies only to the 2° observer (1931), but is also used for the 10° observer because the deviations are very small. Since S(λ) is different for each standard illuminant, k also varies for each illuminant. Figure I.21 illustrates the process for calculating the tristimulus values X, Y and Z.


Ideal white represents a sample that reflects 100 % of each incident light wavelength. Yn is the notation employed for all standard illuminants as they are also white. Accordingly, Y = 100 cannot be exceeded. Exceptions to this rule are fluorescent samples that absorb energy at wavelengths <400 nm and re-emit it in the visible range. More precisely, it should be mentioned here that for the 10° observer the official designations are X10, Y10 and Z10, in correspondence with the colour-matching functions x10(λ), y10(λ) and z10(λ). The standard illumination used in the measurement must also be cited.


From a mathematical point of view, integration would be more precise and X, Y and Z would be represented by the area under the curves. For X, this would take the form:
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Integration is done over the range 400 to 700 nm in increments of d λ (e.g. 10 nm). In the literature, an integration range of 380 to 760 nm is sometimes mentioned, but the colour-matching functions are virtually zero outside the 400 to 700nm range. The CIE 31 system has since standardised in ISO 11664-3[12].


7.2 Chromaticity coordinates


We would not impress anyone by boasting that “the colour of my new car is X = 35, Y = 65 and Z = 15”. Values of X, Y and Z can therefore only serve as an intermediate step toward further calculations. Along with the X, Y and Z system, CIE introduced the concept of chromaticity coordinates x, y (both lower case) in 1931. These are intended to provide a convenient two-dimensional representation of colours. They are calculated as follows:
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As a consequence, “lower case z” automatically substitutes to z = 1-x-y.


Spectrum locus


An x-y plot of the chromaticity coordinates of all spectral colours from 380 to 780nm yields the spectrum locus, along with all the intervening mixed colours created to fill the space bounded by the spectrum locus. This diagram is called a chromaticity diagram and is shown in Figure I.22. It is also known as the CIE colour triangle or in laboratory parlance “the shoe-sole” or “the horseshoe”. The curve is nearly identical for the 10° observer from 1964. Table I.2 lists the x, y and z values for selected hues.


With this display format we now have a two-dimensional diagram of colour – but it does not contain any lightness information. So we add luminance Y to yield a 3-dimensional Yxy colour system. However, an actual three-dimensional diagram of this system does not exist. The x-y chromaticity diagram is therefore always a reduced, incomplete colour diagram for one lightness value. The values x and y define a chromaticity consisting of hue and chroma (saturation) and thus represent a link to visual colour assessment.


As can be seen in Figure I.22, the “shoe-sole” contains white and the different kinds of white. The tristimulus values for ideal white are labelled Xn, Yn and Zn. Examples of the values for standard illuminants and the two types of observers are shown in Table 1.3.


Starting from the achromatic white, the saturation (chroma) of a hue increases outwards, reaching its theoretical maximum at the boundary of the spectrum locus. The outcome of mixing two colours (additive mixing) can be seen on the line linking the two colour locations of the pure colours. The link between the final points of the spectral locus from red to blue represents a special case. This link is called the purple line. It enables us to obtain purple colours that would otherwise be absent from the chromaticity diagram. If we now extend this to three colours, we create a triangle that contains all the different colours obtainable from the three starting colours. Burns[13] makes an interesting observation about such chromaticity diagrams (CIE triangles): “whenever you see a coloured representation of a chromaticity diagram it must be wrong”. This also applies to Figure I.22. The reason is that the limiting spectrum locus as the outer boundary of the diagram is based on ideally brilliant colours. However, the pigments and dyes that would be needed to produce the spectrum locus in print or on a computer monitor do not exist in practice. The colourants that actually are available cover no more than half of the theoretically available area of the triangle.




Table I.2: x, y and z values for selected hues.
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Table I.3: Examples of the tristimulus values for ideal white for standard illuminants A and D65, for both the 2° observer and the 10° observer.
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Figure I.22: The x-y chromaticity diagram based on the 1931 CIE publication. The pure spectral colours define the outer boundary. The space inside the boundary represents the totality of all renderable colours, including the achromatic point. Lightness is another attribute that leads to different sets of “shoe-soles/horseshoes” at different lightness values.





The main problem with the CIE Yxy colour system from 1931 is the poor equidistance. It is standard practice in industry to measure colour distances or colour tolerances against a reference colour. Where the human eye determines identical colour differences for two colours, the x-y diagram will, to an extent depending on the colour location in question, exhibit very different colour differences. As a result, it is not possible to communicate meaningful colour differences based on this colour system. Yet precisely that is essential for relations between customer–supplier and designer–producer, etc. This lack of equidistance in the chromaticity diagram can be seen in MacAdam ellipses (see Section I.8.4). As an example: a given colour difference in the green area will give rise to very large coordinate differences, while in the blue-violet area the same colour difference will be perceived at much smaller coordinate differences. Not only the size but also the orientation of the ellipses varies with the colour location in question. Whereas they are stretched parallel to the y axis for green-yellow colours, principal axes for blue and red colours are parallel with the purple line. Consequently, nowadays the X, Y and Z chromaticity coordinates are only an intermediate step in the calculation of further colour metrics. That said, the x-y chromaticity diagram is still used to define colours in certain application areas (e.g. traffic lights).


8 CIELAB system


The problems with the XYZ system encouraged CIE to develop a more extensive colour system that featured improved equidistance. Development work started in 1973, but it was not until 1976 that the CIE 1976 (L*a*b*) colour system was introduced. To this day, it is the most widely employed colour system. In 2008, this CIE guideline was incorporated into ISO 11664 Part 4. Before 1973, several other colour systems had been proposed, but they will not be discussed in further detail here. One of them was a ‘Lab’ system proposed by Hunter, which is why the CIE coordinates introduced later are officially marked with an asterisk (*).


In daily documentation, this convention is usually ignored since CIE itself calls its colour space CIELAB.
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Figure I.23: Plot of CIELAB colour space based on a red-green axis a*, a yellow-blue axis b* and the lightness axis L*.


Source: Datacolor





For completeness, it should be mentioned that, at around the same time, another CIE committee defined a more-or-less equivalent system called CIELUV2 (ISO 11664 Part 3[12]). However, the CIELAB system is the most popular system. Historically, CIELUV has tended to find greater application in additive colour mixing, i.e. coloured lights or illuminants.


At that time, tests on human colour vision based on mixing light in light booths led to the development of a concept based on opponent colour theory. A similar concept was presented by Hering back in 1878 (see Section I.1.4.1). The outcome was a Cartesian coordinate system based on a red-green axis a*, a yellow-blue axis b* and a black-white axis L* (lightness), with red and yellow extending in the positive coordinate direction. This system is based on the human experience of colour vision that, for example, yellow can tend to be greenish or reddish (i.e. orange), but never bluish. On the other hand, red can tend to be yellowish (orange) or bluish (violet), but never greenish. This is the basis of the CIE 76 (L*a*b*) colour space (CIELAB) as shown in Figure I.23.
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Figure I.24: Schematic diagram of the CIEL*a*b* coordinate system for visualizing the coordinates of the colour location of both the reference R and the sample P. In a second step, it is possible to derive the total colour difference ∆E*ab and its different parts ∆L*, ∆a* and ∆b* between these two colour locations. Switching from the Cartesian coordinate system L*a*b* to the cylindrical coordinate system L*C*h, we obtain the new coordinates C* (chroma, saturation) and h (hue angle). The latter directly correlates with visual colour assessment and should be used for highly chromatic (brilliant) colours. The colour difference between P and R remains the same; it is merely expressed by ∆L*, ∆C* and ∆h.


Source: Clariant Produkte (Deutschland) GmbH





Unlike the case for the CIE tristimulus (XYZ) system, a threedimensional coordinate system is created at once, with each colour represented by a specific point in colour space. Figure I.24 shows a schematic diagram of CIELAB colour space and its coordinates. The L* axis of lightness is restricted between L* = 0 for black and L* = 100 for white. All colours on this axis are achromatic, consisting of different levels of grey. In a cross-section through CIELAB space at fixed lightness, the coordinates of a* and b* represent the coloured portion of the stimulus. The two axes a* and b* are limited by the ideal colours of 100 % spectral intensity at a single wavelength. At its maximum extension, CIELAB colour space is somewhat shapeless, as shown in Figure I.25[15]. So-called “CIELAB units” were introduced to describe their lengths, but they are not related to other units of measure.
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Figure I.25: Starting from ideal colours, which can only range from 0 to 100 % in intensity at one wavelength, we arrive at this shape for CIELAB colour. It is neither a sphere nor infinitely large[15].


Source: Prof. B. Hill





The systems underlying CIELAB are all derived from the Munsell colour system, which only defined an illuminant C and the 2° observer. CIE introduced the 10° observer and other illuminants.


8.1 The L*, a*, b* coordinates


As established by CIE, the new coordinates are calculated from the previous X, Y and Z coordinates as follows[11]:
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In the literature, the fraction (24/116)3 is often written as 0.008856; it is written as a full fraction here for the sake of clarity.


In the equations above, X, Y and Z are the tristimulus values of the measured sample and Xn, Yn and Zn are those of the corresponding white reference for the chosen illuminant. As described in Section I.7.2, ideal white has a Yn = 100. In the CIELAB system, normalization to the corresponding white Xn, Yn and Zn, which is implicit in the equations, causes all achromatic colours (shades of grey) to lie on the L axis – unlike the case for the CIE 1931 chromaticity diagram (shoe-sole) for the XYZ system. CIE has defined equations for the reverse calculation from CIELAB to the XYZ system.


8.2 The L*, C*, h coordinates


There is no equivalent in the CIELAB system for the colour assessment employed by humans to describe colours in terms of characteristics called hue and chroma. It can adopt only lightness Lab directly. However, the equivalence can be established by switching from the rectangular Cartesian coordinates of L*a*b*-space to cylindrical coordinates. These are already shown in Figure I.24 as distance coordinate C*ab and as angular coordinate hab (h does not have an asterisk). C*ab defines the distance of the colour location from the lightness axis Lab and represents chroma. The Lab axis yields information about variation in lightness only and nothing about colour (achromatic axis). The further the colour location is away from the axis, i.e. C*ab is increasing, the more brilliant and more saturated the colour appears. The hue angle hab defines the hue of the colour location. It is measured counterclockwise, starting from the positive a*-axis. As a consequence, the L*C*h system is equivalent to the L*a*b* system and simultaneously has a direct link to the principle underlying human colour assessment.


The L*-axis is identical in both systems; the other two coordinates are defined by the following equations:
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The subscriptab represents the link to L*a*b* space – as opposed to LUV space. For the most part, this subscript is not used either.


8.3 Colour differences


Usually, human colour assessment of a sample is based on comparison with a reference. This can be achieved in CIELAB space with the aid of coordinates for a sample P and a reference R. Further details are described in the related ISO standards[11, 15, 16].


The colour differences “sample P – reference R” are obtained as follows:
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In accordance with the equations above, a positive value of ∆a* signifies that sample P has a higher red content than reference R whereas a positive ∆C*ab signifies that the sample has higher chroma or purity.


The total colour difference, also called colour distance, between sample and reference corresponds to the 3-dimensional difference in CIELAB space. It is defined by the connecting vector ∆E*ab between P and R. This is also shown in Figure I.24. In the CIELAB-system, this is readily obtained by vector addition of the colour differences ∆L*, ∆a* and ∆b*.
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Figure I.26: Schematic diagram showing the splitting of the total colour difference ∆E*ab into the hue component ∆H*ab and the chroma component ∆C*ab. The lightness ∆L*ab is not shown. ∆H*ab is defined as the distance between both chords at half the length of ∆C*.
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This does not work as directly in the LCh system because there h is measured in degrees. Consequently, ∆H*ab was introduced to account for the hue component in the colour difference. Figure I.26 illustrates how this parameter is defined. Half the distance between P and R ∆H*ab is defined as the interval between both chords through P and R. Thus, we can now establish


[image: ]


as a second method of calculating the colour difference. In addition, this is the equation for splitting the colour difference into its three parts or colour difference components.


It should be noted that ∆H*ab defines the hue component of the colour difference ∆E*ab. Although ‘H’ on its own does not exist and hue is defined by the hue angle h (ISO 11664 Part 3), nevertheless, it is common practice to talk about the LCH (uppercase H) diagram of CIELAB colour space. A look at Figure I.26 reveals another difference between ∆hab and ∆H*ab. Two pairs of samples P and reference R may have identical hue differences ∆hab but, if ∆C*ab is different at the same time, then both pairs will have different values for ∆H*ab.


It may now be appreciated why the L*a*b*-system is preferred for achromatic colours, i.e. colours having small values of C*ab. For such colours close to the achromatic L* axis, even a small variation in hue could give rise to a large value in ∆hab, even though this colour difference might not be perceptible. The reverse is true for colours of high saturation and chroma, that is, the LCH-system is preferable.
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Figure I.27: This plan view of the a*-b* plane compares the Lab colour differences and the LCH differences based on two pairs of sample P and reference R. Both pairs have by way of colour difference a negative ∆a* and a positive ∆b*. While the pair at top left differ in chroma ∆C*ab only, the pair at bottom left differ in hue ∆hab only. Thus, the LCH system is a much better match for human colour perception when it comes to saturated colours.


Source: Clariant Produkte (Deutschland) GmbH
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Figure I.28: Comparison of the visual colour assessment of different colours and the algebraic sign of ∆H*ab and ∆hab. For example, if a sample of yellow is greener than the reference, ∆H*ab has a positive algebraic sign.


Source: Clariant Produkte (Deutschland) GmbH





As already mentioned, the LCH system has the advantage of providing a direct link to visual colour assessment and allows colourists to gain an idea of the actual colour difference from the readings for ∆C*ab und ∆H*ab. Figure I.27 illustrates the advantage of the LCH system over the Labsystem for colours that are close to the achromatic L* axis. It shows a plan view of the a*-b* plane, with two pairs of sample and reference P and R on the left. Both pairs have by way of colour difference a negative ∆a* and a positive ∆b*. Nevertheless, one pair differs only in chroma ∆C*ab (top left) while the other differs only in hue ∆hab (bottom left). On the basis of the ∆a* and ∆b* values alone, it is not possible to draw a direct conclusion about the colour difference between P and R. That would require taking into account the relevant quadrant in which the sample pair is located.


The link between ∆hab and ∆H*ab on one hand and visual colour assessment on the other can be clarified by looking at the a*-b* plane. A yellow hue may be either greener or redder (more orange) than a reference sample. Accordingly, ∆hab or ∆H*ab will have a positive algebraic sign (greener) or a negative one. The corresponding relationships for other hues are shown in Figure I.28.


A corresponding comparison for chroma difference ∆C*ab and lightness difference ∆L*ab is shown in Figure I.29.


While colorimetric results can vary continuously, visual assessments are discrete steps, such as 2 for yellower, 5 for duller etc. These steps can be reported either in the form of numbers or in words:


/=/    =      corresponding


1        =      trace


2        =      slightly


3        =      noticeably


4        =      distinctly


5        =      considerably


6        =      substantially


Only in the case of samples based on white colour reductions having a pigment : white ratio of 1 : 10 or 1 : 20 have direct links been established between the visual assessment steps and the CIELCH values. They are shown in Table I.4. The step height for ∆C*ab is slightly larger than for ∆H*ab and ∆L*ab; for example, the upper visual step limit of 2 = slightly corresponds to ∆C* = 0.8.
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Figure I.29: Equivalents for visual assessments of chroma difference ∆C*ab and lightness difference ∆L*ab.


Source: Clariant Produkte (Deutschland) GmbH





Finally, it should be mentioned that the total colour difference ∆E*ab can only be split into its colour difference components for both the Lab system and the LCH-system in cases where colour differences ∆E*ab < 5. For larger differences, the linear relationship assumed between the characteristics used cannot be applied. The basic definitions given in equations I.5 to I.15 are obviously non-linear.


8.4 Colour tolerances and MacAdam ellipses


In daily practice, we are interested not so much in the absolute chromaticity coordinates or colour values as in the colour differences between the actual sample and the reference. Accordingly, the magnitude of the colour differences is the criterion for approving or rejecting the sample tested. Tolerance ranges for acceptance of a product must be agreed between supplier and customer. These tolerances are influenced on one hand by the perceptibility threshold of the human eye and on the other by variations in sample preparation (see Section II.8). In addition, the human perceptibility threshold must be seen as distinct from the colour tolerance that, for example, is acceptable to pigment manufacturer (supplier) and paint manufacturer (customer). Whereas the perceptibility threshold is ∆E*ab ≥ 0.15 in the achromatic and dark region on account of lightness differences, it is around ∆E*ab ≈ 0.6 for saturated colours with high chroma. In the following, this difference in perceptibility threshold is discussed as a problem not of the human eye but of the colour system.


The CIE chromaticity diagram (colour triangle/“shoe-sole”) was published in 1931 but it soon became clear that the colour differences in this system did not match the colour differences experienced by humans. What, for humans, was a small colour difference in the green range represented quite large differences in the CIE colour triangle. In contrast, in the violet range, small differences in the CIE system were perceived by humans as large colour differences. In the early 1940s, MacAdam and Brown[17, 18] studied the perceptibility threshold of colour variations in the chromaticity diagram. Colour differences felt to be identical around a reference colour are located on an ellipse – not a circle – around the reference. The length and orientation of the long axis of these ellipses depend on both the hue and the chroma (or saturation). Figure I.30 shows a plot of the ellipses on the CIE chromaticity diagram. To illustrate the effect more clearly, the scale of the ellipses has been enlarged by a factor of 10. The ellipses are quite large for green hues and small for violet hues. Their orientation rotates through nearly 90° between green and red. These results in the CIE 31 system can be transformed into the CIELAB system, where they remain (small) ellipses, or three-dimensional ellipsoids.




Table I.4: Comparison of CIELCH values with the corresponding visual colour assessment steps.
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Figure I.30: The lack of equidistance in the CIE 31 system is revealed by MacAdam ellipses[17]. These ellipses visualize colour differences that humans see as having identical colour distances. To illustrate the effect more clearly, the ellipses have been enlarged by a factor of 10. Using the CIELAB system instead of CIE 31 reduces but does not fully eliminate this effect.


Source: W. Kettler





Even though the lack of equidistance in CIE 31 and CIELAB colour spaces is widely known, industry continues to agree standardised delivery specifications for all colours. This can lead to discussions between supplier and customer where a reading does not seem to match the visually perceived difference[19]. For automotive colours, the permissible tolerances between paint manufacturer and automotive industry are defined in DIN 6175 (Part 1 for unicolour, Part 2 for effect paints). For further information, see Sections VI.7 and VI.8. However, the complicated concept employed in that standard is not transferable to other applications, and is mainly founded on the potentially high damages for which suppliers and insurance companies may be liable.


Since human perception should serve as the criterion for colour assessment, the MacAdam ellipses document a problem of the present-day status of colorimetry. The search began for solutions as far back as 1931. This led to the CIELAB system in 1976 as the first step; other colour systems have since followed. These newer systems are described in more detail in Chapter V “Instrumental colour difference assessment”.


9 Metamerism


We encounter metamerism not only when we conduct colour measurements but also in our daily lives. It is the familiar experience that a jacket and trousers which match in colour in the shop no longer match in colour when we get them home. Naturally, this is only one example of the phenomenon, albeit a negative one. But if we want a better understanding of colour matching, we need to understand the background to metamerism.


9.1 Colour constancy


As explained in Section I.1.4., our perception of colour also depends on the illuminant. A body, which is illuminated with different coloured lights, will elicit different colour stimuli in our vision system. The various (standardised) illuminants presented in Section I.5.1 appear white to our eye, even though they have quite different spectral power distributions. “White fluorescent” tubes in department stores emit different spectra from sunlight or domestic light-bulbs. This explains why the colour perception of an object changes somewhat when the illuminant is changed (as in the jacket-and-trousers example). This phenomenon is not metamerism. The variations in colour location brought about by changing the illuminant are a type of colour inconstancy of a surface colour. The colour signal processing which occurs in our brains is prone to chromatic adaptation. Discussed in Section I.1.2, it causes the eye to adapt to or to correct differences in lightness or hue following a change in illumination.


Adequate colour-matching enables hues to be optimised for good colour constancy. Further details on this are presented in Section XI. A colour constancy index can be established by determining the change in the colour location for one illuminant relative to a reference illuminant as a type of total colour difference. Allowance is made for chromatic adaptation by introducing empirical correction factors into the calculation[20].


9.2 Metameric pairs


The concept of metamerism always relates to a colour assessment of a pair of samples – as in the jacket-and-trousers example – where a change of illumination occurs. As shown in Section I.9.1, the colour location of an object usually changes when the illuminant changes. Metamerism is said to occur when a pair of samples, e.g. a pair of colours, has the same colour location in one illuminant but different colour locations in another. More precisely, the tristimulus values and the colour locations of the pair are identical for the first illuminant while the colour locations are different for the second illuminant. This is said to be a metameric pair of samples. This effect is based on the fact that, in human vision, there is no unique link between the colour perception and the spectrum or the reflectance curve. One and the same colour stimulus can be generated by different reflectance curves. Signal processing by human photoreceptors is discussed in Section I.1.3. It is the reason why we recognize the photograph of an object as the object itself. The pigments used for printing a colour picture of an apple, say, have different reflectance curves from those of the dyes in the apple’s skin. In addition, the photographic reproduction of the apple can be accomplished with a three-colour or six-colour printer, for example. Thus, as we have seen, metamerism can have both positive (e.g. photography) and negative impacts (jacket-and-trousers problem). It is this phenomenon that enabled companies to reproduce unknown paint compositions, i.e. from competitors, in the first place. It can also be used to obtain identical colour perceptions, even though it might not be possible to use the exact same pigment because the application may have been created in a powder coating, a waterborne coating or a solventborne system. Further reasons can be different fastness specifications (e.g. interior application, exterior application) or the task of obtaining identical colours on different-coloured materials (coating, plastics, printing) or of replacing pigments containing heavy metals by ones which are environmentally sound and less harmful to health. Where different reflectance curves lead to the same colour stimulus, a change of illuminant will have different impacts on the perception of those reflectance curves. The various (standard) illuminants are presented in Section I.5.1. Although all of them create the impression of white to our eyes, illuminant D65 has a much higher energy content in the blue range while illuminant A has a substantially higher content in the red range. Changing the illuminant changes the weighting of different parts of the spectrum, and this may create a different perception under the other illuminant. Figure I.31 illustrates the background to metamerism. One criterion governing the appearance of metamerism in a sample pair is three-fold or multiple overlapping of the two reflectance curves.
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