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Preface to the English translation

The German version of this handbook was published almost simultaneously with the entry into force of the AI Act, which happened on 1 August 2024. The requirements of the new law regulating the placing on the market and putting into service of AI models and AI systems will apply alongside existing EU legal acts, such as the Digital Services Act (DSA) for the protection of democracy and the GDPR for the protection of personal data. In addition, the provisions of copyright law and a wide range of other European laws and those from Member State apply.

The complexity of the AI Act begins with its focus point, the AI system, which is characterised in particular by opacity and unpredictability, but also by autonomy and, to that extent, a lack of controllability. This last category, which according to the conventional sense of language is attributed solely to humans, is extended by the AI Act by definition, including software that is capable to infer how to generate outputs without human predictability or even controllability. Because the new generation of AI systems make use of human communication in word, writing, sound and image, they can simulate human creativity according to the rules of probability theory. Since the market launch of ChatGPT in November 2022, it has been available in a wide range of forms to people of all ages.

This handbook approaches the classification of this technology and its regulatory framework in three parts. Part 1 deals with the fundamentals, from the time frame of the AI Act, to definitions and the differentiation of the AI Act from neighbouring legal areas, to the complex technical and economic classification of AI.

Part 2 is dedicated to the regulation of AI and is divided into three chapters. Legal obligations for general-purpose AI models (GPAI models) on the one hand and for high-risk AI systems on the other are categorised on the basis of practical examples and guidelines. The chapter also addresses the duties and responsibilities in relation to AI in general and when using AI along the value chain. It also covers standardisation issues and testing in real-world laboratories. Since the AI Act is supplementary to existing rules and does not conclusively regulate the use of AI, there is still the possibility of national laws on AI, which is explained in the second chapter of this section. The complex relationship between the AI Act and the regulation of artificial intelligence in other legal acts of the Union and the Member States is described in the concluding third chapter. The comments there on data law, copyright, personal rights, and labour and employment law are of particular relevance for public authorities and companies that want to implement AI systems in their workflows.

Part 3 of the book is dedicated to the enforcement of the law. After dealing with the supervision of AI models and AI systems at the European and national level, liability in connection with the use of AI systems is elaborated. Further sections are dedicated to the sanctioning of breaches with the AI Act and the presentation of enforcement activities under the GDPR.

This guide is written primarily by practitioners for practitioners. The book's particular focus is on the comprehensible and practice-oriented presentation of the new law. The list of authors is made up of dedicated representatives from universities, as well as data protection authorities and the perspective of the European legislator.

The editors Rolf Schwartmann and Tobias Keber have their (common) scientific background not only in international law, but also in media and data protection law. Both editors pay particular attention to practice-oriented research. Rolf Schwartmann, as head of the Cologne Research Centre for Media Law at the Cologne University of Applied Sciences (TH Köln), conducts research in the field of media, data and artificial intelligence law and teaches in particular in the master's programme in media law and media economics there. He is the chairman of the Gesellschaft für Datenschutz und Datensicherheit (GDD) e.V. and was member of the Data Ethics Commission of the German Federal Government. Tobias Keber has been the State Commissioner for Data Protection and Freedom of Information for Baden-Württemberg since July 2023. He is the head of a large national data protection authority and is thus also responsible for the supervision of a number of major tech companies with a focus on AI. Prior to this, he has already conducted extensive research on the use of AI. Kai Zenner is the Head of Office of MEP Axel Voss since 2017 and has played a key role in the negotiations for the AI Act, particularly at the technical level. He is also part of expert groups and networks at the level of the OECD, WEF and the United Nations (UN). His contributions to this book reflect his personal views and not those of the European Parliament.

The authors of this book have been chosen with particular consideration of the practical requirements of the new law on AI. It was important to us to put together a group of people from academia and practice, who will contribute their extensive expertise from different areas of law and. The team consists of authors from academia as well as members of the legal profession, judges and public prosecutors, representatives of data protection authorities, relevant associations and companies. In addition to legal contributors, technicians and computer scientists are also involved. Case law and literature as well as other sources were taken into account until August 2024.

The present book is one of the first to be published on the AI Act. That was our ambitious goal. The volume was written in the spring of 2024 after the AI Act had been given its essentially final version in February 2024. The book must and will be measured against the claim not only to present the law of AI in a practice-oriented way, but also to develop and present solutions in an understandable way that makes the European Union a safe and attractive location for AI for the benefit of people.

As the editors, we would like to thank everyone involved, and in particular the publisher C.F. Müller, for smoothly implementing this ambitious project in a short period of time. Special thanks go also to Moritz Köhler from the Cologne Research Centre for Media Law at the Cologne University of Applied Sciences (TH Köln), who was in charge of coordinating the contributions.

The first edition of the guide, published in July 2020, was so quickly out of print that a new edition was needed in August 2020. We have taken into account the literature published since July as part of a minor update and smoothed out minor inaccuracies.

This English version is based on the 2nd edition and was translated from German to English with the help of DeepL. The  authors adjusted their texts and were thereby supported by the publisher C.F. Müller and Henry Simwinga. This approach was planned and very much necessary. The program has translated names such as “Wünschelbaum” in “Wisheltree”. The term “Verkehrssicherungspflicht” was translated into “road safety obligation”. This was changed by the author again to “duty to safeguard the public in general”, while the “Verkehrssicherungspflicht” was added in brackets. We cannot rule out that other – similar odd creations – were overlooked. They will illustrate that the cooperation of machine and human being is still immature but also that the machine is not at fault. The editors are, which is why we are responsible for all remaining flaws.

We are grateful for criticism and notifications with regards to errors, which should be addressed to the Cologne Research Centre for Media Law at the Cologne University of Applied Sciences (TH Köln) (moritz.koehler@th-koeln.de).

 

Rolf Schwartmann, Tobias Keber and Kai Zenner

Cologne, Stuttgart and Brussels in Dezember 2024
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Part I Basics










Chapter 1 Timeline of the AI Act



1



On 12 July 2024, the "AI Act" was published in the Official Journal of the European Union. It came into force 20 days after its publication, i.e. on 1 August 2024 (Art. 113 sentence 1).

The entry into force of the Act is governed by Article 113. This provides for the regulations to take effect successively, staggered according to individual sections. In general, the Act is fully applicable 24 months after its entry into force, i.e. from 2 August 2026 (Art. 113 sentence 2). However, exceptions apply to some specific areas.






2



The general provisions (Chapter I of the AI Act) and the provisions on prohibited AI practices (Chapter II) are applicable as early as six months after entry into force, i.e. on 2 February 2025 (Art. 113 sentence 3 letter b).

Certain provisions on high-risk AI systems (Chapter III Section 4 on notifying authorities and notified bodies), GPAI systems (Chapter V), governance (Chapter VII), confidentiality, and sanctions (Chapter XII and Art. 78) are also applicable earlier, namely twelve months after entry into force. The sanctions which are to be determined under national law also apply from this date (Recital 179).

Art. 6 para. 1, which defines the conditions under which an AI system is classified as high-risk, is only to be applied after 36 months.
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The following diagram serves to illustrate the timeline:

12.7.2024


	•

	Publication in the Official Journal of the EU




1.8.2024


	•

	AI Act enters into force (Art. 113 sentence 1)




2.11.2024


	•

	Member States identify and announce the authorities to monitor compliance with the protection of fundamental rights in connection with the use of high-risk AI systems (Art. 77 para. 2)




2.2.2025


	•

	Applicability of Chapters I and II (general provisions and prohibited practices) (Art. 113 letter a)




2.5.2025 


	•

	Publication of codes of conduct by the AI Office (Art. 56 para. 9)




2.6.2025


	•

	Submission of the final report by CEN (European Committee for Standardization) and CENELEC (European Committee for Electrotechnical Standardization) to the Commission (see C(2023)3215)




2.8.2025



	•

	
Entry into force of



	-

	Chapter III, Section 4 (Notified Authorities and Notified Bodies for High-Risk AI) 




	-

	Chapter V (GPAI-Systems)




	-

	Chapter VII (Governance)




	-

	Chapter XII (Confidentiality and sanctions)




	-

	Art. 78 (confidentiality for all parties involved in the application of the Regulation) (Art. 113 letter b)









	•

	Authorisation for the Commission to adopt joint implementing acts for Articles 53 and 55 in so far as a code of conduct has not yet been established by the AI Office (Art. 56 para. 9)




	•

	Member States designate or establish notifying authorities and market surveillance authorities and inform the Commission about contact options regarding (Art. 70 para. 2)




	•

	Publication by the Commission of guidelines on the notification of serious incidents caused by high-risk AI (Art. 73 para. 7)




	•

	Once a year: Examination of prohibited AI practices by the Commission and presentation of the results to the EU Parliament and Council (Art. 112 para. 1)




	•

	Notification of Member State penalties rules and other enforcement measures to the Commission (Art. 99 para. 2 in conjunction with Recital 179)




	•

	Applicability of Member States' rules on penalties (Recital 179)





2.2.2026



	•

	Proposal of guidelines for the practical implementation of Art. 6 (classification of high-risk AI) and a comprehensive list of practical examples of use cases of AI systems both with and without high risk by the Commission (Art. 6 para. 5)




	•

	Adoption by the Commission of an implementing act laying down detailed provisions for the establishment of a model post-market surveillance plan (Art. 72 para. 3)





2.8.2026



	•

	General application of the Act (Art. 113)




	•

	Operational readiness of the AI Regulatory Sandbox to be set up by the Member States (Art. 57 para. 1)




	•

	For operators of high-risk AI systems that were placed on the market or put into service before August 2026, the AI Act only applies if significant changes are made to these systems from that date onwards (Art. 111 para. 2)





2.8.2027



	•

	Applicability of Art. 6 para. 1 (Classification rules for high-risk AI systems) and related obligations (Art. 113 letter c)




	•

	Providers of GPAI systems placed on the market before August 2025 must comply with the AI Acts obligations (Art. 111 para. 3)





2.8.2030


	•

	Providers and operators of high-risk AI systems that are intended to be used by public authorities must comply with the AI Acts obligations (Art. 111 para. 2 sentence 2)




31.12.2030


	•

	AI systems which are components of large-scale IT systems and which were created by a legal act listed in Annex X and placed on the market or put into service before August 2027, must have been brought into compliance with the Regulation (Art. 111 para. 1)





	Please note:

	More detailed information concerning this timeline and the latest developments of the AI Act can be found at www.kaizenner.eu.
















Chapter 2 Definitions





A. Artificial intelligence



1



Given the significance, the special features and at the same time the not always precise use of the term "artificial intelligence", it is important to take a closer look at the term "AI", its origins and its implications. There are often very different ideas about what constitutes AI. AI is a broad collective term that encompasses a variety of technologies, which in turn are offered on the market in different products and services. The development of AI has not been straightforward either. Every development surge and boom, the so-called AI summer, has so far been followed by a stagnation and lack of interest, the so-called AI winter.[1]








B. Symbolic AI (1st Wave)



2



Although research on intelligent machines was already being carried out in various disciplines in the 1940s, Alan Turing's article "Computing Machinery and Intelligence" from 1950 and an AI seminar at Dartmouth College in New Hampshire in the summer of 1956 are considered to be the final birth.[2] From this, American scientists in particular developed machines in the 1950s that performed predetermined actions based on human specifications. At the heart of this technique was a set of rules based on the knowledge and skills of experts.[3] The machines now made specific decisions and carried out actions based on these rules. Two approaches dominated the first wave of AI:
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Let's start with expert systems: These were simple algorithms, written by experts, who used a large number of rules to determine every reaction of the machine in advance. Their code determined, for example, that a machine in a production plant must only install blue screws in the product on the assembly line (value: blue = true) and all red screws must be ignored (value: red = false).[4] In the end, the machine replaced a certain human action (if-then reaction), which we wanted to automate from then on. Even a very large and complex code is ultimately always transparent, because every action and every error can be assigned to a specific command in these machines.
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However, since these expert systems were hardly useful for dynamic and unclear situations, a second approach, the so-called fuzzy logic, was developed. Although these symbolic AI systems also make decisions based on predefined rules, the machine continuously examines several variables that correlate with each other, adjusts values based on the circumstances and finally makes an automated decision.[5] A typical use case is a camera that automatically adjusts its settings to changing lighting conditions.
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In summary, it can be said that although symbolic AI systems act automatically, they have hardly any autonomy. They only act in response to human instructions. Nevertheless, they are still dominant in certain – very specific – areas of application and continue to be clearly superior even to newer AI systems.








C. Machine Learning (2nd Wave)
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The second wave of artificial intelligence began in the early 2000s thanks to the availability of ever-increasing amounts of data on the internet.[6] The so-called machine learning (ML) enabled automated processes for the first time, allowing the algorithm to develop further without the involvement of human expertise. Specifically, the machine learns to make better and better statements by identifying patterns. Current ML systems often use several of the following techniques:



	-

	Neural Networks are based on the functioning of human brains and enable so-called "deep learning". Incoming data is translated into signals that are transferred through a complex and multi-layered network and change along with the network. At the end of the process, a result is finally generated from the original signal.




	-

	The learning is based on a continuous improvement between the current and the targeted result (Propagation)[7], where the difference between the two values is called an error. With each pass, an attempt is made to create a relatively small error. It then checks whether the error has really decreased, and the neurons of the network have been adjusted accordingly based on the result. Since the path to the optimal result is not always straightforward and setbacks are possible, the process has to be repeated countless times with different starting positions and with different dates.




	-

	Additionally, other evolutionary approaches, often derived from nature – such as natural selection, reproduction or mutation[8] are also used. Inadequate neuronal networks are weeded out, while the best ones are merged and modified. In this way, new generations of neuronal networks are constantly being created, which react differently to signals and have continuously better genetic material with regard to a targeted result.




	-

	With supervised learning[9] the algorithm is trained by repeatedly showing it correctly and incorrectly labelled data, e.g. a picture of a Volkswagen. In unsupervised learning[10], there is no or hardly any labelled data, but the algorithm still attempts to identify certain groupings and make connections; similarly in reinforcement learning[11], where rules are established for different states based on human assessments of the quality of machine decisions. Through a trial-and-error approach, the algorithm gradually becomes better and better prepared for different situations.












D. GPAI Models and Generative AI
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The boom in generative AI, which began with DALL-E 2 and finally took off with ChatGPT, is not new from a technical perspective. It goes back to the "deep learning" era around 2013 and the breakthroughs in image classification at that time.[12] Even the latest language models still work in a similar way to the classic forms of machine learning: they constantly try to improve by repeatedly predicting the most likely next word with the help of knowledge from the Internet. What is extraordinary, however, is that they have made tremendous progress in the last three years and have human-level performance in various professional and academic benchmarks. They can also be adapted to a wide range of tasks, making them the perfect building block for thousands of downstream AI systems.[13] Despite everything, however, they are currently nothing more than a special group of the second wave.








E. Future prognosis (3rd Wave)
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In which direction will AI develop, when will the 3rd wave arrive and what will be its characteristics? Accurate predictions are very difficult in a dynamic field like AI, but there are some clear trends. While the AI systems from the first two waves were described as "weak AI"[14], the current GPAI models show the first signs of having comparable or even higher intelligence than humans for a range of contexts and problems (general artificial intelligence). Contrary to what is portrayed in science fiction films, however, our technologies are still far from "humanly knowing" why they do something.[15] However, technological developments not only in AI, but also in topics such as quantum computing, have progressed so quickly in recent months that it is hardly possible to completely rule out any scenario at the moment. Current AI systems have capabilities that were dismissed as a distant vision of the future as recently as 2020. So, we are apparently in another transition phase and could soon have much more advanced AI systems at our disposal. However, whether and when AI will reach advanced stages of development such as superintelligence (more intelligent than humans) or singularity (intelligent and autonomous enough to free itself from human control) is questionable and would require various serious technical breakthroughs.













Chapter 3 Differentiation from other fields of action





A. Differentiation from legal tech and automation



1



Legal tech refers to information technologies that fully or partially automate legal work processes. The term is often associated with mass lawsuits, such as the assertion of air passenger rights. However, the use of legal tech is wide-ranging. Legal tech applications support law firms and legal departments in companies in document and contract management, research, translation and the preparation of pleadings. Intelligent applications can support legal advice and assess the chances of success of legal proceedings. Public bodies, esp. courts are resorting to automated procedures to manage mass proceedings more efficiently. For example, the "Frauke" system is used at the Frankfurt am Main District Court to recognize and record case data in air passenger rights proceedings.[1] The "OLGA" (Higher Regional Court Assistant) system supports the Higher Regional Court of Stuttgart in the case processing of several thousand diesel exhaust gas proceedings.[2] Legal tech applications often contain AI systems, esp. they are based on language models. However, this is by no means mandatory. Applications are also often used that are based on algorithms with clearly predictable results and are not self-learning, such as filtering search terms in extensive documents or anonymizing court decisions.








B. Differentiation from robotics
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The terms "robots" or "robotics" are not legally defined in the AI Act. Only a resolution of the European Parliament of 20.10.2020 on the regulation of AI contained a definition of the term "robotics", which, however, was not taken up in the subsequent legislative process. According to this resolution, the term "robotics" refers to technologies that enable automatically controlled, reprogrammable multi-purpose machines to perform tasks in the physical world that are traditionally performed or initiated by humans, including through the use of artificial intelligence or related technologies.[3] This definition essentially corresponds to the definition of industrial robots according to ISO 8373, which defines that industrial robots are automatically controlled multi-purpose manipulators equipped with three or more freely programmable axes of motion that are used either stationary or mobile in industrial applications.[4] A robot therefore, consists of both hardware and software components. AI systems are increasingly being integrated into robots to handle complex tasks. These include humanoid robots equipped with language models to interact with humans, e.g. in customer service[5] or as a nursing assistant.[6] AI-supported robots are also used in industry, whether as autonomous mobile robots (AMRs) that take over tasks in logistics or agricultural companies, or as autonomously controlled vehicles (AGVs) that transport materials on company premises, for example.













Chapter 4 Technical and economic classification of artificial intelligence





A. How AI applications work
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As diverse as the definitions[1] of artificial intelligence are, so too are the different methods. There is no one way artificial intelligence works, but different methods have different strengths and weaknesses. The selection of method or model depends on various factors, such as the type of data available, the amount of data and the complexity of the problem to be solved with the model.[2] Likewise, the possible computer resources can influence the selection of the exact model and pose a challenge. This applies to the currently much-discussed large language models as well as general purpose models (GPAI). In the practical use of AI, however, the selection of the right model is crucial for a successful application.






2



A common feature of all methods is that an optimisation problem needs to be solved.[3] This optimization problem can consist of establishing the best possible relationship between the input data (e.g. an image or a text) and the output data (e.g. the image classification or the generation of new texts). The trained model should have a low error rate.[4]
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In computer vision so called "deep neural networks" have been established since 2012 for image classification tasks. These networks produce for us a simplified explanation of the optimization problem.[5] In the following, it is for illustration purposes assumed that an image processing network will first be trained so that it enables a distinction between images of animals and humans. To do this, the pixels of the image are first read into the algorithm as a matrix. Then different areas of the image are scanned and connected. The connection takes place through the so-called neurons. Here, a neuron indicates the weighting of how strongly the image area influences the result.[6] After passing through all the stages, the network displays a probability that the image shows an animal or a person. In the beginning, the neural network is untrained. The weighting of the neurons is random. It depends on chance whether the network classifies a human or an animal. The backpropagation algorithm[7] is now used for learning. Backpropagation means that an algorithm uses the errors made to adjust the weighting of neurons.[8] In this way, the network learns step by step to distinguish the images and gets better and better over time.
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On real datasets such as ImageNet or LAION-5B, millions of images with thousands of different classes are used. In addition, special hardware is also required. Graphics cards can solve the mathematical problems described above very efficiently in parallel and are preferred.[9] The efficient implementation of the optimization algorithm on graphics cards is therefore of great importance for the use of neural networks.
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At present, the large language models are in the public eye. The large language models also have their origins in the field of neural networks. However, the methods used are specially adapted to the processing of text data.
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This specific tuning is explained below using the example of a generative text model within the GPT model family[10]. It is assumed that a language model should learn to complete sentences. Therefore, the sentence is first divided into words and the words into individual fragments. The words to be predicted are separated from the sentence so that initially only part of the sentence is fed into the model.
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The model remembers both the fragment and the position of the fragment. The words are then only vectors for the model. In the case of large language models, several so-called Attention Heads follow.[11]
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Similar to image processing, these attention heads make it possible to combine and link different sentence components. This allows the beginning of the sentence to have an influence on the generation of words at the end of the sentence. The attention heads are a decisive factor in why the language models are so successful. After running through all the attention heads, a word is generated from the mathematical vector. The predicted word is then compared with the actual word. An error signal can then be obtained from this comparison, which is used to adjust the weightings.






9



Here, too, the network learns through examples how to link the different sentence components, i.e. how to adjust the variables of the attention heads. With a good fit, the predicted word is equal to the actual word in the sentence. Through millions and billions of text examples, the network finally learns to predict the right words, even in the case of unknown contexts. A network can give the impression that it is getting creative, i.e. generating different responses to the same inputs. However, this is a pseudo-creativity. For the network, there is always the best possible prediction, namely the word with the highest probability. In order to feign creativity, more improbable words are also put out, so that the same inputs do not always result in the same outputs. Large language models such as ChatGPT from Open AI or Gemini from Google additionally often still use a variant of the Reinforcement Learning from Human Feedback (RLHF).[12] The predicted words and sections are evaluated by humans. This feedback is fed into the network. As a result, networks give responses that are more like human ones.
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As shown, the data used in combination with the chosen method is the basis for the successful use of an AI system. However, the successes in the use of AI should not hide the limitations. An AI system can only ever learn from the data it uses and is highly dependent on the quality of the data.[13] All circumstances that are not contained in the data remain hidden from the system. Likewise, it cannot be denied that current AI systems sometimes invent results, so-called Hallucinations[14], or that the result is discriminatory. Furthermore, the errors of an AI are very difficult to predict, as the AI learns autonomously from the data and thus the amount of possible results can become unpredictable.[15] It remains to be seen how future generations of AI models will deal with these challenges.








B. Overview of AI application areas and use cases





I. GPAI models and generative AI as co-pilots
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A prominent example for generative AI applications are so-called co-pilots[16]. A co-pilot (e.g. from Microsoft) is a generative AI system that is available to users via a chat or a voice model both for Office applications and in everyday digital life.[17] The possible applications include, for example, support in the use of Word by revising texts, creating graphics and work products in Excel or helping with work organization via Outlook.[18] However, the co-pilot is also accessible as part of the Bing search engine and supports with search queries.[19] The data pool from which the generated content is drawn is the one of ChatGPT and GPT-4.[20] The co-pilot as a web application can be described as follows:[21] Users can enter specific search queries or any questions to the AI system. The co-pilot accesses the existing data pool, searches through all content from the index and delivers results for a specific search query or directly generates the desired content, which can range from texts to cooking recipes and program codes to poems.[22]
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In addition, there are also co-pilots for very specific applications. The Copilot from GitHub (GitHub Copilot[23]), which is also based on Microsoft's co-pilot and OpenAI, provides specific support for programming, among other things.[24]








II. GPAI Models and Generative AI for Image and Text Processing
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GPAI models are mainly characterized by the fact that they are not designed for a specific application, but can ultimately be used for any application and can be adapted accordingly.[25] Prominent examples include Amazon Titan[26] and Amazon Bedrock[27]. Amazon Titan is an AI system that can be used to create and summarize texts, but also to generate images.[28] As part of the creation of AI-generated images, a corresponding image can be generated based on a keyword using a voice command, for example, and can also be edited or adapted according to further instructions.[29] Due to the large data pool, such GPAI models can therefore be used in principle for all industries and areas, because it has the character of a voice-controlled image creation and editing program without a specific content orientation.
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Amazon Bedrock offers an interface for GPAI models from various vendors.[30] Users and companies are thus given the opportunity to use different GPAI models, language models for generating images for the respective desired purpose, to enrich them with their own data, to adapt the system to their own needs and to integrate it directly into the workflow.[31]






15



Since GPAI models only form the basis for generative AI systems, they can therefore be used for specific purposes, for example, to create articles, translations, image editing in art, architecture, marketing and e-commerce or, as described above, as an organizational aid in the office.[32]








III. Open-source and generative AI
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Open-source enables developers and companies to access freely available software components in order to build their own AI systems or provide complete AI systems. Because this approach lowers barriers of entry, the legislator sees it as a Privileged promotion of innovation (cf. Recital 89). The AI Act thus connects with the current market development: There are currently a large number of projects labelled as "open source" in the area of large language models. The most prominent examples from (or in cooperation with) third countries include Llama 3 from Meta,[33] Falcon from TII[34] as well as BLOOM.[35] From the EU, the French Mistral AI in particular is known as an open-source provider.[36] The German provider Aleph Alpha is also committed to promoting innovation through open source,[37] it sells its current GPAI model Louminous on a proprietary basis.[38]
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Despite this dynamic development and the declared goal of funding, the AI Act provides only limited incentives for the use and provision of open-source AI systems.
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While the AI Act includes an exemption for AI systems that are provided with a "free and open-source licence (FOSS)", Art. 2 para. 12, this exemption is limited. It only applies to systems that are not placed on the market or put into service as high-risk systems, prohibited AI practice or system subject to transparency obligations under Chapter IV. For GPAI models on which generative systems are based, the exemption is subject to additional conditions, contingent on the absence of systemic risk (Recital 104). The risk is quantified based on the model's computational capacity.[39] Since these conditions cover the main regulatory targets of the AI Act, the exemption seems largely ineffective. In essence, when the AI Act imposes significant regulations, these rules apply to open-source AI as well.[40]
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Privileges are only provided for within the regulatory framework: If developers provide AI components under an open-source license, they do not have to comply with the requirements arising from Art. 25; there are no information obligations towards downstream actors along the value chain. Specifically, they have no obligations to providers who use or integrate these components. These exemptions aim to support open-source contributors who develop influential AI components in their free time. It recognizes that these individuals often lack the resources to ensure full market compliance.
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However, the legislator is creating a compliance imbalance in the value chain for the language model market, which is currently dominated by large companies. This imbalance manifests in several ways: Developers of open source GPAI models without systemic risk are largely exempt from transparency obligations (see Art. 53 para. 2, Recital 104).[41] However providers and deployers of AI systems based on these GPAI models must fully comply with these requirements (Art. 25 para. 4 sentence 2, Recital 89). This situation places additional burdens on downstream actors. They must independently prepare necessary technical documentation, conduct quality and risk management when required, and perform conformity assessments. All of this must be done without information or support from the original model provider.[42] In effect, while the exemption benefits model providers, it complicates compliance for downstream players. Both companies and authorities will need to carefully consider these risks when choosing open-source offerings.






21



In addition, these privileges do not apply to every GPAI model or system currently labelled as "open source" on the market. The term is not always used consistently in the context of AI systems; in the AI sector in particular, there is no prevailing standard for which components or information must be disclosed.[43] Therefore, the requirement of a "free and open source license" does not clearly define which models and systems qualify as such: For example, Meta's Llama model can be freely downloaded, modified, and deployed, but its license prohibits using it to train other language models and requires an additional special license for applications or services with more than 700 million monthly users.[44] Even when companies describe their offer as open-source, they often do not disclose their training or architecture data in full.[45] In practice, a nuanced assessment will be necessary to determine whether a model or system satisfies the AI Act's open source concept.[46]
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In addition to the language models mentioned above, the open-source AI landscape also includes numerous supporting tools and components – but these are not themselves to be classified as AI systems and are therefore not regulated by the AI Act. These are products that only support GPAI models in training, help develop AI systems or simply make GPAI models available. These include program libraries such as PyTorch, model libraries such as HuggingFace, or programming software in the field of machine learning such as TensorFlow.








IV. Legal Tech und Smart Contracts
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AI technologies are also used in the context of extended legal tech applications. For example, GPAI models can be used to draft or evaluate a contract. Relevant providers make their own copilots available, which in turn can be integrated by other companies.[47] Functions may include, amongst others, finding relevant passages and clauses within contracts in response to search queries, summarizing and comparing them with other data sources (e.g. company data such as portfolio data) or enabling quick access to complex information. Another application provides the assessment of clauses in a contract to evaluate possible risks or exposure. Contract documents can also be searched based on certain parameters and complex search queries, possible risks in contract clauses can be identified and suggestions can be generated, or contracts can be analysed and evaluated on the basis of predefined company standards and guidelines. It is important to distinguish applications that can not be qualified as AI systems from the aforementioned smart contract applications. For example, an application, which has been tried and tested in Germany, which provides the improvement of court proceedings and structure of the parties' statements, may not be an AI system in general. It is intended to support the courts in their so-called indexing task and to provide parties with guidelines for structuring their pleadings.[48]








V. AI in legal, tax and management consulting[49]





1. AI as a product in its own right, as a service or integration into consulting services
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AI systems or GPAI models in legal, tax and management consulting are conceivable in various forms: Either they are offered as a separate product tailored to the customer, as an application running on premises or "as a service" from the cloud. Alternatively, the consultant integrates third-party AI system or GPAI model "invisibly" for the customer into the consulting services he provides.
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Which of these designs (or combinations thereof) is more advantageous for consultant or customer in each individual case depends on various factors, such as the respective business model of consultant and customer, the requirements set by the customer, the resulting competitive advantages for consultant and customer, and the technological capabilities of the consultant. Offering one's own product or service could be understood as a demonstration of the consultant's expertise and ability to innovate, who thus stands out from the competition, even though the product or service may not offer any added value for the customer in the end. In contrast, the integration of third-party AI systems or GPAI models into one's own consulting services can generate immediate added value, for example in the recording and initial assessment of legal issues in the onboarding of a new customer.
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If the step is to be taken towards the consultant's own product or service, the hurdles are much higher than when integrating an existing AI system or GPAI model into one's own consulting services. This is because the development of an own AI system requires, among other things:



	-

	Selection and development of the GPAI model to be used;




	-

	Implementation and adaptation of the GPAI model;




	-

	Evaluation and optimization of the GPAI model, taking into account its performance, accuracy, robustness and, if necessary, freedom from bias; as well as




	-

	Integration of the GPAI model into an interface (API) or platform accessible to the customer, for example as a chatbot or own application.
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However, regardless of how AI systems or GPAI models are used, consultants must always face the following challenges:



	-

	Defining the challenge to be solved using AI and the goal of what is to be achieved by using AI; and




	-

	Obtaining or creating the data required to train, validate, and evaluate AI.












2. Practical examples of the use of AI in consulting services
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Practical examples of the use of AI systems or GPAI models include:



	-

	Analysis of large data sets, e.g. as part of the due diligence required in the traffic sector, as a basis for determining possible service levels when outsourcing standardized IT services, or for predicting market potentials before the introduction of a new product or service.




	-

	Innovation of existing business models, e.g. by examining the strengths, weaknesses and risks of disruptive new technologies, regulatory changes or social developments.




	-

	Optimization of existing processes, e.g. through automation, rationalization and reduction of sources of error.




	-

	Improving customer management, e.g. by personalising the interaction with customers, taking into account their preferences and previous behaviour, or by providing individualised, relevant content and services.




	-

	Supporting talent management, e.g. by pre-selecting possible candidates and evaluating their skills, performance and learning and development potential.




	-

	Support for legal advice, e.g. by analysing and preparing relevant decisions, extracting essential information from complex contracts or an automated legal assessment of standardised contracts (e.g. for data processing on behalf).




	-

	Support with court disputes, e.g. by automating process steps in court communication (requests for postponement, deadline management), the prognosis of prospects of success along with the economic risks of a legal dispute, or the provision of relevant knowledge about the legal dispute in the hearing.




	-

	Strengthening compliance, e.g. by monitoring compliance with laws and internal company guidelines, detecting anomalies and possible violations of rules, or automatically generating reports.




	-

	Strengthening data protection, e.g. through AI-supported assessment of the need for data protection impact assessments, the suitability of technical and organisational measures to ensure the lawfulness and security of data processing or the risk arising from a data breach, but also in the interpretation and processing of data subject requests under Art. 15 et seq. GDPR.












3. Short assessment in compliance with the AI Act
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Irrespective of the other legal requirements, such as those arising from the protection of confidential information (especially in the case of professionals such as lawyers, tax advisors, auditors and doctors), data protection (e.g. with regard to Art. 22 para. 1 GDPR for automated decision-making in individual cases) or copyright law, the AI Act has a significant impact on the way in which AI systems and GPAI models are used in consulting.
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The AI Act will regularly apply to the use of AI in consulting within the EU, as the exceptions in Art. 2 para. 2–4, 6, 8 and 10 of the AI Act will not usually apply. At most, it is conceivable that the use of an AI system could be exceptionally exempted from the scope of application via Art. 2 para. 12 of the AI Act if it is provided under free and open source licences and none of the exceptions apply, in particular if there is no high-risk AI system.
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Key Difference Between AI Systems or GPAI models as a separate product or service and the integration of a third-party AI system or GPAI model into one's own consulting services is the classification as a provider within the meaning of Art. 3 no. 3 AI Act or as an operator within the meaning of Art. 3 no. 4 AI Act. This results in a very different programme of obligations, which is much more far-reaching for the provider than for the operator, esp. if it should be a high-risk AI system or a GPAI model (whether with or without systemic risk).
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However, the ability to switch to the operator role, at least in the case of high-risk AI systems, is limited by Art. 25 of the AI Act on responsibilities along the AI value chain. If third-party AI is labelled with the name or brand of the consultant, a significant change is made to a third-party AI or a new purpose turns a third-party AI into a high-risk AI system, Art. 25 para. 1 of the AI Act makes the operator the provider. And even outside of high-risk AI systems, the invisible use of third-party AI is only possible to a minimal extent. This is because Art. 50 para. 3 and 4 of the AI Act also impose certain transparency obligations on the operator, as well as the transparency obligations of providers under Art. 50 para. 1 and 2 of the AI Act must also be observed when used within their own products or services and may not be prevented by the operator.








VI. AI applications in sport and health sector
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AI applications are also set to find their way into the world of sport. For example, there are currently plans to use AI to carry out rapid tests after sporting competitions to immediately check whether there are any substances in the athletes body that could indicate possible doping.[50] Before it is used, the AI model is to be trained using deep learning with countless data that allow conclusions to be drawn about possible doping, so that the AI should be able to recognize individual data points and patterns in order to provide possible clues for a doping suspicion as part of a rapid test procedure.[51] Unlike generative AI, this is so-called "discriminative AI"[52], which is not aimed at generating content, but at detecting correlations and differences between data and patterns.[53]
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In addition, AI applications are conceivable in a variety of other fields of action. In the future, AI applications will also be used in medicine as part of Telemedicine to support both treatment and diagnostics as well as preventive health care.[54] For example, an AI system can be used as a "symptom checker"[55] to suggest to the attending physician a possible diagnosis or signs of a possible disease based on the existing symptoms.[56] Furthermore, AI is also increasingly being used in diagnostic imaging, in which the system compares a finding with a large number of images to determine a diagnosis or signs of a disease.[57]








VII. AI in public sector





1. Criminal prosecution
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It is becoming increasingly evident that law enforcement represents one of the most prominent areas of application for AI in the public sector. This is initially due to the digitalisation of crime itself, which is occurring concurrently with the increasing digitalisation of all areas of economic, political and social life. This is evident in the area of cybercrime in the narrower sense[58], that is to say, those crimes in which attacks on data or computer systems are committed using information and communication technology. Such activities include the exfiltration of data from compromised networks or overload attacks to limit the functionality of server infrastructures, which are commonly referred to as distributed denial of service (DDoS) attacks. Furthermore, there are offences of cybercrime in the broader sense, which are typified by the utilisation of information technology to perpetrate originally analogue crimes. In the context of criminological practice, a number of factors merit particular attention. The category of crimes against sexual self-determination, as defined in Section 13 of the Special Part of the German Criminal Code (StGB), encompasses the sexual abuse of children and the distribution, acquisition, or possession of child and/or youth sexual abuse material. Ultimately, it can be stated that almost every analogue form of offence has a digital equivalent. The phenomenon of fraud has undergone a significant transition, shifting from its traditional analogue manifestations to the digital domain of large online platforms. Insults and threats have become essential elements of digital hate crime. The conventional financial investment fraud is being supplanted by the phenomenon of "cybertrading", a scheme that has achieved remarkable success[59] online through the use of sophisticated social engineering techniques. In this scheme, purported investment products in cryptocurrencies and digital assets are offered without a tangible underlying foundation.
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The utilisation of AI by criminals to perpetrate criminal acts necessitates particular attention. As stated in the 2022 Federal Criminal Police Office report, "Bundeslagebild Cybercrime 2022", the use of AI is becoming increasingly important in the field of cybercrime. AI is already being utilized for the automated creation of phishing messages, for disinformation campaigns, and for the development of malware. It is reasonable to anticipate further criminal exploitation of AI methods, including the further development of tools and attack vectors.[60]








a) Specific use cases of law enforcement
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From the aforementioned framework conditions of a digitised crime commission, namely the utilisation of AI by the perpetrator and the transition of criminal activities into the digital domain, it is possible to deduce conclusions pertaining to the specific deployment of artificial intelligence within a law enforcement context. In instances where offences have a data-centric foundation, law enforcement agencies are compelled to adopt a data-driven approach to ensure the efficacy of their operations. Consequently, the exploitation of large-scale data as evidence represents the most pivotal contemporary application of AI in this domain.
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This is exemplified by the prosecution of internet-related child sexual abuse, which is illustrative of a multitude of other criminal acts. A common feature of the major investigation complexes of recent times[61] is that the perpetrators embed their offences in a network of contacts and relationships on the internet. These networks facilitate the exchange of information about the commission of the offence, as well as images and videos. In some cases, the perpetrators may also share or jointly commit actual abuse. A comprehensive examination of digital evidence is therefore essential for a full understanding of this complex offence. In accordance with the prevalent social distribution and utilisation of digital devices, it is not merely a few data carriers that require analysis and categorisation, but rather the examination of millions of digital traces from a multitude of hard drives, mobile phones, computers and other devices. It is evident that this objective cannot be met through the use of manual police analyses that are not scalable. The current limitations of manual analysis techniques, particularly in terms of the time required to process a single digital evidence object, are incompatible with the need for swift and effective criminal prosecution, the presumption of innocence in favour of the accused, and the protection of victims. Consequently, the use of AI is no longer a mere option, but an absolute necessity. The technical feasibility of using AI to obtain evidence has been demonstrated,[62] with recognition rates that can be achieved with specially trained models approaching those of human processing.








b) General Use Cases of Law Enforcement
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In addition to its specific applications, AI is also relevant in the field of criminal justice as a general support tool for enhancing the efficiency of administrative applications as a whole. This is becoming increasingly important in light of demographic change,[63] which is also affecting the criminal justice system.






40



In the context of minor criminal offences, a significant number of steps in the prosecution's decision-making process can be digitally mapped in a decision tree, particularly in cases where the data pertaining to the offence and the offender – as exemplified by the case of shoplifting and the data entry forms commonly used by large retail chains – are already supplied in a structured and uniform manner. From a technical standpoint, AI and process automation can facilitate the generation of straightforward, structured decisions in advance, which can then be prepared in text form. Such systems can supplant the formerly dominant "text block" systems, which attempt to map typical use cases using inflexible text patterns, with superior quality.
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Additionally, AI can facilitate communication between law enforcement agencies and third parties. To date, the electronic reporting of criminal offences has been primarily conducted via portals operated by state criminal investigation offices. These portals have been used to record citizens' concerns in simple text fields. In contrast to the previous web forms, which were linked to the capabilities of the person making the report, AI can more effectively capture the respective concern and ensure that all the information required for the respective case is requested in a dialogue-based manner with quality assurance. This approach is likely to result in an increase in the value of the complaint, as well as an increase in “customer satisfaction”.








2. Educational institutions
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Education in schools and universities is a state task in a democratic society. Artificial intelligence is beginning to find its way into these institutions and becoming an integral part of education and examinations, including examination assessment. The AI Act, as well as the GDPR, provide complex rules for this.








a) Starting point
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According to a study on universities by the digital association Bitkom,[64] 65 % of students work with ChatGPT and 22 % can imagine using it. AI can take on roles ranging from learning partner to research assistant or tutor, bots can conceptualise curricula and act as a co-pilot to throw in good ideas for studying, teaching and research if the programme is entrusted with the constant "monitoring" of the digital workplace. AI is also used in examinations. According to Bitkom, 26 % of students use the services for homework, 9 % for final theses and 4 % even use the technology during an ongoing exam. However, when students are asked about the permissibility of exam use, almost half of them are in favour of a ban on ChatGPT for assignments and final theses, according to Bitkom. More than half concede that the bot could provide unauthorised advantages. However, three quarters of students agree that universities should teach how to use AI correctly.
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Artificial intelligence is also being used in schools. This applies to both pupils[65] as well as teachers, who use it for lesson planning and organisational tasks such as lesson and room planning.[66] In addition, AI is already being used in schools to award grades. In organisational terms, licensing is often not carried out by the schools themselves, but by the schools along with education ministries of the federal states.[67] The possibility of using the services should not change the fundamental responsibility of school management for their use in accordance with the GDPR and the AI Act. However, whether the state school administrations are liable under the categories of state liability law must be clarified in accordance with Art. 34 of the Basic Law/Section 839 of the Civil Code.








b) Assessment
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As a rule, schools are not allowed to develop an independent strategy for the use of generative AI within the framework of the requirements of integration into school administration.
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Especially for larger universities as self-governing institutions, the question of independent action arises and they can derive two useful suggestions from the results of the Bitkom study. Firstly, great restraint should be exercised when allowing AI in examinations,[68] if the principle of equal opportunity and the ability to think independently is to be upheld. Secondly, the responsible use of generative AI must be taught at universities. However, universities must take responsibility for the use of the new technology.[69]








3. Authorities
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Public administration in Germany is undergoing a transformation in its approach to AI systems. While some federal states are developing their own solutions, others are relying on commercial providers.
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Projects like "LLMoin"[70] from Hamburg or the text assistant "F13"[71] in Baden-Württemberg showcase efforts to implement AI solutions for internal processes. "LLMoin" is an integrated text assistant that was originally based on the German language model Luminous from Aleph Alpha. However, LLMoin might be based on a different model or offer the usage of models from different providers in order to prevent dependency on individual LLMs.[72] The text assistant "F13" is being developed in collaboration with Aleph Alpha to support administrative staff in their daily text work.
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In these cases, the state becomes a provider of an AI system for internal use. Even when customizing an external provider's chatbot, government bodies may be classified as providers under Article 25. The provision defines a provider as anyone who places an AI system on the market under their own name or brand, puts it into service or uses it for their own purposes. By contrast, public bodies that only purchase AI systems and use them for the agreed purpose remain deployers.
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The market for proprietary AI systems is expanding, likely increasing the availability and appeal of "off-the-shelf" AI solutions for government applications. For instance, traffic management systems utilizing real-time data from various sources (traffic monitoring, sensors, mobile data, connected vehicles) are now available to optimize traffic flow.[73]
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Conversely, some well-established AI system providers are seeing a decline in popularity. Palantir's "Gotham" and "Foundry" data analysis software, for example, are losing favour among police authorities. Following a Federal Constitutional Court ruling that deemed the software's former use unconstitutional,[74] several federal states have opted not to renew Palantir licenses or have reduced their usage.[75] This shift is driven by high costs, data protection concerns, and a preference for in-house development. The long-term dominance of either trend remains to be seen.
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Nevertheless, this development highlights the tensions surrounding the use of AI by the state. In addition to the question of AI Act compliance, the fundamental question of the proportionality of the use itself will have to be adressed. Given the state's monopoly on force and the potential for AI can to amplify associated risks, public authorities must carefully evaluate the implications of implementing AI systems.[76]
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Art. 27 addresses this concern by mandating public bodies to conduct a fundamental rights impact assessment before implementing high-risk AI systems. This requirement applies not only to public authorities in the narrower sense, but also to public companies and private bodies that provide public services. In practice, this assessment requires a comprehensive evaluation of the proposed AI system. The process begins by clearly defining the system's objectives and its intended context of application. Next, it's crucial to identify any potential impacts on fundamental rights and assess their severity. This analysis must consider not only immediate effects but also cumulative and long-term consequences. Based on these findings, strategies must be developed to mitigate risks and ensure adherence to fundamental rights principles. A critical element in this process is ensuring decision-making transparency and accountability. When deployed in governmental settings, AI systems must be designed with built-in comprehensibility and verifiability, allowing affected individuals to understand their functionality and outcomes. This necessitates thorough documentation of the underlying data, models, and algorithms. Furthermore, the system's decisions must be explained in a manner that allows for effective judicial scrutiny. This level of transparency is essential to uphold the right to effective legal recourse.
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