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			Preface

			J. P. Moreland and William Lane Craig

			We are deeply gratified for the widespread success of our first edition, both as a textbook adopted in colleges, universities, and seminaries, and for individual use. We have been encouraged by the consistent feedback we have received that it has strengthened Christians and helped them in their walks with God. But much has happened in the field of philosophy that is especially relevant to educating Christian disciples and thinkers. Hence this revised and updated edition. To avoid lengthening the book needlessly, we have been very selective in what we have added. We believe the result is a new and expanded second edition of Philosophical Foundations for a Christian Worldview that is significantly improved. Both of us are excited about the new version.

			Here is a list of the major changes we have made: Additional comments on truth and truth-makers in chapter six section 2.2; thorough revisions of chapters eleven and twelve; two completely new chapters on versions of substance dualism in chapter thirteen and physicalist alternatives to substance dualism in chapter fourteen; an evaluation of the findings of Benjamin Libet in chapter fifteen section 2.3.2; updated cosmogonic evidence relevant to the kalam cosmological argument and the teleological argument from cosmic fine-tuning in chapter twenty-three; a new, fuller taxonomy of views on God and abstract objects pertinent to divine aseity, as discussed in chapter twenty-four; an entirely new chapter on the doctrine of the atonement (chapter thirty-three), a rounded out discussion of the Trinity and incarnation; and additional, updated references throughout the bibliography.

			So enjoy this new and exciting edition. You will have to work hard to benefit from the pages to follow. This is no bedtime reading! But the results in your own life and in your ability to speak for Christ in a winsome, informed way will be well worth the effort.

		

			


		
			

			
An Invitation to Christian Philosophy

			1—Why Philosophy Matters

			On a clear autumn day in 1980, twenty-five miles west of Chicago in Wheaton, Illinois, Charles Malik, a distinguished academic and statesman, rose to the podium to deliver the inaugural address at the dedication of the new Billy Graham Center on the campus of Wheaton College. His announced topic was “The Two Tasks of Evangelism.” What he said must have shocked his audience.

			We face two tasks in our evangelism, he told them, “saving the soul and saving the mind”—that is, converting people not only spiritually but intellectually as well—and the church, he warned, is lagging dangerously behind with respect to this second task. We should do well to ponder Malik’s words.

			I must be frank with you: the greatest danger confronting American evangelical Christianity is the danger of anti-intellectualism. The mind in its greatest and deepest reaches is not cared for enough. But intellectual nurture cannot take place apart from profound immersion for a period of years in the history of thought and the spirit. People who are in a hurry to get out of the university and start earning money or serving the church or preaching the gospel have no idea of the infinite value of spending years of leisure conversing with the greatest minds and souls of the past, ripening and sharpening and enlarging their powers of thinking. The result is that the arena of creative thinking is vacated and abdicated to the enemy. Who among evangelicals can stand up to the great secular scholars on their own terms of scholarship? Who among evangelical scholars is quoted as a normative source by the greatest secular authorities on history or philosophy or psychology or sociology or politics? Does the evangelical mode of thinking have the slightest chance of becoming the dominant mode in the great universities of Europe and America that stamp our entire civilization with their spirit and ideas? For the sake of greater effectiveness in witnessing to Jesus Christ, as well as for their own sakes, evangelicals cannot afford to keep on living on the periphery of responsible intellectual existence.1

			These words hit like a hammer. The average Christian does not realize that there is an intellectual struggle going on in the universities and scholarly journals and professional societies. Enlightenment naturalism and postmodern antirealism are arrayed in an unholy alliance against a broadly theistic and specifically Christian worldview.

			Christians cannot afford to be indifferent to the outcome of this struggle. For the single most important institution shaping Western culture is the university. It is at the university that our future political leaders, journalists, teachers, business executives, lawyers, and artists will be trained. It is at the university that they will formulate or, more likely, simply absorb the worldview that will shape their lives. And since these are the opinion-makers and leaders who shape our culture, the worldview they imbibe at the university will be the one that shapes our culture. If the Christian worldview can be restored to a place of prominence and respect at the university, it will have a leavening effect throughout society. If we change the university, we change our culture through those who shape culture.

			Why is this important? Simply because the gospel is never heard in isolation. It is always heard against the background of the cultural milieu in which one lives. A person raised in a cultural milieu in which Christianity is still seen as an intellectually viable option will display an openness to the gospel that a person who is secularized will not. One may as well tell a secular person to believe in fairies or leprechauns as in Jesus Christ! Or, to give a more realistic illustration, it is like our being approached on the street by a devotee of the Hare Krishna movement, who invites us to believe in Krishna. Such an invitation strikes us as bizarre, freakish, perhaps even amusing. But to a person on the streets of Mumbai, such an invitation would, one expects, appear quite reasonable and be serious cause for reflection. Do evangelicals appear any less weird to persons on the streets of Bonn, London, or New York than do the devotees of Krishna?

			One of the awesome tasks of Christian philosophers is to help turn the contemporary intellectual tide in such a way as to foster a sociocultural milieu in which Christian faith can be regarded as an intellectually credible option for thinking men and women. As the great Princeton theologian J. Gresham Machen explained,

			God usually exerts [his regenerative] power in connection with certain prior conditions of the human mind, and it should be ours to create, so far as we can, with the help of God, those favourable conditions for the reception of the gospel. False ideas are the greatest obstacles to the reception of the gospel. We may preach with all the fervour of a reformer and yet succeed only in winning a straggler here and there, if we permit the whole collective thought of the nation or of the world to be controlled by ideas which, by the resistless force of logic, prevent Christianity from being regarded as anything more than a harmless delusion.2

			Since philosophy is foundational to every discipline of the university, philosophy is the most strategic discipline to be influenced for Christ. Malik himself realized and emphasized this.

			It will take a different spirit altogether to overcome this great danger of anti-intellectualism. For example, I say this different spirit, so far as philosophy alone—the most important domain for thought and intellect—is concerned, must see the tremendous value of spending an entire year doing nothing but poring intensely over the Republic or the Sophist of Plato, or two years over the Metaphysics or the Ethics of Aristotle, or three years over the City of God of Augustine.3

			Now in one sense it is theology, not philosophy, that is the most important domain for thought and intellect. As the medievals rightly saw, theology is the queen of the sciences, to be studied as the crowning discipline only after one has been trained in the other disciplines. Unfortunately, the queen is currently in exile from the Western university. But her handmaid, philosophy, still has a place at court and is thus strategically positioned so as to act on behalf of her queen. The reason Malik could call philosophy, in the absence of the queen, the most important intellectual domain is because it is the most foundational of the disciplines, since it examines the presuppositions and ramifications of every discipline at the university—including itself! Whether it be philosophy of science, philosophy of education, philosophy of law, philosophy of mathematics, or what have you, every discipline will have an associated field of philosophy foundational to that discipline. The philosophy of these respective disciplines is not theologically neutral. Adoption of presuppositions consonant with or inimical to orthodox Christian theism will have a significant leavening effect throughout that discipline that will, in turn, dispose its practitioners for or against the Christian faith. Christian philosophers, by influencing the philosophy of these various disciplines, can thus help to shape the thinking of the entire university in such a way as to dispose our future generations of leaders to the reception of the gospel.

			It is already happening. Over the last forty years a revolution has been occurring in Anglo-American philosophy. Since the late 1960s Christian philosophers have been coming out and defending the truth of the Christian worldview with philosophically sophisticated arguments in the finest scholarly journals and professional societies. And the face of Anglo-American philosophy has been transformed as a result. In an article lamenting “the desecularization of academia that evolved in philosophy departments since the late 1960s,” one atheist philosopher observes that whereas theists in other disciplines tend to compartmentalize their theistic beliefs from their professional work, “in philosophy, it became, almost overnight, ‘academically respectable’ to argue for theism, making philosophy a favored field of entry for the most intelligent and talented theists entering academia today.”4 He complains, “Naturalists passively watched as realist versions of theism . . . began to sweep through the philosophical community, until today perhaps one-quarter or one-third of philosophy professors are theists, with most being orthodox Christians.”5 He concludes, “God is not ‘dead’ in academia; he returned to life in the late 1960s and is now alive and well in his last academic stronghold, philosophy departments.”6

			This is the testimony of a prominent atheist philosopher to the change that has transpired before his eyes in Anglo-American philosophy. He is probably exaggerating when he estimates that one-quarter to one-third of American philosophers are theists; but what his estimates do reveal is the perceived impact of Christian philosophers on this field. Like Gideon’s army, a committed minority of activists can have an impact far out of proportion to their numbers. The principal error he makes is calling philosophy departments God’s “last stronghold” at the university. On the contrary, philosophy departments are a beachhead, from which operations can be launched to influence other disciplines at the university for Christ, thereby helping to transform the sociocultural milieu in which we live.

			But it is not just those who plan to enter the academy professionally who need to have training in philosophy. Christian philosophy is also an integral part of training for Christian ministry. A model for us here is a man like John Wesley, who was at once a Spirit-filled revivalist and an Oxford-educated scholar. In 1756 Wesley delivered an address to the clergy, which we commend to all future ministers when commencing their seminary studies. In discussing what sort of abilities a minister ought to have, Wesley distinguished between natural gifts and acquired abilities. And it is extremely instructive to look at the abilities Wesley thought a minister ought to acquire. One of them is a basic grasp of philosophy. He challenged his audience to ask themselves,

			Am I a tolerable master of the sciences? Have I gone through the very gate of them, logic? If not, I am not likely to go much farther when I stumble at the threshold. . . . Rather, have not my stupid indolence and laziness made me very ready to believe, what the little wits and pretty gentlemen affirm, “that logic is good for nothing?” It is good for this at least, . . . to make people talk less; by showing them both what is, and what is not, to the point; and how extremely hard it is to prove any thing. Do I understand metaphysics; if not the depths of the Schoolmen, the subtleties of Scotus or Aquinas, yet the first rudiments, the general principles, of that useful science? Have I conquered so much of it, as to clear my apprehension and range my ideas under proper heads; so much as enables me to read with ease and pleasure, as well as profit, Dr. Henry Moore’s Works, Malebranche’s “Search after Truth,” and Dr. Clarke’s “Demonstration of the Being and Attributes of God?”7

			Wesley’s vision of a pastor is remarkable: a gentleman, skilled in the Scriptures and conversant with history, philosophy, and the science of his day. How do the pastors graduating from our seminaries compare to this model?

			The authors of this book can both testify personally to the immense practicality and even indispensability of philosophical training for Christian ministry. For many years we have each been involved not just in scholarly work but also in speaking evangelistically on university campuses with groups like InterVarsity Christian Fellowship, Cru, and the Veritas Forum. Again and again we have seen the practical value of philosophical studies in reaching students for Christ. From questions dealing with the meaning of life or the basis of moral values to the problem of suffering and evil and the challenge of religious pluralism, students are asking profound philosophical questions that are much more difficult to answer than to pose. They deserve a thoughtful response rather than pat answers or appeals to mystery. The conventional wisdom says, “You can’t use arguments to bring people to Christ.” This has not been our experience. In fact, there is tremendous interest among unbelieving students in hearing a rational presentation and defense of the gospel, and some will be ready to respond with trust in Christ. To speak frankly, we do not know how one could minister effectively in a public way on our university campuses without training in philosophy.

			Finally, it is not just scholars and ministers who will benefit from training in philosophy but also laypeople who need to be intellectually engaged if our culture is to be effectively reformed. Our churches are unfortunately overly populated with people whose minds, as Christians, are going to waste. As Malik observed, they may be spiritually regenerate, but their minds have not been converted; they still think like nonbelievers. Despite their Christian commitment, they remain largely empty selves. What is an empty self? An empty self is a person who is passive, sensate, busy and hurried, incapable of developing an interior life. Such a person is inordinately individualistic, infantile, and narcissistic.

			Imagine now a church filled with such people. What will be the theological understanding, the evangelistic courage, the cultural penetration of such a church? If the interior life does not really matter all that much, why should one spend the time trying to develop an intellectual, spiritually mature life? If someone is basically passive, he will just not make the effort to read, preferring instead to be entertained. If a person is sensate in orientation, then music, magazines filled with pictures, and visual media in general will be more important than mere words on a page or abstract thoughts. If one is hurried and distracted, one will have little patience for theoretical knowledge and too short an attention span to stay with an idea while it is being carefully developed. And if someone is overly individualistic, infantile, and narcissistic, what will that person read, if he reads at all? Books about Christian celebrities, Christian romance novels imitating the worst that the world has to offer, Christian self-help books filled with slogans, simplistic moralizing, lots of stories and pictures, and inadequate diagnoses of the problems facing the reader. What will not be read are books that equip people to develop a well-reasoned, theological understanding of the Christian faith and to assume their role in the broader work of the kingdom of God. Such a church will become impotent to stand against the powerful forces of secularism that threaten to wash away Christian ideas in a flood of thoughtless pluralism and misguided scientism. Such a church will be tempted to measure her success largely in terms of numbers—numbers achieved by cultural accommodation to empty selves. In this way, the church will become her own gravedigger; for her means of short-term “success” will turn out in the long run to be the very thing that buries her.

			What makes this envisioned scenario so distressing is that we do not have to imagine such a church; rather, this is an apt description of far too many American evangelical churches today. It is no wonder, then, that despite its resurgence, evangelical Christianity has been thus far so limited in its cultural impact. David Wells reflects,

			The vast growth in evangelically minded people . . . should by now have revolutionized American culture. With a third of American adults now claiming to have experienced spiritual rebirth, a powerful countercurrent of morality growing out of a powerful and alternative worldview should have been unleashed in factories, offices, and board rooms, in the media, universities, and professions, from one end of the country to the other. The results should by now be unmistakable. Secular values should be reeling, and those who are their proponents should be very troubled. But as it turns out, all of this swelling of the evangelical ranks has passed unnoticed in the culture. . . . The presence of evangelicals in American culture has barely caused a ripple.8

			The problem, says Wells, is that while evangelicals have for the most part correct Christian beliefs, for far too many these beliefs lie largely at the periphery of their existence rather than at the center of their identity. At core they are hollow men, empty selves. If we as the church are to engender a current of reform throughout our culture, then we need laypeople who are intellectually engaged with their faith and take their Christian identity to be definitive for their self-conception.

			Besides cultural reform, a revival of intellectual engagement is absolutely critical for restoring vibrant, life-transforming apprenticeship under the lordship of Jesus, the Master Teacher. No apprentice will become like his teacher if he does not respect the authority of that teacher to direct the apprentice’s life and activities. However, today the authority of the Bible in general, and of Jesus Christ in particular, is widely disregarded. The general attitude, even among many of Christ’s own followers, is that while Jesus Christ is holy, powerful, and so forth, the worldview he taught and from which he lived is no longer credible for thinking people. As Dallas Willard observes,

			The crushing weight of the secular outlook . . . permeates or pressures every thought we have today. Sometimes it even forces those who self-identify as Christian teachers to set aside Jesus’ plain statements about the reality and total relevance of the kingdom of God and replace them with philosophical speculations whose only recommendation is their consistency with a “modern” [i.e., contemporary] mindset. The powerful though vague and unsubstantiated presumption is that something has been found out that renders a spiritual understanding of reality in the manner of Jesus simply foolish to those who are “in the know.”9

			Willard concludes that in order to restore spiritual vitality to the church, we must recapture a view of Jesus as an intellectually competent person who knew what he was talking about.

			For Willard, who is himself a philosopher, this will include revitalizing philosophical reflection in the church. Philosophical reflection is, indeed, a powerful means of kindling the life of the mind in Christian discipleship and in the church. Again, the authors of this book can testify that our worship of God is deeper precisely because of, not in spite of, our philosophical studies. As we reflect philosophically on our various areas of specialization within the field of philosophy, our appreciation of God’s truth and awe of his person have become more profound. We look forward to future study because of the deeper appreciation we are sure it will bring of God’s person and work. Christian faith is not an apathetic faith, a brain-dead faith, but a living, inquiring faith. As Anselm put it, ours is a faith that seeks understanding.

			These are very exciting times in which to be alive and working in the field of philosophy, where God is doing a fresh work before our eyes. It is our hope and prayer that he will be pleased to use this book to call even more Christian thinkers to this effervescing field and to equip the church and her ministers to serve him and his kingdom even more effectively into the twenty-first century.

			2—An Invitation to Dialogue

			Convinced of the benefit of philosophical training for Christian scholars, ministers, and laypeople, we offer Philosophical Foundations for a Christian Worldview as an introductory text to the field of philosophy from a Christian point of view. We do not affect, therefore, some pretended neutrality on the issues we discuss. Our text is intentionally Christian and therefore aims to offer, not just a soporific review of positions pro and con, but rather an articulation of what we take to be the most plausible stance a Christian can take on various questions. Of course, we recognize that other stances are permissible for Christian thinkers, and in some cases we ourselves might disagree on the preferred position or leave multiple options open. We welcome critique and dialogue on all the positions we defend. So when we argue for particular positions that we recognize to be matters of controversy, such as anthropological dualism, a tensed theory of time, social trinitarianism, or christological monotheletism, we intend, not to close, but to open discussion on these matters. We invite our readers to engage our arguments for the positions we defend.

			Philosophical Foundations is obviously a large book, covering a wide range of issues in epistemology, metaphysics, philosophy of science, ethics, and philosophy of religion, as well as basic rules of reasoning. Much of it will be difficult reading for newcomers to the field, so that those who use the book as a text will find it fertile soil for discussion. We do not anticipate, therefore, that students will be expected to plow through the whole book in a single semester. Rather, professors may selectively choose chapters to assign that mesh best with the questions they find most interesting or important, leaving aside the rest. Of course, we hope that students’ interest will be sufficiently piqued that they will eventually return to the book at some later time to read and wrestle with the unassigned material!

			Each chapter includes an exposition of the most important questions raised by the issue under discussion, along with a Christian perspective on the problem, and closes with a condensed summary of the chapter and a list of key terms employed in that chapter. These key terms are printed in boldface type when they are first introduced and are defined in the text. Students would do well to add these words to their working vocabulary. A list of suggested further reading for each chapter is included at the back of the book.

			We have tried to keep footnotes to a minimum. The suggested further reading will, we trust, adequately point the reader to the literature discussed in each respective chapter.

			3—Acknowledgments

			We gratefully acknowledge the meticulous editorial work and patience of Jim Hoover of InterVarsity Press in bringing this large project to realization. We are indebted to Mark and Jennifer Jensen for their careful preparation of the indexes. We also wish to thank the Discovery Institute, Howard Hoffman, and Paul and Lisa Wolfe for grants that greatly helped this project come to completion. We would also like to thank Jarred Snodgrass and Timothy Bayless for their hard and excellent work in providing the index to this book. Finally, we wish to acknowledge the spiritual support and intellectual stimulation we have received from our faculty colleagues and graduate students at Talbot School of Theology, especially from those in the Talbot Department of Philosophy and Ethics.

			

		


			

			Part I

			Introduction


			

		

1

			What Is Philosophy?

			Where am I or What?

			From what causes do I derive my existence,

			and to what condition shall I return?

			Whose favor shall I court, and whose anger must I dread?

			What beings surround me?

			And on whom have I any influence, or who have any influence on me?

			I am confounded with all these questions,

			and begin to fancy myself in the most deplorable condition imaginable,

			inviron’d with the deepest darkness,

			and utterly deprived of the use of every member and faculty.

			David Hume, A Treatise of Human Nature

			Not every problem, nor every thesis, should be examined,

			but only one which might puzzle one of those who need argument.

			Aristotle, Topics 1.11 (105a1-5)

			Ought not a Minister to have,

			First, a good understanding, a clear apprehension, a sound judgment,

			and a capacity of reasoning with some closeness? . . .

			Is not some acquaintance with what has been termed the second part of logic,

			(metaphysics), if not so necessary as [logic itself], yet highly expedient?

			Should not a Minister be acquainted with at least the

			general grounds of natural philosophy?

			John Wesley, Address to the Clergy

			
1—Introduction

			You are about to embark on an exciting and fascinating journey—the philosophical exploration of some of life’s most important ideas, ideas about reality, God, the soul, knowledge and truth, goodness, and much, much more. Make no mistake about it. Ideas matter. The ideas one really believes largely determine the kind of person one becomes. Everyone has a philosophy of life. That is not optional. What is optional and, thus, of extreme importance is the adequacy of one’s philosophy of life. Are one’s views rational or irrational, true or false, carefully formed and precise or conveniently formed and fuzzy? Are they conducive to human flourishing or do they cater to one’s fallen nature? Are they honoring or dishonoring to the triune God? The discipline of philosophy can be of great help in aiding someone in the search for an increasingly rich and robust philosophy of life.

			For centuries, people have recognized the importance of philosophy. In particular, throughout the history of Christianity, philosophy has played an important role in the life of the church and the spread and defense of the gospel of Christ. The great theologian Augustine (354–430) summarized the views of many early church fathers when he said, “We must show our Scriptures not to be in conflict with whatever [our critics] can demonstrate about the nature of things from reliable sources.”1 Philosophy was the main tool Augustine used in this task. In 1756, John Wesley delivered an address to a group of men preparing for ministry. He exhorted them to acquire skills that today are often neglected in seminary education but that seminaries would do well to reinstate. And much of what he said is sound advice for all Christians. For Wesley, among the factors crucial for the service of Christ was a tolerable mastery of logic and philosophy in general.

			Unfortunately, today things are different. Theologian R. C. Sproul has called this the most anti-intellectual period in the history of the church, and former secretary general of the United Nations and Christian statesman Charles Malik warns that the greatest danger facing modern evangelicalism is a lack of cultivation of the mind, especially as it relates to philosophy.

			This trend within the church is coupled with two unfortunate features of Western culture: the rampant pragmatism in society with the concomitant devaluation of the humanities in university life and the nonexistence of philosophy in our precollege educational curricula. The result is that philosophy departments are endangered species in Christian colleges and seminaries, and serious philosophical reflection is virtually absent from most church fellowships. This, in turn, has contributed to intellectual shallowness and a lack of cultural discernment in the body of Christ.

			But is philosophy really that important for the life, health, and witness of the church? Are God’s people not warned in Scripture itself to avoid philosophy and worldly wisdom? And just what is philosophy anyway? How does it help believers form an integrated Christian worldview? How does philosophy relate to other disciplines taught at the university?

			2—The Nature of Philosophy

			Scholars generally agree that there is no airtight definition that expresses a set of necessary and sufficient conditions for classifying some activity as philosophical, conditions that all and only philosophy satisfies. But this should not be troubling. In general, one does not need a definition of something before one can know features of the thing in question and recognize examples of it. One can recognize examples of historical study, love, a person, art, matter, sport, and a host of other things without possessing an airtight definition. Nevertheless, definitions are useful, and a reasonably adequate definition of philosophy can be provided.

			How might someone go about formulating such a definition? Three ways suggest themselves. First one could focus on the etymology of the word philosophy. The word comes from two Greek words, phileō, “to love,” and sophia, “wisdom.” Thus a philosopher is a lover of wisdom. Socrates held that the unexamined life is not worth living, and the ancient Greek philosophers sought wisdom regarding truth, knowledge, beauty, and goodness. In this sense, then, philosophy is the attempt to think hard about life, the world as a whole, and the things that matter most in order to secure knowledge and wisdom about these matters. Accordingly, philosophy may be defined as the attempt to think rationally and critically about life’s most important questions in order to obtain knowledge and wisdom about them. Philosophy can help someone form a rationally justified, true worldview, that is, an ordered set of propositions that one believes, especially propositions about life’s most important questions.

			Second, our understanding of philosophy will be enhanced if we observe that philosophy often functions as a second-order discipline. For example, biology is a first-order discipline that studies living organisms, but philosophy is a second-order discipline that studies biology. In general, it is possible to have a philosophy of x, where x can be any discipline whatever; for example, law, mathematics, education, science, government, medicine, history, or literature. When philosophers examine another discipline to formulate a philosophy of that field, they ask normative questions about that discipline (e.g., questions about what one ought and ought not believe in that discipline and why), analyze and criticize the assumptions underlying it, clarify the concepts within it, and integrate that discipline with other fields.

			Consider biology again. Philosophers ask questions like these: Is there an external world that is knowable and, if so, how does one know it? What is life, and how does it differ from nonlife? How should someone form, test, and use scientific theories and laws? Is it morally permissible to experiment on living things? When biologists talk about information in DNA, how should we understand this talk? How does the biological notion of being a member of the kind Homo sapiens relate to the theological notion of being made in the image of God or to the metaphysical notion of being a person with legal/moral rights? These questions are all philosophical in nature, and by examining them it becomes evident that philosophers ask and seek to answer presuppositional, normative, conceptual, and integrative questions about other fields of study. Thus by its very nature philosophy is, perhaps, the most important foundational discipline in the task of integrating Christian theology with other fields of study. This claim is examined in more detail later.

			One more observation is important. Because philosophy operates at a presuppositional level by clarifying and justifying the presuppositions of a discipline, philosophy is the only field of study that has no unquestioned assumptions within its own domain. In other words, philosophy is a self-referential discipline, for questions about the definition, justification, and methodology of philosophy are themselves philosophical in nature. Philosophers keep the books on everyone, including themselves. The justification of the assumptions of any discipline, including philosophy, is largely a philosophical matter.

			A third way to characterize philosophy is simply to list the various subbranches of philosophy. In addition to the different second-order branches of philosophy, such as philosophy of science (see part 4) or religion (see part 6), a number of standard areas of study are first-order parts of philosophy. For example, logic (see chap. 2) investigates the principles of right reasoning and focuses on questions such as when a conclusion can legitimately be drawn from premises and why. Epistemology is the study of knowledge and justified belief (see part 2). What is knowledge? Can we have it? How do we know things and justify our beliefs? What are the kinds of things we can know? Metaphysics is the study of being or reality (see part 3). Here are some metaphysical questions: What does it mean for something to exist? What are the ultimate kinds of things that exist? What is a substance? What is a property? Is matter real? Is mind real? What are space, time, and causation? What is linguistic meaning? Value theory is the study of value; for example, ethical value (see part 5) and aesthetic value. What does it mean to say something is right or wrong, beautiful or ugly? How do we justify our beliefs in these areas?

			These subbranches combine with the various second-order areas of investigation to constitute the subject matter of philosophy. In these areas of study, philosophy serves both a critical and a constructive function. Philosophy is critical because it examines assumptions, asks questions of justification, seeks to clarify and analyze concepts, and so on. Philosophy is constructive because it attempts to provide synoptic vision; that is, it seeks to organize all relevant facts into a rational system and speculate about the formation and justification of general worldviews. Chapter two includes an examination of the role of philosophy in forming and assessing a worldview.

			We have briefly examined the different aspects of philosophy in order to get a better grasp on what the discipline is and the sorts of issues within its purview. Let us now look at the importance of philosophy for the Christian life in general and the Christian university in particular.

			3—A Christian Justification of Philosophy

			The history of the church reveals that philosophy has always played a crucial role in the nurture of believers and in the proclamation of a Christian worldview in general and the gospel in particular. The first universities in Europe were, of course, Christian, and the study of philosophy was considered of central importance to the health and vitality of the university and the Christian life. This is no less true today. In fact, there are at least seven reasons why philosophy is crucial to the texture, curricula, and mission of the Christian university and the development of a robust Christian life.

			First, philosophy is an aid in the task of apologetics. Apologetics is the task of giving a reasoned defense of Christian theism in light of objections raised against it and of offering positive evidence on its behalf. Scripture commands us to engage in apologetics (see 1 Pet 3:15; Jude 3). The Old Testament prophets often appealed to broad arguments from the nature of the world to justify the religion of Israel. For example, they would ridicule pagan idols for their frailty and smallness. The world is too big, they claimed, to have been made by something that small (see Is 44–45). Arguments like this assume a philosophical position on the nature of causation; for example, that an effect (the world) cannot come from something of lesser power than itself (the idol). Again, the Old Testament prophets often appealed to general principles of moral reasoning in criticizing the immorality of pagan nations (e.g., Amos 1–2). Arguments such as this utilize natural moral law and general philosophical principles of moral reasoning.

			In the New Testament, the apostles used philosophical argumentation and reasoning to proclaim Christ to unbelievers (see Acts 17:2-4, 17-31; 18:4; 19:8). Their practice was consistent with that of the Old Testament prophets in this regard. Philosophy aids a person in stating arguments for God’s existence. It also helps one clarify and defend a broad view of what it is for something to exist so as to include nonphysical and nonspatiotemporal entities; for example, God, angels, and perhaps disembodied souls. When an objection against Christianity comes from some discipline of study, that objection almost always involves the use of philosophy. When Freud argued against religion on the grounds that our ideas of God are mere illusions, grounded in and caused by our fears and the need for a father figure, his attack, while rooted in psychology, nevertheless involved the discipline of philosophy. He was considering the basic question of how the source of our belief relates to our justification for that belief.

			Second, philosophy aids the church in its task of polemics. Whereas apologetics involves the defense of Christian theism, polemics is the task of criticizing and refuting alternative views of the world. For example, in the field of artificial intelligence and cognitive psychology there is a tendency to view a human being in physicalist terms, that is, as a complex physical system. Despite protests to the contrary from some Christian thinkers, dualism (the view that we are composed of both a physical and a mental entity) is the view taught in Scripture (see 2 Cor 5:1-8; Phil 1:21-24). Part of the task of a believer working in the areas of artificial intelligence or cognitive psychology is to develop a critique of a purely physicalist vision of being human, and this task includes issues in the philosophy of mind (see chaps. 11–14).

			Third, philosophy is a central expression of the image of God in us. It is very difficult to come up with an airtight definition of the image of God, but most theologians have agreed that it includes the ability to engage in abstract reasoning, especially in areas having to do with ethical, religious, and philosophical issues. God himself is a rational being, and humans are made like him in this respect. This is one of the reasons humans are commanded to love God with all of their minds (Mt 22:37). Since philosophy, like religion, is a discipline that chiefly focuses on ultimate questions near the very heart of existence, then philosophical reflection about God’s special and general revelation can be part of loving him and thinking his thoughts after him.

			Fourth, philosophy permeates systematic theology and serves as its handmaid in several ways. Philosophy helps to add clarity to the concepts of systematic theology. For example, philosophers help to clarify the different attributes of God; they can show that the doctrines of the Trinity and the incarnation are not contradictory; they can shed light on the nature of human freedom, and so on.

			Further, philosophy can help to extend biblical teaching into areas where the Bible is not explicit. For example, several areas currently under discussion in medical ethics (active/passive euthanasia, genetic screening, withholding artificial food and hydration, artificial insemination) are not explicitly mentioned in Scripture. The philosopher can, however, take the language and doctrines of the Bible and appropriately recast them in the relevant categories under discussion. In this way the philosopher can help to shed biblical light on an issue not explicitly mentioned in Scripture by providing conceptual categories and analysis that fit the situation and preserve the tenor and substance of biblical teaching.

			Fifth, the discipline of philosophy can facilitate the spiritual discipline of study. Study is itself a spiritual discipline, and the very act of study can change the self. One who undergoes the discipline of study lives through certain types of experiences where certain skills are developed through habitual study: framing an issue, solving problems, learning how to weigh evidence and eliminate irrelevant factors, cultivating the ability to see important distinctions instead of blurring them, and so on. The discipline of study also aids in the development of certain virtues and values; for example, a desire for the truth, honesty with data, an openness to criticism, self-reflection, and an ability to get along nondefensively with those who differ with us.

			Of course, the discipline of study is not unique to philosophy. But philosophy is among the most rigorous of fields, and its approach and subject matter are so central to life, close to religion, and foundational to other fields of investigation that the discipline of philosophical study can aid someone in the pursuit of truth in any other area of life or university study.

			Sixth, the discipline of philosophy can enhance the boldness and self-image of the Christian community in general. It is well known that a group, especially a minority group, will be vital and active only if it feels good about itself in comparison with outsiders. Further, there will be more tolerance of internal group differences, and thus more harmony, when a group feels comfortable toward outsiders.

			In a fascinating study, John G. Gager argues that the early church faced intellectual and cultural ridicule from Romans and Greeks. This ridicule threatened internal cohesion within the church and its evangelistic bold­­ness toward unbelievers. Gager argues that it was primarily the presence of philosophers and apologists within the church that enhanced the self-image of the Christian community because these early scholars showed that the Christian community was just as rich intellectually and culturally as was the pagan culture surrounding it. Says Gager:

			Whether or not the apologists persuaded pagan critics to revise their view of Christians as illiterate fools, they succeeded in projecting for the group as a whole a favorable image of itself as the embodiment of true wisdom and piety. . . . Whatever we may say about the expressed purpose of these apologies, their latent function was not so much to change the pagan image of Christians as to prevent that image from being internalized by Christians themselves.2

			Gager’s point could and should be applied to the value of Christian scholarship in general, but the applicability of his remarks to the field of philosophy should be obvious. Historically, philosophy has been the main discipline that has aided the church in its intellectual relationship with unbelievers. Because of the very nature of philosophy itself—its areas of study and their importance for answering ultimate questions, the questions it asks and answers, its closeness to theology —the potential of this discipline for enhancing the self-respect of the believing community is enormous.

			It seems clear that evangelicalism in America is having a serious self-image problem. The reasons for this are no doubt varied, but it can hardly be an accident that the average Bible college has no philosophy department, and many evangelical seminaries do not offer serious, formal training in philosophy and apologetics beyond a course here and there.

			Seventh, the discipline of philosophy is absolutely essential for the task of integration. To integrate means to blend or form into a whole. In this sense, integration occurs when one’s theological beliefs, primarily rooted in Scripture, are blended and unified with propositions judged as rational from other sources into a coherent, intellectually adequate Christian worldview. Since this will be the main topic of discussion below, little needs to be added at this point except to note that the need for integration occurs in at least three ways.

			For one thing, the believing community needs to draw from all areas of knowledge in forming an integrated Christian worldview consistent with Scripture. Second, a person grows to maturity to the extent that he or she becomes an integrated, unfragmented self, and one of the ways to become an integrated person is to have the various aspects of one’s intellectual life in harmony. If Smith believes one thing in church and another thing in the lab or office, he will to that extent be a fragmented, dichotomized individual wherein Christ can dwell only in a shrinking religious compartment of his life. Finally, when the gospel confronts a new culture, Christian theology must be related to that culture in a way that is at once sensitive to the culture and faithful to Scripture. Such a task will include questions of value, knowledge, and thought forms, and these questions essentially involve philosophical clarification and comment.

			These are some of the reasons why the church has always found philosophy to be necessary. C. S. Lewis once remarked that “to be ignorant and simple now—not to be able to meet the enemies on their own ground—would be to throw down our weapons, and to betray our uneducated brethren who have, under God, no defence but us against the intellectual attacks of the heathen. Good philosophy must exist, if for no other reason, because bad philosophy needs to be answered.”3

			The great social critic William Wilberforce (1759–1833) was a man of deep devotion to God and great passion for practical ministry. But Wilberforce saw the value of philosophy and apologetics even for the training of children in the church! Queried Wilberforce, “In an age in which infidelity abounds, do we observe [believers] carefully instructing their children in the principles of faith they profess? Or do they furnish their children with arguments for the defense of that faith?”4 Sources for similar attitudes could be cited throughout the history of the church: Justin Martyr, Augustine, Anselm, Aquinas, Calvin, Jonathan Edwards, John Wesley, Francis Schaeffer, Carl Henry. Nevertheless, there is a general perception among many believers that philosophy is intrinsically hostile to the Christian faith and should not be of concern to believers. There are at least four reasons frequently cited for such an attitude.

			First, the claim is made that human depravity has made the mind so darkened that the noetic effects of sin, that is, sin’s effect on the mind, render the human intellect incapable of knowing truth. However, this claim is an exaggeration. The fall brought about the perversion of human faculties, but it did not destroy those faculties. Human reasoning abilities are affected but not eliminated. This can be seen in the fact that the writers of Scripture often appeal to the minds of unbelievers by citing evidence on behalf of their claims, using logical inferences in building their case and speaking in the language and thought forms of those outside the faith.

			Second, it is sometimes claimed that faith and reason are hostile to each other, and whatever is of reason cannot be of faith. But this represents a misunderstanding of the biblical concept of faith. The biblical notion of faith includes three components: notitia (understanding the content of the Christian faith), fiducia (trust), and assensus (the assent of the intellect to the truth of some proposition). Trust is based on understanding, knowledge, and the intellect’s assent to truth. Belief in rests on belief that. One is called to trust in what he or she has reason to give intellectual assent (assensus) to. In Scripture, faith involves placing trust in what you have reason to believe is true. Faith is not a blind, irrational leap into the dark. So faith and reason cooperate on a biblical view of faith. They are not intrinsically hostile.

			Third, some cite Colossians 2:8 as evidence against philosophy: “See to it that no one takes you captive through hollow and deceptive philosophy, which depends on human tradition and the elemental spiritual forces of this world rather than on Christ” (NIV). However, on an investigation of the structure of the verse, it becomes clear that philosophy in general was not the focus. Rather, the Greek grammar indicates that “hollow and deceptive” go together with “philosophy,” that is, vain and hostile philosophy was the subject of discussion, not philosophy per se. In the context of Colossians, Paul was warning the church not to form and base its doctrinal views according to a philosophical system hostile to orthodoxy. His remarks were a simple warning not to embrace heresy. They were not meant in context to represent the apostle’s views of philosophy as a discipline of study. Those views are not relevant to the context and do not square with the grammar of the passage.

			Finally, 1 Corinthians 1–2 is cited as evidence against philosophy. Here Paul argues against the wisdom of the world and reminds his readers that he did not visit them with persuasive words of wisdom. But again, this passage must be understood in context. For one thing, if it is an indictment against argumentation and philosophical reason, then it contradicts Paul’s own practices in Acts and his explicit appeal to argument and evidence on behalf of the resur­­rec­tion in 1 Corinthians 15. It also con­­tradicts other passages (e.g., 1 Pet 3:15) as well as the practice of Old Testament prophets and preachers.

			The passage is better seen as a condemnation of the false, prideful use of reason, not of reason itself. It is hubris (pride) that is in view, not nous (mind). The passage may also be a condemnation of Greek rhetoric. Greek orators prided themselves in possessing “wise and persuasive words,” and it was their practice to persuade a crowd of any side of an issue for the right price. They did not base their persuasion on rational considerations, but on speaking ability, thus bypassing issues of substance. Paul is most likely contrasting himself with Greek rhetoricians.

			Paul could also be making the claim that the content of the gospel cannot be deduced from some set of first principles by pure reason. Thus the gospel of salvation could never have been discovered by philosophy, but had to be revealed by the biblical God who acts in history. So the passage may be showing the inadequacy of pure reason to deduce the gospel from abstract principles, not its inability to argue for the truth.

			We have seen that there are good reasons why the church has historically valued the role of philosophy in her life and mission, and reasons to the contrary are inadequate. It is time now to turn to the issue of the role of philosophy in the integrative task of forming a Christian worldview.

			
4—The Role of Philosophy in Integration

			It may be helpful to begin this section by listing examples of issues in a field of study that naturally suggest the relevance of philosophical reflection and where someone in that field of study may, inadvertently, don a philosopher’s cap.

			4.1 Examples of the Need for Philosophy

			
					A biblical exegete becomes aware of how much her own cultural background shapes what she can see in the biblical text, and she begins to wonder whether meanings might not reside in the interpretation of a text and not in the text itself. She also wonders if certain methodologies may be inappropriate given the nature of the Bible as revelation.

					A psychologist reads the literature regarding identical twins who are reared in separate environments. He notes that they usually exhibit similar adult behavior. He then wonders if there is really any such thing as freedom of the will, and if not, he ponders what to make of moral responsibility and punishment.

					A political science professor reads John Rawls’s A Theory of Justice and grapples with the idea that society’s primary goods could be distributed in such a way that those on the bottom get the maximum benefit even if people on the top have to be constrained. He wonders how this compares with a meritocracy wherein individual merit is rewarded regardless of social distribution. Several questions run through his mind: What is the state? How should a Christian view the state and the church? What is justice, and what principles of social ordering ought we adopt? Should one seek a Christian state or merely a just state?

					A neurophysiologist establishes specific correlations between certain brain functions and certain feelings of pain, and she puzzles over the question of whether there is a soul or mind distinct from the brain.

					An anthropologist notes that cultures frequently differ over basic moral principles and goes on to argue that this proves that there are no objectively true moral values that transcend culture.

					A businessman notices that the government is not adequately caring for the poor. He discusses with a friend the issue of whether businesses have corporate moral responsibilities or whether only individuals have moral responsibility.

					A mathematician teaches Euclidean geometry and some of its alternatives and goes on to ask the class if mathematics is a field that really conveys true knowledge about a subject matter or if it merely offers internally consistent formal languages expressible in symbols. If the former, then what is it that mathematics describes? Do numbers exist and, if so, what are they?

					An education major is asked to state his philosophy of education. In order to do this, he must state his views on human nature, the nature of truth, how people learn, what role values play in life, what the purpose of education ought to be, and who should be entitled to an education.

					A physicist ponders Einstein’s theory about the relativity of space and time, and she believes that space and time themselves must be distinguished from the empirical, operational space and time utilized in scientific observations and tests. She agrees that the latter are relative, but she does not think that this settles the question of the real nature of actual space and time.

			

			Each example is a case where philosophy is relevant to some other discipline of study and crucial for the task of forming a well-reasoned, integrated Christian worldview. Philosophy asks normative questions (What ought one believe and why? What ought one do and why?), it deals with foundational issues (What is real? What is truth? What can humans know? What is right and wrong? Do right and wrong exist? What are the principles of good reasoning and evidence evaluation?), and it seeks knowledge of what some phenomenon must be in all possible worlds, not what may happen to be the case in this actual world.

			4.2 Different Models of Integration

			In each of the cases listed above, there is a need for the person in question, if he or she is a Christian, to think hard about the issue in light of the need for developing a Christian worldview. When one addresses problems like these, there will emerge a number of different ways that Christian doctrine and theology can interact with an issue in a discipline outside theology. And philosophy can be useful both in deciding which model is the best one to use in a specific case and in helping a person do the work of integration within that chosen model. Here are some of the different ways that such interaction can take place.

			
					
Propositions, theories, or methodologies in theology and another discipline may involve two distinct, nonoverlapping areas of investigation. For example, debates about angels or the extent of the atonement have little to do with organic chemistry. Similarly, it is of little interest to theology whether a methane molecule has three or four hydrogen atoms in it.

					
Propositions, theories, or methodologies in theology and another discipline may involve two different, complementary, noninteracting approaches to the same reality. Sociological aspects of church growth and certain psychological aspects of conversion may be sociological or psychological descriptions of certain phenomena that are complementary to a theological description of church growth or conversion.

					
Propositions, theories, or methodologies in theology and another discipline may directly interact in such a way that either one area of study offers rational support for the other or one area of study raises rational difficulties for the other. For example, certain theological teachings about the existence of the soul raise rational problems for philosophical or scientific claims that deny the existence of the soul. The general theory of evolution raises various difficulties for certain ways of understanding the book of Genesis. Some have argued that the big bang theory tends to support the theological proposition that the universe had a beginning.

					
Theology tends to support the presuppositions of another discipline and vice versa. Some have argued that many of the presuppositions of a realist understanding of science (see chap. 17) (e.g., the existence of truth, the rational, orderly nature of reality, the adequacy of our sensory and cognitive faculties as tools suited for knowing the external world) make sense and are easy to justify given Christian theism, but are odd and without ultimate justification in a naturalistic worldview. Similarly, some have argued that philosophical critiques of epistemological skepticism and defenses of the existence of a real, theory-independent world and a correspondence theory of truth (according to which true propositions correspond with the “external” world; see chaps. 5–6) offer justification for some of the presuppositions of theology.

					
Theology fills out and adds details to general principles in another discipline and vice versa, and theology helps one practically apply principles in another discipline and vice versa. For example, theology teaches that fathers should not provoke their children to anger, and psychology can add important details about what this means by offering information about family systems, the nature and causes of anger, and so on. Psychology can devise various tests for assessing whether one is or is not a mature person, and theology can offer a normative definition to psychology as to what a mature person is.

			

			These are some of the ways that integration takes place. From the examples and models listed above, it should be clear that philosophy is central to the task of integration. Nevertheless, the task of forming an integrated worldview is a very difficult one, and there is no set of easy steps or principles that exhaustively describes how that task is to be conducted or what role philosophy should play in the quest for integration. With this in mind, the following is a list of principles that can aid someone unfamiliar with philosophy to think more clearly about its role in integration.

			4.3 Some Philosophical Principles Used in Integration

			1. Philosophy can make clear that an issue thought to be a part of another discipline is really a philosophical issue. It often happens that scholars untrained in philosophy will discuss some issue in their field and without knowing it cross over into philosophy. When this happens, the discussion may still be about the original discipline, but it is a philosophical discussion about that discipline.

			For example, attempts to put limits on a given discipline and attempts to draw a line of demarcation between one field of study and another, say between science and theology, are largely philosophical matters. This is because such attempts assume a vantage point outside of and above the discipline in question where one asks second-order questions about that discipline. Philosophy, it will be recalled, focuses on these kinds of second-order questions.

			Consider the following six propositions that describe conditions under which science places a limit on theology or vice versa:

			S1. Theological beliefs are reasonable only if science renders them so.

			S2. Theological beliefs are unreasonable if science renders them so.

			S3. Theological beliefs are reasonable only if arrived at by something closely akin to scientific methodology.

			T1. Scientific beliefs are reasonable only if theology renders them so.

			T2. Scientific beliefs are unreasonable if theology renders them so.

			T3. Scientific beliefs are reasonable only if arrived at by theologically appropriate methods.

			Contrary to initial appearances, these propositions are not examples of science or theology directly placing limits on the other, for none is a statement of science or theology. Rather, all are philosophical statements about science and theology. Principles about science and theology are not the same as principles of science and theology. These six principles are philosophical attempts to limit science and theology and show their relationship.

			Consider a second example of where a discussion crosses over into philosophy almost unnoticed.

			Evolutionist: The origin of life from inanimate matter is a well-established scientific fact.

			Creationist: But if life arose in the oceans (abiogenesis) as you claim, then dilution factors would have kept the concentration of large, macromolecules to levels so small as to have been negligible.

			Evolutionist: Well, so what? I do not think abiogenesis took place in the ocean anyway. Rather, it took place in some isolated pool that had some concentrating mechanism in place.

			Creationist: But the probabilities for such a process are incredibly small, and in any case, evidence appears to be coming in that the early earth’s atmosphere was a reducing atmosphere, in which case the relevant reactions could not occur.

			Evolutionist: Give us more time, and we will solve these problems. The only alternative, creationism, is too fantastic to believe, and it involves religious concepts and is not science at all.

			Creationist: Well, neither is evolution science. Science requires firsthand observation, and since no one was there to observe the origin of first life, any theory about that origin is not science, strictly speaking.

			The discussion starts out as a scientific interaction about chemical reactions, probabilities, geological evidence, and so on. But it slides over into a second-order philosophical discussion (one that represents a misunderstanding of the nature of both creationism and science; see chaps. 17–19), about what science is and how one should define it. These issues are surely relevant to the debate, but there is no guarantee that two disputants trained in some first-order scientific discipline have any expertise at all about the second-order questions of what science is and how it should be practiced. If scientists are going to interact on these issues, then philosophy will be an essential part of that interaction.

			2. Philosophy undergirds other disciplines at a foundational level by providing clarity, justification for or arguments against the essential presuppositions of that discipline. Since philosophy operates as a second-order discipline that investigates other disciplines, and since philosophy examines broad, foundational, axiological, epistemological, logical, and metaphysical issues in those other disciplines, then philosophy is properly suited to investigate the presuppositions of other disciplines. For example, in linguistic studies, issues are discussed regarding the existence, nature, and knowability of meaning. These issues, as well as questions about whether and how language accomplishes reference to things in the world, are the main focus of the philosophy of language and epistemology.

			Again, science assumes there is an external world that is orderly and knowable, that inductive inferences are legitimate, that the senses and mind are reliable, that truth exists and can be known, and so on. Orthodox theology assumes that religious language is cognitive, that knowledge is possible, that an intelligible sense can be given to the claim that something exists that is not located in space and time, that the correspondence theory of truth is the essential part of an overall theory of truth, and that linguistic meaning is objective and knowable. These presuppositions, and a host of others besides, have all been challenged. The task of clarifying, defending, or criticizing them is essentially a philosophical task.

			3. Philosophy can aid a discipline by helping to clarify concepts, argument forms, and other cognitive issues internal to a field. Sometimes the concepts in a discipline appear to be contradictory, vague, unclear, or circularly defined. Philosophers who study a particular discipline can aid that discipline by bringing conceptual clarity to it. An example would be the wave-particle nature of electromagnetic radiation and the wave nature of matter. These concepts appear to be self-contradictory or vague, and attempts have been made to clarify them or to show different ways of understanding them.

			Another example concerns some conceptions of the mechanisms involved in evolutionary theory. Some scientists have held that evolution promotes the survival of the fittest. But when asked what the “fittest” were, the answer is that the “fittest” were those that survived. This was a problem of circularity within evolutionary theory, and attempts have been made to redefine the notion of fitness and the goal of evolution (e.g., the selection of those organisms that are reproductively favorable) to avoid circularity. Whether these responses have been successful is not the point here. The point is, rather, that philosophers have raised problems for a scientific theory because of issues of conceptual clarity. In these and other examples like them, philosophy can help to clarify issues within a discipline. When philosophy is brought to bear on questions of this sort, the result may be that the theory in question is problematic because it involves an internal contradiction or is somehow self-refuting.

			For example, the sociological claim that there is no difference between intellectual history (roughly, the attempt to trace the development of ideas through history by focusing on the rational factors involved in the ideas themselves, including their own inner logic and relationships to ideas coming after them, e.g., the development of empiricism from John Locke to George Berkeley to David Hume) and the sociology of knowledge (the attempt to trace the development of ideas as a result of nonrational factors in a given culture, e.g., social status, economic conditions, and so on) is sometimes justified by an appeal to conceptual relativism. The claim is made that different cultures have different language games, different views of the world, and so forth, and that all of one’s views are determined by nonrational factors and thus are not to be trusted. Such a claim is self-refuting, for presumably this theory itself would be untrustworthy on its own terms.

			4. Philosophy provides a common language or conceptual grid wherein two disciplines can be directly related to one another and integrated. Sometimes two different disciplines will use a term in a slightly different but not completely unrelated way. When this occurs, philosophy can help to clarify the relationship between the different disciplinary uses of the term in question.

			For example, sometimes an operational definition of some notion can be related to an ordinary language definition of that notion or a definition from another field. An operational definition is, roughly, a definition of some concept totally in terms of certain laboratory or experimental operations or test scores. Thus one could operationally define a number of sociological concepts (minority group, traditional family roles, group leadership) or psychological terms (depression, intelligence) completely in terms of some operation or test score. A person could be said to be depressed if and only if that person scored between such and such a range on some standard psychological test.

			Now these operational definitions may be related to our ordinary language notions of the relevant concepts in question; but they may not be clearly related, and in any case, they are certainly not identical to them. So philosophical clarity needs to be given before we can specify the relationship between depression as it is understood in ordinary language and depression as it is operationally defined in some test.

			This type of philosophical elucidation is especially important when the term in question appears to be normative in nature. Thus, if one tries to give an operational, psychological definition of a “mature” or “healthy” adult, then all one can give is a descriptive definition, not a prescriptive one, for psychology as it is currently practiced is a descriptive field. Philosophy focuses on moral prescriptions and oughts; psychology focuses on factual descriptions. So philosophy becomes relevant in clarifying the relationship between a “mature” adult, psychologically defined, and a “mature” adult taken as a normative notion (i.e., as something one ought to try to achieve).

			Philosophy also helps to clarify and relate the different disciplinary descriptions of the same phenomenon. For example, biologists describe a human being as a member of the classification Homo sapiens. Philosophy, theology, law, and political science (to name a few) treat a human being as a living entity called a human person. It is a philosophical question as to whether the two notions are identical and, if they are not, how they relate to one another.

			5. Philosophy provides external conceptual problems for other disciplines to consider as part of the rational appraisal of theories in those disciplines (and vice versa). A philosophical external conceptual problem arises for some theory in a discipline outside of philosophy when that theory conflicts with a doctrine of some philosophical theory, provided that the philosophical theory and its component doctrines are rationally well founded. For example, suppose there were a good philosophical argument against the view that history has crossed an actual infinite number of events throughout the past to reach the present moment. If this argument is a reasonable one, then it tends to count against some scientific theory (e.g., an oscillating universe) that postulates that the past was beginningless and actually infinite. If there were a good philosophical argument for the claim that space and time are absolute, then this argument would tend to count against scientific theories to the contrary.

			Again, if there are good philosophical arguments for the existence of genuine freedom of the will or arguments for the existence of real moral responsibility and the necessity of full-blown freedom as a presupposition of moral responsibility, then these would tend to count against sociological, economic, or psychological theories that are deterministic in nature. In cases like these, a rationally defensible position is present within philosophy, and it runs contrary to a theory surfaced in another field. The philosophical external conceptual problem may not be sufficient to require abandonment or suspension of judgment of the theory in the other discipline; it may merely tend to count against it. Even so, these kinds of conceptual problems show that philosophical considerations are relevant to the rationality of theory-assessment in other disciplines.

			In sum, we have looked at five different ways that philosophy enters into the task of integration in a Christian university. It is important to realize that the Christian philosopher should adopt the attitude of faith seeking understanding. The Christian philosopher will try to undergird, defend, and clarify the various aspects of a worldview compatible with Scripture. This will involve working not only on broad theological themes—for example, the dignity of being human—but also on defending and clarifying specific verses in Scripture. Of course, caution must be exercised. One should not automatically assume that one’s particular interpretation of a biblical text is the only option for an evangelical, and one should not automatically assume that the biblical text was intended to speak to the issue at hand. But when due care is given to these warnings, it is nevertheless important that the Christian philosopher tries to forge a worldview that includes the teaching of specific biblical texts, properly interpreted.

			Earlier in the chapter reference was made to a remark from Augustine to the effect that the Christian intellectual must work on behalf of the church to show that Scripture does not conflict with any rationally justified belief from some other discipline. Many years ago the great evangelical Presbyterian scholar J. Gresham Machen remarked that false ideas were the greatest hindrance to the gospel. According to Machen, we can preach with all the fervor of a reformer and even win a straggler here and there; but if we permit the whole collective thought of the nation or world to be dominated by ideas that, by their very logic, prevent Christianity from being regarded as anything more than a hopeless delusion, then we do damage to our religion.

			Members of the Christian family have a responsibility to promote worldwide evangelization, the nurture of the saints, and the penetration of culture with a Christian worldview. This task is important to the very life and health of the church, and when we engage in it, philosophy is now, as it has always been, an essential participant in this great task.

			Chapter Summary

			While there is no airtight definition for philosophy, nevertheless, three features of philosophy help us understand what it is. The term philosophy means love of wisdom, and philosophy is an attempt to think rationally and critically about life’s most important questions. Moreover, philosophy is a second-order discipline. Finally, there are several first-order areas of philosophy itself, such as logic, metaphysics, epistemology, and value theory.

			From a Christian perspective, philosophy can be an aid to apologetics, polemics, and systematic theology. Further, work in philosophy can be a central expression of the image of God and can be a spiritual discipline. Finally, philosophy can help to extend biblical teaching to areas not explicitly mentioned in Scripture, it can enhance the self-image of the believing community, and it can aid in the task of integrating theology with other disciplines in forming a Christian worldview. Moreover, four arguments against philosophy were evaluated and rejected.

			The last section of the chapter cited examples of the need for integration and for philosophy to be involved in that activity, various models of integration were listed, and five philosophical principles used in integration were examined.
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2

			Argumentation and Logic

			Come now, let us argue it out.

			Isaiah 1:18

			1—Introduction

			Philosophy, Alvin Plantinga has remarked, is just thinking hard about something. If that is the case, then doing good philosophy will be a matter of learning to think well. That serves to differentiate philosophy from mere emotional expressions of what we feel to be true or hopeful expressions of what we wish to be true. What, then, does it mean to think well? It will involve, among other things, the ability to formulate and assess arguments for various claims to truth. When we speak of arguments for a position, we do not, of course, mean quarreling about it. Rather, an argument in the philosophical sense is a set of statements that serve as premises leading to a conclusion.

			Every one of us already employs the rules of argumentation whether we realize it or not. For these rules apply to all reasoning everywhere, no matter what the subject. We use these rules unconsciously every day in normal life. For example: Suppose a friend says to you, “I’ve got to go to the library today to check out a book.” And you reply, “You can’t do that today.” “Why not?” he asks. “Because today is Sunday,” you explain, “and the library isn’t open on Sunday.” In effect, you have just presented an argument to your friend. You have reasoned:

			
					If today is Sunday, the library is closed.

					Today is Sunday.

					Therefore, the library is closed.

			

			Sentences (1) and (2) are the premises of the argument, and sentence (3) is the conclusion. You are saying that if premises (1) and (2) are true, then the conclusion (3) is also true. It is not just your opinion that the library is closed; you have given an argument for that conclusion.

			What makes for a good argument? That depends. Arguments may be either deductive or inductive. In a good deductive argument the premises guarantee the truth of their conclusions. In a good inductive argument the premises render the conclusion more probable than its competitors. What makes for a good argument depends on whether that argument is deductive or inductive.

			2—Deductive Arguments

			A good deductive argument will be one that is formally and informally valid, that has true premises, and whose premises, taken together, are more plausible than their contradictories. Let us say a word of explanation about each of these criteria.

			First, a good argument must be formally valid. That is to say, the conclusion must follow from the premises in accord with the rules of logic. Logic is the study of the rules of reasoning. Although the word logic is often used colloquially as a synonym for something like “common sense,” logic is, in fact, a highly technical subdiscipline of philosophy akin to mathematics. It is a multifaceted field, consisting of various subfields such as sentential logic, first-order predicate logic, many-valued logic, modal logic, tense logic, and so forth. Fortunately, for our purposes, we need only take a superficial look at the role logic plays in our formulating and assessing simple arguments.

			An argument whose conclusion does not follow from the premises in accord with the rules of logic is said to be invalid, even if the conclusion happens to be true. For example,

			
					If Sherrie gets an A in epistemology, she’ll be proud of her work.

					Sherrie is proud of her work.

					Therefore, Sherrie got an A in epistemology.

			

			All three of these statements may in fact be true. But because (3) does not follow logically from (1) and (2), this is an invalid argument. From the knowledge of (1) and (2), you cannot know that (3) is also true. The above is therefore not a good argument.

			Second, a good argument will be not only formally valid but also informally valid. As we shall see, there is a multitude of fallacies in reasoning that, while not breaking any rule of logic, disqualify an argument from being a good one—for example, reasoning in a circle. Consider the following argument.

			
					If the Bible is God’s Word, then it is God’s Word.

					The Bible is God’s Word.

					Therefore, the Bible is God’s Word.

			

			This is a logically valid argument, but few people will be impressed with it. For it assumes what it sets out to prove and therefore proves nothing new. A good argument will not only follow the rules of formal logic but will also avoid informal fallacies.

			Third, the premises in a good argument must be true. An argument can be formally and informally valid and yet lead to a false conclusion because one of the premises is false. For example,

			
					Anything with webbed feet is a bird.

					A platypus has webbed feet.

					Therefore, a platypus is a bird.

			

			This is a valid argument, but unfortunately premise (1) is false. There are animals other than birds that have webbed feet. Therefore, this is not a good argument for the truth of the conclusion. An argument that is both logically valid and has true premises is called a sound argument. An unsound argument is either invalid or else has a false premise.

			Fourth, a good argument has premises that are collectively more plausible than their contradictories (or denials). For an argument to be a good one, it is not required that we have 100 percent certainty of the truth of the premises. If the conjunction of the premises is more plausible than not, then the conclusion of a deductive argument is guaranteed to be more plausible than not.

			Some of the premises in a good argument may strike us as only slightly more plausible than their denials; other premises may seem to us highly plausible in contrast to their denials. But so long as the conjunction of the premises is more plausible than not, we should believe in the conclusion of a valid deductive argument.

			Thus a good argument for God’s existence need not make it certain that God exists. Certainty is what most people are thinking of when they say, “You can’t prove that God exists!” If we equate “proof” with 100 percent certainty, then we may agree with them and yet insist that there are still good arguments to think that God exists. For example, one version of the axiological argument may be formulated:

			
					If God did not exist, objective moral values would not exist.

					Objective moral values do exist.

					Therefore, God exists.

			

			Someone may object to premise (1) of our argument by saying, “But it’s possible that moral values exist as abstract objects without God.” We may happily agree. That is epistemically possible, that is to say, the premise is not known to be true with certainty. But possibilities come cheap. The question is not whether the contradictory of a particular premise in an argument is epistemically possible (or even plausible); the question is whether the contradictory is as plausible or more plausible than the premise. If it is not, then one should believe the premise rather than its contradictory.

			In summary, then, a good argument will be formally and informally valid and have true premises that are collectively more plausible than not. In order to assist readers in formulating and assessing arguments, we shall now explain each of these features in somewhat more detail.

			2.1 Logically Valid

2.1.1 Sentential Logic

			2.1.1.1 Nine Rules of Logic

			Sentential or propositional logic is the most basic level of logic, dealing with inferences based on sentential connectives like “if . . . , then,” “or,” and “and.” There are only nine rules of inference readers must learn, along with a few logical equivalences, in order to carry out the reasoning governed by this domain of logic. Equipped with the nine rules, readers will be able to assess the validity of most of the arguments they will ever encounter.

			Rule #1: modus ponens

			
					
P → Q


					
P    



					Q

			

			In symbolic logic one uses letters and symbols to stand for sentences and the words that connect them. In (1) the P and the Q stand for any two different sentences, and the arrow stands for the connecting words, “if . . . , then  . . .” To read premise (1) we say, “If P, then Q.” Another way of reading P → Q is to say: “P implies Q.” To read premise (2) we just say, “P.” The reason letters and symbols are used is because sentences that are very different grammatically may still have the same logical form. For example, the sentences “I’ll go if you go” and “If you go, then I’ll go,” though different grammatically, obviously have the same logical form. By using symbols and letters instead of the sentences themselves we can make the logical form of a sentence clear without being distracted by its grammatical form.

			The rule modus ponens tells us that from the two premises P → Q and P, we may validly conclude Q. This rule of inference is one that we use unconsciously all the time, as the following examples should make clear.

			Example 1:

			
					If John studies hard, then he will get a good grade in logic.

					John studies hard.             



					He will get a good grade in logic.

			

			Example 2:

			
					If John does not study hard, then he will not get a good grade in logic.

					John does not study hard.             



					He will not get a good grade in logic.

			

			Notice that our two examples are both valid arguments (they are both in accord with the rule modus ponens), but they reach opposite conclusions. So they cannot both be sound; at least one of them must have a false premise. If we wanted to figure out which one of these examples is a sound argument, we would need to look at the evidence for the premises. Based on John’s past performance, for example, we discover that when he studies hard for a class, he gets a good grade. That gives good grounds for thinking that premise (1) of example 1 is true. Moreover, we observe that John is putting in long hours studying for his logic class. So we have good grounds for thinking that premise (2) of example 1 is true as well. So we have good grounds for thinking example 1 to be a valid argument with true premises. So it is a sound argument for the conclusion that John will in fact get a good grade.

			What about example 2? If John were a real genius, it might be the case that he would get a good grade in logic even if he did not study hard. Maybe if he studies hard he will get a good grade, and if he does not study hard he will get a good grade. But we observe, in fact, that John is not that smart. If he does not work hard, he fails to achieve his goals. So we have good reason to believe that premise (1) of example 2 is true. But then we come to premise (2). And this premise is clearly false, for John is no slacker but studies hard for his logic class. Therefore, example 2 is not a sound argument because it has a false premise. It is valid but unsound.

			Rule #2: modus tollens

			
					
P → Q


					
¬Q    



					¬P

			

			Once again the P and the Q stand for any two sentences, and the arrow stands for “if . . . , then . . .” The sign ¬ stands for “not.” It is the sign of negation. So premise (1) reads, “If P, then Q.” Premise (2) reads, “Not-Q.” The rule modus tollens tells us that from these two premises, we may validly conclude “Not-P.” The following examples should make this rule clear.

			Example 1:

			
					If Joan has been working out, then she can run the 5K race.

					She cannot run the 5K race.             



					Joan has not been working out.

			

			Example 2:

			
					If it is Saturday morning, then my room­­mate is sleeping in.

					My roommate is not sleeping in.             



					It is not Saturday morning.

			

			Modus tollens involves negating a premise. If the premise is already a negation, then we have double negation, which is logically the same as an affirmative sentence. Thus ¬¬Q is equivalent to Q. So from the premises

			
					
¬P → Q


					
¬Qwe can conclude



					
¬¬Pwhich is logically the same as



					P

			

			In this case the initial conclusion ¬¬P becomes itself a premise from which to draw the further conclusion in (4). Another example of double negation in action would be

			
					
P → ¬Q


					
QIn order to use modus tollens we first convert (2) to



					
¬¬Qwhich is the negation of ¬Q. That allows us to use modus tollens to conclude to



					¬P

			

			Modus ponens and modus tollens help to bring out an important feature of conditional sentences: The antecedent “if” clause states a sufficient condition of the consequent “then” clause. The consequent “then” clause states a necessary condition of the antecedent “if” clause. For if P is true, then Q is also true. The truth of P is sufficient for the truth of Q. At the same time P is never true without Q: if Q is not true, then P is not true either. So in any sentence of the form P → Q, P is a sufficient condition of Q, and Q is a necessary condition of P.

			There are other ways of expressing sufficient and necessary conditions besides the expression “if . . . , then . . .” For example, we frequently express a necessary condition by saying “only if . . .” Your professor says, “Extra credit will be permitted only if you have completed all the required work.” He is saying that completing the required work is a necessary condition of doing extra credit work. Therefore, if we let P = “You may do extra credit work” and Q = “You have completed the required work,” we can symbolize his sentence as P → Q. This is tricky because when the beginner sees the words “only if,” he might think that we should symbolize the clause that comes after them as P. But that is incorrect. When he sees the words “only if,” he should think immediately “necessary condition” and realize that he should symbolize what comes afterward as Q.

			This distinction between necessary and sufficient conditions is vitally important because ignoring it can lead to great misunderstandings. For example, you might conclude from your professor’s above statement that if you complete the required work, then you may do extra credit work. But that is not, in fact, what he said! He stated a necessary condition of your doing extra credit work, not a sufficient condition. He asserted P → Q, but he did not assert Q → P. There may be other conditions that have to be met as well before one may do extra credit work. So if you concluded on the basis of his statement that you could do extra credit work after completing the required work, you would be guilty of an invalid inference, which might prove ruinous to your grade! So in a sentence, the clause that follows a simple “if” is the antecedent clause symbolized P, a sufficient condition. The clause that follows “only if” is the consequent clause symbolized Q, the necessary condition.

			We now draw attention to a very common logical fallacy: Affirming the consequent.

			Example 1:

			
					If George and Barbara are enjoying soft-boiled eggs, toast, and coffee, then they are having breakfast.

					George and Barbara are having breakfast.             



					They are enjoying soft-boiled eggs, toast, and coffee.

			

			Example 2:

			
					If God is timeless, then he is intrinsically changeless.

					God is intrinsically changeless.             



					He is timeless.

			

			What is wrong with this reasoning is that in both examples (1) states only a sufficient, not a necessary, condition of (2). If George and Barbara are eating those things, then they are having breakfast. But it does not follow that if they are having breakfast, then they are eating those things! If God is timeless, then he is intrinsically unchanging. But that does not imply that if he is intrinsically unchanging, he is therefore timeless.

			If P → Q, modus ponens tells us that if we affirm that the antecedent P is true, then the consequent is also true. Modus tollens tells us that if we deny that the consequent Q is true, then the antecedent P must also be denied. Thus, if P → Q, it is valid reasoning to either affirm the antecedent or deny the consequent and draw the appropriate conclusion. But we must not make the mistake of affirming the consequent. If P → Q, and Q is true, we may not validly conclude anything.

			Rule #3: Hypothetical Syllogism

			
					
P → Q


					
Q → R    



					
P → R


			

			The third rule, hypothetical syllogism, states that if P implies Q, and Q implies R, then P implies R. Since we do not know in this case if P is true, we cannot conclude that R is true. But at least we can know on the basis of premises (1) and (2) that if P is true, then R is true.

			Example 1:

			
					If it is Valentine’s Day, Guillaume will invite Jeanette to dine at a fine restaurant.

					If Guillaume will invite Jeanette to dine at a fine restaurant, then they will dine at L’ Auberge St. Pierre.             



					If it is Valentine’s Day, then Guillaume and Jeanette will dine at L’ Auberge St. Pierre.

			

			Example 2:

			
					If Jeanette orders médallions de veau, then Guillaume will have saumon grillé.

					If Guillaume has saumon grillé, he will not have room for dessert.             



					If Jeanette orders médallions de veau, then Guillaume will not have room for dessert.

			

			We can use our three logical rules in conjunction with one another to draw more complicated inferences. For example, we can use modus ponens (MP) and hypothetical syllogism (HS) to see that the following argument is valid.

			
					
P → Q


					
Q → R


					P

					
P → R (HS, 1, 2)

					
R   (MP, 3, 4)

			

			The first three steps are the given premises. Steps (4) and (5) are conclusions we can draw using the logical rules we have learned. To the right we abbreviate the rule that allows us to take each step, along with the numbers of the premises we used to draw that conclusion. Notice that a conclusion validly drawn from the premises becomes itself a premise for a further conclusion.

			Here is another example:

			
					
P → Q


					
Q → R


					¬R

					
P → R	 (HS, 1, 2)

					
¬P	   (MT, 3, 4)

			

			The more rules we learn, the more complicated the arguments we may handle.

			Rule #4: Conjunction

			
					P

					
Q    



					P & Q

			

			Here we introduce the symbol &, which is the symbol for conjunction. It is read as “and.” This rule is perspicuous: If P is true, and Q is true, then the conjunction “P and Q” is also true.

			Example 1:

			
					Charity is playing the piano.

					Jimmy is trying to play the piano.             



					Charity is playing the piano, and Jimmy is trying to play the piano.

			

			Example 2:

			
					If Louise studies hard, she will master logic.

					
If Jan studies hard, she will master logic.             



					If Louise studies hard, she will master logic, and if Jan studies hard, she will master logic.

			

			As example 2 illustrates, any sentences can be joined by &. When the premises in our arguments get complicated, it helps to introduce parentheses to keep things straight. For example, you would symbolize the conclusion (P → Q) & (R → S).

			The symbol & symbolizes many more words than just and. It symbolizes any conjunction. Thus the logical form of sentences having the connective words but, while, although, whereas, and many other words is the same. We symbolize them all using &. For example, the sentence “They ate their spinach, even though they didn’t like it” would be symbolized P & Q. P symbolizes “They ate their spinach,” Q symbolizes “they didn’t like it,” and & symbolizes the conjunction “even though.”

			Rule #5: Simplification

			
					
P & Q     



					P

			

			
					
P & Q     



					Q

			

			Again, one does not need to be a rocket scientist to understand this rule! In order for a conjunction like P & Q to be true, both P and Q must be true. So simplification allows you to conclude from P & Q that P is true and that Q is true.

			Example 1:

			
					Bill is bagging groceries, and James is stocking the shelves.             



					James is stocking the shelves.

			

			Example 2:

			
					If Susan is typing, she will not answer the phone; and if Gary is reading, he will not answer the phone.             



					If Gary is reading, he will not answer the phone.

			

			The main usefulness of this rule is that if you have the premise P & Q and you need either P by itself or Q by itself to draw a conclusion, simplification can give it to you.

			For example:

			
					P & Q

					
P → R


					
P  (Simp, 1)

					
R	 (MP, 2, 3)

			


Rule #6: Absorption

			
					
P → Q     



					
P → (P & Q)


			

			
			This is a rule that one hardly ever uses but that nonetheless states a valid way of reasoning. The basic idea is that since P implies itself, it implies itself along with anything else it implies.

			Example 1:

			
					If Allison goes shopping, she will buy a new top.             



					If Allison goes shopping, then she will go shopping and buy a new top.

			

			Example 2:

			
					If you do the assignment, then you will get an A.             



					If you do the assignment, then you do the assignment and you will get an A.

			

			The main use for absorption will be in cases where you need to have P & Q in order to take a further step in the argument. For example:

			
					
P → Q


					
(P & Q) → R


					
P → (P & Q)	 (Abs, 1)

					
P → R	    (HS, 2, 3)

			

			Rule #7: Addition

			
					
P     



					P v Q

			

			For this rule we introduce a new symbol: v, which is read “or.” We can use it to symbolize sentences connected by the word or. A sentence that is composed of two sentences connected by or is called a disjunction.

			Addition seems at first to be a strange rule of inference: It states that if P is true, then “P or Q” is also true. What needs to be kept in mind is this: in order for a disjunction to be true only one part of the disjunction has to be true. So if one knows that P is already true, it follows that “P or Q” is also true, no matter what Q is!

			Example 1:

			
					Mallory will carefully work on decorating their new apartment.             



					Either Mallory will carefully work on decorating their new apartment, or she will allow it to degenerate into a pigsty.

			

			Example 2:

			
					Jim will make the honor roll.             



					Either Jim will make the honor roll or his dad will fly to the moon.

			

			Addition is another one of those “housekeeping” rules that are useful for tidying up an argument by helping us to get some needed part of a premise. For example:

			
					P

					
(P v Q) → R


					
P v Q	(Add, 1)

					
R	(MP, 2, 3)

			

			Rule #8: Disjunctive Syllogism

			
					P v Q

					
¬P     



					Q

			

			
					P v Q

					
¬Q     



					P

			

			This rule tells us that if a disjunction of two sentences is true, and one of the sentences is false, then the other sentence is true.

			Example 1:

			
					Either Mary will grade the exams herself or she will enlist Jason’s aid.

					She will not grade the exams herself.             



			

			Example 2:

			
					Either Amy worked in the garden or Mack spent his Saturday morning doing paperwork.

					Mack did not spend his Saturday morning doing paperwork.             



					Amy worked in the garden.

			

			The important thing to remember about logical disjunctions is that both of the sentences connected by or could be true. In other words, the alternatives do not have to be mutually exclusive. In example 2 both sentences in premise (1) could be true. Therefore, one cannot conclude that because one of the disjuncts is true, the other is false. Both could be true. So disjunctive syllogism allows you to conclude only that if one part of a true disjunction is false, then the other disjunct is true.

			As mentioned, when the premises in one’s arguments are complicated, it helps to introduce parentheses to keep things straight. For example, one would symbolize the sentence “If Amy replants the bushes, she will water them or they will die” by P → (Q v R). This is quite different from (P → Q) v R. The latter would symbolize the disjunction “If Amy replants the bushes, she will water them; or they will die.”

			In figuring out whether more complex arguments are valid, it is important to remember that one cannot use a logical rule on just part of a step; it must be used on the whole step. So, for example, if one has

			
					
P → (Q v R)

					
¬Qone cannot conclude that



					
RIn order to get to (3) we also need the premise



					
PThen we can conclude



					
Q v R	(MP, 1, 4)And that allows us to arrive at



					
R	(DS, 2, 5)

			

			Finally, keep in mind that the logical form of a sentence may be quite different from its verbal form. Often we do not bother to repeat the subject or the verb of the first sentence in a disjunction; for example, “Either Sherry or Patti will go with you to the airport.” This is logically a disjunction: “Either Sherry will go with you to the airport or Patti will go with you to the airport.” But this latter is not the normal way we talk. So sometimes we have to figure out the logical form of a sentence.

			We must be careful because not every use of or in a sentence indicates that the sentence is a disjunction. Suppose you come to the plate with the bases loaded and two out, and your coach says, “If you get a single or a walk, we’ll win!” Is he saying, “If you get a single, we’ll win, or if you get a walk, we’ll win!” (P → Q) v (R → Q)? Surely not! For then he could just as well have said, “If you get a single or an out, we’ll win!” That whole disjunction would be true because P → Q is true even if R → Q is false. Rather, we should symbolize the coach’s advice as (P v R) → Q. He’s saying that whichever you get, a single or a walk, is a sufficient condition for us to win the game.

			Rule #9: Constructive Dilemma

			
					(P → Q) & (R → S)

					
P v R     



					Q v S

			

			According to constructive dilemma, if P implies Q and R implies S, then if P or R is true, it follows that either Q or S is true.

			Example 1:

			
					If Jennifer buys dwarf fruit trees, she can make peach pies; and if she plants flowers, the yard will look colorful.

					Either Jennifer buys dwarf fruit trees or she plants flowers.             



					Either Jennifer can make peach pies or the yard will look colorful.

			

			Example 2:

			
					If Yvette comes along on the trip, then Jim will be happy; and if Jim goes without Yvette, then he will be lonely.

					Either Yvette comes along on the trip or Jim goes without her.             



					Either Jim will be happy or Jim will be lonely.

			

			This rule is useful for deducing the consequences of either-or situations, when we know the implications of each of the alternatives.

			With these nine rules one can assess the validity of a vast range of arguments and, of course, formulate valid arguments of one’s own. The following exercises will help readers to apply what they have learned.




			2.1.1.2 Exercises over the Nine Rules

			Symbolize each argument and draw the conclusion, stating the rule that justifies each step.

			A.

			
					Either Millie will buy ten shares of Acme, Inc., or she will sell out.

					She will not sell out.

			

			B.

			
					God is timeless only if he is immutable.

					God is immutable only if he does not know what time it is now.

					
If God is omniscient, then he knows what time it is now.

					God is omnipotent and omniscient.

			

			C.

			
					Only if God is temporal can he become incarnate.

					If Jesus was God or Krishna was God, then God can become incarnate.

					Jesus was God.

			

			D.

			
					If God is all-good, then he wants to prevent evil.

					If God is all-powerful, then he can prevent evil.

					God is all-good and all-powerful.

					If God wants to prevent evil and God can prevent evil, then evil does not exist.

			

			E.

			
					Keith gets up on time.

					If Keith gets up on time, he will wake up Ashley.

					If Keith wakes up Ashley, she will either loaf around or vacuum the house.

					If she loafs around, Keith will go swimming by himself.

					Ashley will not vacuum the house.

			

			F.

			
					If the butler was the murderer, his fingerprints were on the weapon.

					Either the maid or the gardener was the murderer if the butler was not.

					If the gardener was the murderer, there will be blood on the garden fork.

					If the maid was the murderer, then the master was killed with a kitchen knife.

					The butler’s fingerprints were not on the weapon.

					There was no blood on the garden fork.

			

			G.

			
					We’ll have a debate if either Parsons or Flew agrees.

					If we have a debate, it will be videotaped.

					If the debate will be videotaped or audiotaped, you can get a copy of what went on.

					If you can get a copy of what went on, then you don’t need to feel bad about missing the debate.

					Parsons will agree to debate.

			

			H.

			
					If God hears prayer, then he will answer if I pray.

					God hears prayer.

					I’ll pray.

			




			2.1.1.3 Some Equivalences

			In addition to the nine logical rules we have learned, there are a number of logical equivalences that should be mastered.


			P   is equivalent to ¬¬P

			P v P  is equivalent to P

			P→Q is equivalent to ¬P v Q

			P→Q is equivalent to ¬Q→¬P




Moreover, there is a very handy way of converting a conjunction to a disjunction and vice versa. There are three steps:

			Step 1. You put ¬ in front of each letter.

			Step 2. You change the & to v (or the v to &).

			Step 3. You put the whole thing in parentheses and put ¬ in front.

			Example 1: Change P & Q to a disjunction.

			Step 1. ¬P & ¬Q

			Step 2. ¬P v ¬Q

			Step 3. ¬ (¬P v ¬Q)

			Example 2: Change P v Q to a conjunction.

			Step 1. ¬P v ¬Q

			Step 2. ¬P & ¬Q

			Step 3. ¬ (¬P & ¬Q)

			Sometimes you have to use double negation:

			Example 3: Change ¬P & Q to a disjunction.

			Step 1. ¬¬P & ¬Q

			Step 2. P v ¬Q

			Step 3. ¬ (P v ¬Q)

			Using this procedure we can find that


			¬P & ¬Q is equivalent to  ¬(P v ¬Q)

			¬P v ¬Q  is equivalent to  ¬(P & ¬Q)




			Since equivalent statements are logically the same, you can replace a premise with its equivalent. Then you may be able to use the new premise along with other premises to draw further conclusions.

			Example 1:

			
					If God exists, humanism is not true.

					If God does not exist, humanism is not true.

					God exists or he does not exist.

					Therefore, if God exists, humanism is not true; and if God does not exist, humanism is not true. (Conj, 1, 2)

					Therefore, either humanism is not true or humanism is not true. (CD, 3, 4)

					Therefore, humanism is not true. (Equiv, 5)

			

			Example 2:

			
					If God does not foreknow the future, then either he determines everything or he gambles.

					If God determines everything, then he is the author of sin.

					If God gambles, then he is not sovereign.

					God is sovereign, but he is not the author of sin.

					Therefore, God is sovereign. (Simp, 4)

					Therefore, God is not the author of sin. (Simp, 4)

					Therefore, God does not determine every­­­thing. (MT, 2, 6)

					Therefore, God does not gamble. (MT, 3, 5)

					Therefore, God does not determine every­thing, and God does not gamble. (Conj, 7, 8)

					Therefore, it is not true that either God determines everything or God gambles. (Equiv, 9)

					Therefore, God does not not foreknow the future. (MT, 1, 10)

					Therefore, God does foreknow the future. (Equiv, 11)

			

			2.1.1.4 Conditional Proof

			In formulating arguments of one’s own, one of the most powerful logical techniques one can use is called conditional proof. Many times we find ourselves in situations where we want to argue that if something is true, then certain conclusions follow. What we need is a way of introducing a new premise into our argument. We can do this by constructing a conditional proof.

			Here is how it works. Suppose we are given the following premises:

			
					
P → Q


					
Q → R & S


			

			Suppose we want to argue that if P is true, then S is also true. This cannot be done using just premises (1) and (2). So what we do is introduce P as a conditional premise. It is as though we were to say, “Suppose P is true. Then what?” In order to make it clear that P is just a conditional premise, we can indent it.

			
					
P → Q


					
Q → R & S


						P

			

			Then we apply our rules of logic to draw the conclusion. Remember to keep subsequent steps indented to remind us that each inference is based on the condition that P is true.

			
					
P → Q


					
Q → R & S


						P

					
	Q 	(MP, 1, 3)

					
	R & S 	(MP, 2, 4)

					
	S 	(Simp, 5)

			

			Finally, the last step is to combine our conditional premise with the conclusion we can draw if we suppose that the conditional premise is true. In other words, we know that if premise (3) is true, then our conclusion (6) is true. So we link the conditional premise (3) with the conclusion (6) by →. This final conclusion is not indented because we know that it is true by conditional proof (CP).

			
					
P → Q


					
Q → R & S


						P

					
	Q 	(MP, 1, 3)

					
	R & S 	(MP, 2, 4)

					
	S 	(Simp, 5)

					
P → S 	(CP, 3-6)

			

			Conditional proof is very useful in proving conditional statements.

			Example:

			
					If God exists and the present moment is real, then God is in time.

					If God is in time, then he knows what is happening absolutely now.

					If God knows what is happening absolutely now, then there is a moment that is absolutely now.

					Either there is no moment that is absolutely now or Einstein’s special theory of relativity is wrong.

					The present moment is real.

						God exists. (Conditional Premise)

						Therefore, God exists and the present moment is real. (Conj, 5, 6)

						Therefore, God is in time. (MP, 1, 7)

						Therefore, he knows what is happening absolutely now. (MP, 2, 8)

						Therefore, there is a moment that is absolutely now. (MP, 3, 9)

						Therefore, there is not no moment that is absolutely now. (Equiv, 10)

						Therefore, Einstein’s special theory of relativity is wrong. (DS, 4, 11)

					Therefore, if God exists, then Einstein’s special theory of relativity is wrong. (CP, 6-12)

			




			2.1.1.5 Reductio ad Absurdum

			A special kind of conditional proof is called reductio ad absurdum (reduction to absurdity). Here we show that if some premise is supposed to be true, then it implies a contradiction, which is absurd. Therefore we can conclude that the premise is not true after all. This is an especially powerful way of arguing against a view, for if we can show that a view implies a contradiction, then it cannot be true.

			Usually, you will begin with premises for your argument on which you and your opponent agree. Then you add to the list of premises the conditional premise that your opponent thinks is also true, but that you think is false. Then you show how the assumption of that premise leads to a contradiction. Since you have reduced his view to absurdity by showing that it implies a contradiction, you negate the conditional premise and write RAA out to the side.

			Example:

			
					We have a moral duty to love our fellow humans as ourselves.

					
If God does not exist, then our fellow men are just animals.

					If our fellow men are just animals, we have no moral duty to love them as ourselves.

						God does not exist. (Conditional Premise)

						Therefore, our fellow men are just animals. (MP, 2, 4)

						Therefore, we have no moral duty to love our fellow men as ourselves. (MP, 3, 5)

						Therefore, we have a moral duty to love our fellow men as ourselves, and we have no moral duty to love our fellow men as ourselves. (Conj, 1, 6)

					Therefore, if God does not exist, we have a moral duty to love our fellow men as ourselves, and we have no moral duty to love our fellow men as ourselves. (CP, 4-7)

					Therefore, God does not not exist. (RAA, 8)

					Therefore, God exists. (Equiv, 9)

			

			Confronted with this argument, your atheist friend may choose to give up one of his original premises rather than give up his belief in (4). But that should not bother you. Your argument has served to show what it will cost him to hold onto his atheism. He will have to give up belief in (1), (2), or (3). But each of these statements seems to be pretty clearly true—at least more clearly true than (4)! When we present an argument using reductio ad absurdum, we try to make the cost of giving up one of the other premises as high as possible, in the hope that our opponent will give up his belief in the conditional premise instead.




			2.1.2 First-Order Predicate Logic

			In first-order predicate logic we learn how to deal with sentences that predicate some property of a subject. This is important because it will enable us to deal with quantified sentences, that is to say, sentences about groups of things. Quantification deals with statements about all or none or some of a group. We often draw conclusions about such matters in everyday life. But what we have learned so far in this chapter does not enable us to do so validly. For example, suppose we are given the premises

			
					All men are mortal.

					Socrates is a man.From (1) and (2) it obviously follows that



					Socrates is mortal.

			

			But we cannot draw such a conclusion using only the nine rules learned so far. For this argument would be symbolized as

			
					P

					
Q     



					R

			

			which is clearly invalid.

			Fortunately, we do not need any new rules of inference to solve this problem. We just need to learn something about the logical form of quantified statements. We present here just a snippet of quantified logic, enough to enable you to deal with most of the arguments you will come across.




			2.1.2.1 Universal Quantification

			Statements about all or none of a group are called universally quantified statements, since the statement covers every member in a group. When we analyze the logical form of such statements, we discover that they turn out to be disguised “if . . . , then . . .” statements. For example, when we say, “All bears are mammals,” logically we are saying, “If anything is a bear, then it is a mammal.” Or if we say, “No goose is hairy,” logically we are saying, “If anything is a goose, then it is not hairy.”

			So we can symbolize universally quantified statements as “if . . . , then . . .” statements. In order to do so, we introduce the letter x as a variable that can be replaced by any individual thing. We symbolize the antecedent clause using some capital letter (usually the first letter of the main word in the antecedent to make it easy to remember). For example, we can symbolize “Anything is a bear” by Bx. We do the same thing with the consequent. For example, “it is a mammal” can be symbolized Mx. The whole sentence is then symbolized as follows:

			(x) (Bx → Mx)

			You can read this as “For any x, if x is a bear, then x is a mammal.”

			There are many different ways in English of making such affirmative, universally quantified statements. All, every, each, any are just a few of the words we use to speak about all the things in a class. Sometimes we just make a generalization; for example, “Bears are four-footed” or “Bears have claws.” This can be tricky because some generalizations are not really universal but are meant to be true of only some members of a class; for example, “Bears live at the North Pole.” We have to try to understand what the person meant when he made the statement in order to discern whether a universal statement was being made or not.

			Now we are ready to symbolize an argument involving universal quantification and derive the conclusion.

			
					Every vegetable planted by Xiu Li sprouted.

					One vegetable she planted was corn.

			

			We symbolize (1) by letting V = “is a vegetable planted by Xiu Li” and S = “sprouted.”

			
					(x) (Vx → Sx)We symbolize (2) by letting c = “corn.”



					
VcNow we replace the variable x in (1) with c.



					
Vc → ScThis has the effect of transforming (1) into a statement about one member of the class, namely, corn. It symbolizes “If corn is a vegetable planted by Xiu Li, then it sprouted.” Now we simply apply our nine rules, and we get:



					
Sc (MP, 2, 3)

			

			Thus we are able to conclude validly that the corn sprouted.

			Some universal statements are negative. They assert that if anything is a member of a certain group, then it does not have the property in question. We symbolize such a statement by negating the consequent. So, for example, we can symbolize “No goose is hairy” as

			(x) (Gx → ¬Hx)

			This is read as “For any x, if x is a goose, then x is not hairy.” Again, there are many ways to express a universal, negative statement in English. No, none, nothing, no one or just negative generalizations can be used to express such statements.

			Let us symbolize an argument using a universally quantified, negative premise.

			
					No goose is hairy.

					Red Goose is a goose.

			

			We symbolize (1) and (2) as

			
					(x) (Gx → ¬Hx)

					
GrThen we plug in r for the variable x to get



					
Gr → ¬HrThat allows us to infer



					¬Hr (MP, 2, 3)

			

			Often we encounter arguments with more than one universally quantified premise. For example,

			
					All bears have claws.

					Anything with claws can scratch.

					Brown Bear is a bear.

			

			These are symbolized

			
					(x) (Bx → Cx)

					(x) (Cx → Sx)

					
BbWe go ahead and plug in b for the variable and then apply our rules of inference:



					
Bb → Cb


					
Cb → Sb


					
Bb → Sb  (HS, 4, 5)

					
Sb (MP, 3, 6)

			

			Suppose we did not have premise (3). Then we can take a shortcut and just conclude by hypothetical syllogism that (x) (Bx → Sx).




			2.1.2.2 Existential Quantification

			Statements that are about only some members of a group are called existentially quantified statements. They tell us that there really exists at least one thing that has the property in question. For example, the statement “Some bears are white” tells us that there is at least one thing in the world that is both a bear and white. The statement “Some bears are not white” says that there is at least one thing that is a bear and is not white.

			We symbolize existentially quantified statements by using the symbol ∃. It may be read as “There is at least one ___ such that . . .” We fill in the blank with the variable x, which can be replaced by any individual thing. So if we let Bx = “x is a bear” and Wx = “x is white,” we can symbolize “Some bears are white” as

			(∃x) (Bx & Wx)

			This is read as “There is at least one x such that x is a bear and x is white.” Notice that existentially quantified statements are symbolized using &, not → as universally quantified statements are. We must not confuse the two by symbolizing “Some bears are white” as

			(∃x) (Bx → Wx).

			We can symbolize “Some bears are not white” as

			(∃x) (Bx & ¬Wx).

			This is read as “There is at least one x such that x is a bear and x is not white.”

			Now immediately we see that both the affirmative and negative statements can be true. “Some bears are white and some bears are not white” is not a contradiction. So affirmative and negative existentially quantified statements are not contradictory. So what is the opposite of an affirmative existentially quantified statement? It would be symbolized

			¬ (∃x) (Bx & Wx).

			This states that there is nothing that is both a bear and white, or, in other words, that there are no white bears. So it turns out that the opposite of an affirmative existentially quantified statement is a negative universally quantified statement. So

			(x) (Bx → ¬Wx) is contradictory to (∃x) (Bx & Wx).

			Similarly, the contradictory of a negative, existentially quantified statement would be symbolized

			¬ (∃x) (Bx & ¬Wx).

			This tells us that there is nothing that is a nonwhite bear. In other words, all bears are white. So the opposite of a negative, existentially quantified statement is an affirmative, universally quantified statement. So

			(x) (Bx → Wx) is contradictory to (∃x) (Bx & ¬Wx).

			We can construct a diagram for displaying contradictories for universally and existentially quantified statements (figure 2.1).

			

				
					[image: ]
				

			Figure 2.1. Contradictories for universally and existentially quantified statements

			When we symbolize an argument involving existentially quantified premises, we also plug in a letter symbolizing some individual for the variable x. But in this case we can only use a letter as a substitute for x if we have not already used that letter before to symbolize a previous premise. So if we have an argument involving both universally quantified and existentially quantified premises, we must be sure to symbolize the existentially quantified premise first, regardless of the order of the premises. (Otherwise things can get all messed up!) So, for example, suppose we have the premises

			
					All bears are mammals.

					Some bears are white.

			

			These are symbolized as

			
					(x) (Bx → Mx)

					(∃x) (Bx & Wx).Now to apply our rules of reasoning we plug in letters symbolizing particular individuals. First, we do the existentially quantified premise to get



					
Ba & Wa.Then we do the universally quantified premise to get



					
Ba → Ma.Now we apply our rules:



					
Ba	(Simp, 3)

					
Ma	(MP, 4, 5)

					
Wa	(Simp, 3)

					
Ma & Wa	(Conj, 6, 7)

			

			Since at least one mammal, namely, the one represented by a, is white, we can conclude that some mammals are white, or (∃x) (Mx & Wx).

			Arguments having several quantified premises can get very complicated. But realistically, with an understanding of the above rudiments of quantified logic, readers will be able to handle most of the arguments they will confront without a great deal of difficulty.



			2.1.3 Modal Logic

			One of the subdisciplines of advanced logic is modal logic, which deals with notions of necessary and possible truth—the modes of truth, as it were. It is evident that there are such modes of truth, since some statements just happen to be true but obviously could have been false—for example, “Garrett DeWeese teaches at Talbot School of Theology.” But other statements do not just happen to be true; they must be true and could not have been false—for example, “If P implies Q, and P is true, then Q is true.” Still other statements are false and could not have been true—for example, “God both exists and does not exist.” Statements that could not have had a different truth value than the one they have are said to be either necessarily true or necessarily false. We can use the symbol □ to stand for the mode of necessity:

			□P is to be read as “Necessarily, P” and indicates that P is necessarily true.

			□¬P is to be read as “Necessarily, not-P” and indicates that P is necessarily false.

			Now if P is necessarily false, then it could not possibly be true. Letting ◊ stand for the mode of possibility, we can see that

			□¬P is logically equivalent to ¬◊P, which may be read as “Not-possibly, P.”

			This is to say that it is impossible for P to be true. The contradictory of ¬◊P is ◊P, or “Possibly, P.” Now if P is necessarily true, it is obviously also possibly true; otherwise its truth would be impossible. So □P implies ◊P; but it precludes the truth of ◊¬P. Indeed, □P is equivalent to ¬◊¬P. That is to say, if P is necessarily true, then it is impossible that P be false. If, on the other hand, it is possible for P to be true and possible for P to be false, then P is a contingent statement, being either contingently true or contingently false. Thus we may construct a handy square of opposition (figure 2.2) exhibiting contradictories, contraries, and subimplications.
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					Figure 2.2. Square of opposition for modal statements

			The square shows us that “Necessarily, P” (symbolized either as □P or as ¬◊¬P) is contradictory to “Possibly, not-P” (symbolized as either ◊¬P or as ¬□P), so that if one of these statements is true, the other is false. And “Necessarily, not-P” (□¬P or ¬◊P) is the contradictory of “Possibly, P” (◊P or ¬□¬P), so that if one of these statements is true, the other is false. We also see that “Necessarily, P” is the contrary of “Necessarily, not-P,” so that both these statements cannot be true, though (unlike contradictories) they could both be false (namely, if P is contingent and so is neither necessarily true nor necessarily false). We also see that “Possibly, P” and “Possibly, not-P” are contraries, in that they cannot both be false (for if ◊¬P, for example, were false, then ¬◊¬P would be true, which is equivalent to □P, which implies that ◊P is true, the contrary of ◊¬P), though they could both be true (namely, if P is a contingent statement). Finally, we see that if □P is true, then ◊P is also true, and if □¬P is true, then ◊¬P is true as well.

			In recent years an interpretation called possible worlds semantics has been given to modal syntax, which vividly illustrates the key modal notions. A possible world is a way the world might be. One can think of a possible world as a maximal description of reality; nothing is left out. It may be thought of as a maximal state of affairs, which includes every other state of affairs or its complement, or as an enormous conjunction composed of every statement or its contradictory. These states of affairs or statements must be compossible, that is, able to obtain together or to be true together, otherwise they would not constitute a possible world. Moreover, such a maximal state of affairs must be actualizable or capable of being actual. Just what that means is unclear. Some philosophers take actualizability to mean strict logical possibility, mere freedom from contradiction. Others demur, regarding such an understanding of actualizability as far too generous. To borrow Plantinga’s example, the statement “The Prime Minister is a prime number” is strictly logically consistent, but such a state of affairs is not actualizable. Plantinga prefers to construe actualizability in terms of broad logical possibility, a notion that he leaves undefined but merely illustrates. The situation is further complicated by the hypothesis of theism, for if God’s existence is necessary then some worlds that seem intuitively to be broadly logically possible may not be actualizable after all because God, necessarily, would not actualize them. For example, a world in which human beings all freely reject God’s plan of salvation and fail to reach heaven seems to be broadly logically possible, but it may not be actualizable because God is essentially too good to actualize such a world. Such problems have led some thinkers to differentiate between broadly logical possibility and metaphysical possibility, or actualizability. In any case, these debates make clear that possible worlds semantics do not explain or ground our modal notions, but at best illustrate them.

			In possible worlds semantics, necessary truth is interpreted in terms of truth in every possible world. To say that a statement P is true in a possible world W is to say that if W were actual, then P would be true. So a necessary truth is one that is true regardless of which possible world is actual. Possible truth is construed as truth in at least one possible world. Necessary falsehood is understood as truth in no possible world or, in other words, a statement’s being false in every possible world. Possible falsehood is a statement’s being false in at least one possible world. A statement that is true in some worlds and false in others is contingently true or false.

			Care must be taken in dealing with modal statements because it is sometimes ambiguous whether the necessity at issue is de dicto or de re. Necessity de dicto is the necessity attributed to a statement (a dictum) that is true in all possible worlds. Necessity de re is the necessity of a thing’s (a res) possessing a certain property, or in other words, a thing’s having a property essentially. If something has a property essentially, then it has it in every possible world in which it is true that this thing exists, even if this thing does not exist in every possible world. So, for example, when it is said, “Necessarily, Socrates is a human being,” it is not meant that the statement “Socrates is a human being” is true in every possible world, for Socrates does not exist in every possible world. Rather, what is meant is that Socrates is essentially human. Sometimes the ambiguity is compounded. For example, “Necessarily, God is good” could be taken to assert either that the statement “God is good” is true in every possible world or that God is essentially good (even if there are possible worlds in which he does not exist) or both.

			All of the rules of inference that we learned in our section on sentential logic have their modal counterparts. For example, Modal modus ponens is a valid inference form:

			
					
□(P → Q)

					
□P     




					
□Q


			

			Thus one need not learn a whole new set of rules.

			The rub comes, however, in arguments having a mixture of modal and nonmodal premises. Here mistakes are easy, and we wish to alert the reader to a couple of the most frequent modal fallacies to beware of. As we shall later see (chap. 28), extremely important metaphysical and theological conclusions have been drawn on the basis of these seductive fallacies. One common fallacy is the following inference:

			
					
□(P v ¬P)     




					
□P v □¬P


			

			This inference pattern underlies many arguments for fatalism. For example, it is thought, “Necessarily, either I shall be killed in the bombing or I shall not be killed in the bombing. But then why take precautions, since nothing I do can make a difference?” The fatalist fallaciously assumes that his being necessarily killed or his necessarily not being killed follows from the composite necessity of his being killed or not. Medieval philosophers were aware of this fallacy and labeled it a confusion of necessity in sensu composito (in the composite sense) and necessity in sensu diviso (in the divided sense).

			A similar confusion of composite (or undistributed) and divided (or distributed) necessity is involved in the fallacious inference:

			
					
□(P v Q)

					
¬Q     




					
□P


			

			Someone might fallaciously reason as follows: “Necessarily, either God has willed that x will happen, or else x will not happen. But x did happen. Therefore, necessarily God has willed that x happen.” It does not follow, however, that necessarily God has willed that x happen, but merely that God has willed that x happen. For from (1) and (2) it follows only that P is true, not that it is necessarily true.

			Finally, a very common modal fallacy involves modus ponens:

			
					
□(P → Q)

					
P     




					
□Q


			

			This fallacy is involved in reasoning such as the following: “Necessarily, if Christ predicted Judas’s betrayal, then Judas would betray Jesus. Christ did, in fact, predict Judas’s betrayal. Therefore, it was necessary that Judas betray Jesus—which obliterates Judas’s freedom.” But again, from (1) and (2) it only follows that Judas would betray Jesus, not that he would do so necessarily. Thus the necessity of Christ’s predictions being accurate and his prediction of Judas’s betrayal do not necessitate Judas’s betrayal. Medieval philosophers also spotted this fallacy and labeled it confusing the necessitas consequentiae (necessity of the consequences or the inference) with the necessitas consequentis (necessity of the consequent). That is to say, the inference of Q from the premises □(P → Q) and P is necessary in accordance with modus ponens; but Q itself, the consequent of the conditional □(P → Q), is not itself necessary.

			A wary eye for these modal fallacies will greatly assist the reader in thinking accurately about various philosophical problems.

			2.1.4 Counterfactual Logic

			Counterfactuals are conditional statements in the subjunctive mood, and they have a logic of their own. Such conditionals are interestingly different from their indicative counterparts. Compare, for example,

			
					If Oswald didn’t shoot Kennedy, then somebody else did.

					If Oswald hadn’t shot Kennedy, then somebody else would have.

			

			The indicative conditional (1) is evidently true in light of Kennedy’s death. But the counterfactual conditional (2) is by no means true; on the contrary it seems very likely that if Oswald had not shot the president, then Kennedy’s motorcade would have proceeded uneventfully. Counterfactuals are so called because the antecedent and consequent of the conditional are contrary to fact. But not all subjunctive conditionals are strictly counterfactual. In deliberative conditionals, for example, we entertain some antecedent with a view toward discerning its consequences, as a result of which we may take the course of action described in the antecedent, so that the consequent becomes true. For instance, as a result of thinking “If I were to quit smoking, then my breath would smell better,” one decides to quit smoking and his breath improves. Nonetheless, the term counter­­­­factuals is widely used to cover all subjunctive conditionals.

			Counterfactuals come in two sorts: “would” counterfactuals and “might” counter­factuals. The former state what would happen if the antecedent were true, while the latter state what might happen if the antecedent were true. The sentential connective symbol often used for “would” counterfactuals is □→. A “would” counterfactual is symbolized

			P □→ Q,

			where P and Q are indicative sentences, and is read “If it were the case that P, then it would be the case that Q.” Similarly, a “might” counterfactual is symbolized

			P ◊→ Q,

			and is read, “If it were the case that P, then it might be the case that Q.” “Might” counter­factuals should not be confused with subjunctive conditionals involving the word “could.” “Could” is taken to express mere possibility and so is a constituent of a modal statement expressing a possible truth. The distinction is important because the fact that something could happen under certain circumstances does not imply that it might happen under those circumstances. “Might” is more restrictive than “could” and indicates a genuine, live option under the circumstances, not a bare logical possibility. In counterfactual logic P ◊→ Q is simply defined as the contradictory of P □→¬Q, that is to say, as ¬ (P □→¬Q). Thus, although P □→¬Q is logically incompatible with P ◊→ Q, it remains true that if P were the case it still could be the case that Q. We can also construct a square of opposition for counterfactual statements (see figure 2.3).
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					Figure 2.3. Square of opposition for counterfactual statements

			There is no really satisfactory semantics for counterfactual conditionals. But for want of a better alternative, most philosophers use the Stalnaker-Lewis semantics. Since counter­factuals are contingent statements (necessary counterfactuals reduce to indicative conditionals), they are true or false relative to a possible world. For convenience, we shall take the actual world as our departure point. One then ranges other possible worlds into concentric spheres of worlds centered on our world on the basis of a similarity relation to the actual world, the most similar worlds being in the nearest sphere. Now we consider the worlds in the nearest sphere in which the antecedent of our counterfactual is true. If in all of the worlds in which the antecedent is true, the consequent is also true, then a “would” counterfactual P □→ Q is true. If in some of the worlds in which the antecedent is true, the consequent is also true, then a “might” counterfactual P ◊→ Q is true.

			Such a semantics is inadequate, among other reasons, because it cannot deal with counterfactuals having impossible antecedents (sometimes called counter­possibles). Since impossible statements are not true in any possible world, no sphere of worlds, no matter how distant, will contain worlds in which the antecedent is true. But then such counterfactuals all become trivially true because in all the worlds in the nearest sphere in which the antecedent is true the consequent is also true; that is, there is no sphere of antecedent-permitting worlds in which the consequent fails to be true. But such a result is highly counterintuitive. For consider the two conditionals

			
					If God did not exist, the universe would not exist.

					If God did not exist, the universe would still exist.

			

			If God exists necessarily, then the antecedent of (1) and (2) is impossible. But in that case on the customary semantics both (1) and (2) are trivially true. But surely that is not correct. (1) seems to be the sober truth about the world, and (2) seems patently false. Therefore, the customary semantics is not adequate. For want of a better alternative, we may continue to employ the usual semantics, but one should take with a grain of salt philosophical objections to a metaphysical position that are based on the customary semantics for counterfactual conditionals.

			Counterfactual logic is peculiar in that certain rules of inference do not apply to it that apply to sentential logic. For example, although our beloved modus ponens and modus tollens hold for counterfactual conditionals, hypothetical syllogism does not. It is invalid to argue:

			
					
P □→ Q


					
Q □→ R     




					
P □→ R


			

			Thus it would be fallacious to reason, “If Billy Graham had married another woman, he would be having sex with someone other than Ruth. If Billy Graham were having sex with someone other than Ruth, he would be an adulterer. Therefore, if Billy Graham had married another woman, he would be an adulterer.” Both of the first two statements are true, but the conclusion clearly does not follow from them.

			In sentential logic P → Q is equivalent to ¬Q → ¬P. But in counterfactual logic, this equivalence fails. It is invalid to argue as follows:

			
					
P □→ Q
     


					
¬Q □→ ¬P


			

			For example, it would be fallacious to think, “If Bonds had homered, the Giants would still have lost. Therefore, if the Giants had won, then Bonds would still not have homered.”

			Finally, there is a fallacy in counterfactual logic called “strengthening the antecedent”:

			
					
P □→ Q    



					
P & R □→ Q


			

			Thus it would be fallacious to argue as follows: “If I were to quit smoking, my breath would smell better. Therefore, if I were to quit smoking and start eating raw garlic, my breath would smell better.”

			On the other hand, there are some argument forms that are valid in counterfactual logic that are particularly useful in cases in which hypothetical syllogism cannot be used. For example, it is valid to argue

			
					
P □→ Q


					
P & Q □→ R    



					
P □→ R


			

			Plantinga has employed this argument form in dealing with a theistic version of a problem in decision theory called Newcomb’s paradox.1 You are presented with two boxes, A and B, and are given the choice of having the contents of either both boxes or of just A alone. Here’s the catch: You know there is $1,000 in box B. If you choose only box A, then God will have foreknown your choice and put $1,000,000 in A. But if you’re greedy and pick both boxes, then God will have foreknown this and so put nothing in box A. The money already is or is not in A. What should you choose? Plantinga argues that you should choose only box A on the basis of the following reasoning:

			
					If you were to choose both boxes, God would have believed that you would choose both boxes.

					If you were to choose both boxes and God believed that you would choose both boxes, then God would not have put any money in A.             




					
Therefore, if you were to choose both boxes, God would not have put any money in A.

			

			(A parallel argument shows that if you were to choose A alone, then God would have put the $1,000,000 in A. So the one-box choice is the winning strategy.) This reasoning has important application to the problem of divine foreknowledge and human freedom.

			Another valid inference form is

			
					
P □→ Q


					
Q □→ P


					
Q □→ R    



					
P □→ R


			

			Thomas Flint has employed this inference pattern profitably in his work on divine providence.2 He reasons as follows:

			
					If Paul were to mow the lawn next Saturday, then God would have foreknown that Paul would mow the lawn next Saturday.

					If God were to have foreknown that Paul would mow the lawn next Saturday, then Paul would mow the lawn next Saturday.

					If God were to have foreknown that Paul would mow the lawn next Saturday, then God would prevent it from raining.             



					If Paul were to mow the lawn next Saturday, then God would prevent it from raining.

			

			Such reasoning plays a vital role in a Molinist account of divine providence (chap. 30).

			A final valid inference pattern of note blends counterfactual and modal premises:

			
					
P □→ Q


					
□(Q → R)     



					
P □→ R


			

			Again, Flint employs this argument form gainfully in his discussions of divine providence. He reasons:

			
					If Paul were to mow the lawn next Saturday, then God would prevent it from raining.

					Necessarily, if God prevents it from raining, then it will not rain next Saturday.             



					Therefore, if Paul were to mow the lawn next Saturday, then it would not rain next Saturday.

			

			It should be noted, however, that philosophers who believe that there are nontrivially true counterpossibles (counterfactuals with impossible antecedents) reject this inference pattern. For if this inference pattern is valid, then one can show that □(P → Q) implies that P □→ Q.3 But this implication does not always hold if there are nontrivially true counterpossibles. The key to understanding here is to realize that if P is an impossible (necessarily false) statement, then P necessarily implies anything and everything. So if P is an impossible statement, then it is true that □(P → Q), no matter what Q represents. So, for example, it is true both that “Necessarily, if God does not exist, the universe does not exist” and “Necessarily, if God does not exist, the universe exists anyway.” But if there are nontrivially true counterpossibles, it does not follow from the truth of “Necessarily, if God does not exist, the universe exists anyway” that “If God were not to exist, then the universe would exist anyway.” Thus, if there are nontrivially true counterpossibles, then it is not the case that □(P → Q) implies that P □→ Q. But if that implication fails, then the transitive inference pattern that entails this implication also fails. Still, with ordinary counterfactuals at least, the inference pattern is unobjectionable. These three argument forms may help one to make a transitive argument without appeal to the invalid hypothetical syllogism.

			We have only scratched the surface of the field of logic, but our goal has not been to survey the field, even superficially, but rather to provide readers with a basic grasp of a few rules of inference to assist them in assessing arguments they encounter and in formulating good arguments of their own.

			2.1.5 Informal Fallacies

			A good deductive argument, it will be recalled, must be not only formally valid but also informally valid. In practice, the primary informal fallacy to be on the alert for is the fallacy called petitio principii (begging the question). Sometimes this fallacy is also called circular reasoning. If one reasons in a circle, the conclusion of one’s argument is taken as one of the premises somewhere in the argument. Although this does happen, it is very unlikely that any sophisticated thinker will beg the question in so blatant a fashion as that. Rather, question-begging usually occurs in a more subtle way. We can say that a person begs the question if his only reason for thinking a premise in an argument to be true is his belief that the conclusion is true. Consider the following argument for God’s existence:

			
					Either God exists or the moon is made of green cheese.

					The moon is not made of green cheese.

					Therefore, God exists.

			

			This is a logically valid argument, having the inference form of disjunctive syllogism (P v Q; ¬Q; therefore, P). Moreover, theists will regard the premises as true (recall that for P v Q to be true, only one disjunct needs to be true). Therefore, the above is a sound argument for God’s existence. But such an argument will hardly rival one of Thomas Aquinas’s five ways of proving God’s existence! The reason for the argument’s failure is that it is question-begging: the only reason one would have for thinking that (1) is true is that one already believes that (3) is true. Thus, far from serving as a proof that God exists, the argument will be regarded as unsound or unconvincing by any person who is not already convinced that God exists. This subtle form of question-begging does go on and needs to be exposed.

			There are many other informal fallacies in argumentation; but despite their high profile in texts on critical thinking, realistically one is not apt to encounter these often in serious philosophical work. Still, a couple are worth mentioning:

			Genetic Fallacy. This is the fallacy of arguing that a belief is mistaken or false because of the way that belief originated. Some sociobiologists, for example, seem to commit this fallacy when they assert that because moral beliefs are shaped by biological and social influences, therefore those beliefs are not objectively true. Or again, some atheists still try to invalidate theistic belief on the basis that it originated out of fear or ignorance. How or why a belief came to be held is simply irrelevant to the truth or falsity of the proposition that is the object of that belief.

			Argument from Ignorance. This is the fallacy of arguing that a claim is false because there is not sufficient evidence that the claim is true. Our ignorance of evidence for a claim’s truth does not imply the falsity of the claim.

			Equivocation. This is the fallacy of using a word in such a way as to have two meanings. This fallacy is committed in the following argument: “Socrates is a Greek; Greek is a language; therefore, Socrates is a language.” The danger of equivocation should motivate us to define the terms in our arguments as clearly as possible. By offering careful definitions and using words univocally, we can blunt charges that we have committed this fallacy.

			Amphiboly. This is the fallacy of formulating our premises in such a way that their meaning is ambiguous. For example, the statement “If God wills x, then necessarily x will happen” is amphibolous. Do we mean “□(God wills x → x will happen)” or “God wills x → □(x will happen)”? Again, in order to avoid the errors in reasoning that will result from ambiguous formulation of premises, we need to take great care in expressing them. One of the major tasks of philosophical analysis is not only careful definition of terms but also differentiation of the different meanings a premise in an argument might have and then assessing respectively their plausibility.

			Composition. This is the fallacy of inferring that a whole has a certain property because all its parts have that property. Of course, sometimes wholes do have the properties of their parts, but it is fallacious to infer that a whole has a property just because its every part does. This fallacy seems to be committed by those who argue that because every part of an infinite past can be “traversed” to reach the present, therefore the whole infinite past can be traversed.

			There are scores of such informal fallacies, but the above are some of the more common ones to look out for and avoid.

			2.2 True Premises

			Little needs to be said by way of clarification of this criterion of a good deductive argument. Logical validity is a necessary condition of a cogent argument, but not a sufficient condition. In order for an argument to be sound, not only must it be valid but its premises must also be true. The main point to keep in mind here is that one must not confuse the epistemic status of the premises (their knowability) with their alethic status, or truth value. In order to be sound, an argument’s premises must be true, but their truth could be not merely uncertain but utterly unknown to us. Of course, if we are utterly ignorant of the premises’ truth, the argument will be of little use to us, even if it be, unknown to us, sound. But if we are warranted in believing the premises to be true, then the argument warrants us in accepting the conclusion.

			2.3 Premises More Plausible Than Their Denials

			An argument may be sound and informally valid and yet not a good argument. In order for the argument to be a good one, the premises need to have a particular epistemic status for us. But what sort of status is that? Certainty is an unrealistic and unattainable ideal. Were we to require certainty of the truth of an argument’s premises, the result for us would be skepticism. Plausibility or epistemic probability might be thought to be sufficient, but plausibility seems to be neither a necessary for nor a sufficient condition of a good argument. It is not necessary because in some cases both the premise and its denial (or contradictory) may strike us as implausible. One thinks of premises concerning the nature of the subatomic realm as described by quantum physics, for example. On the other hand, neither is plausibility sufficient because both the premise and its denial may have equal plausibility or the denial may have even more plausibility than a quite plausible premise. This suggests that what we are looking for is a comparative criterion: the premises in a good argument will have greater plausibility than their respective denials. While this typically suffices for a good argument, in order to guarantee that the conclusion is more plausible than its denial, the conjunction of the premises must be more plausible than not. If the conjunction of the premises is more plausible than not, then the argument’s conclusion is guaranteed to be more plausible than not, and so we should believe it.

			It is important to understand that in a deductive argument, the probability of the conclusion is not equal to the probability of the conjunction of the premises; rather the probability of the conjunction of the premises sets a lower bound to the probability of the conclusion. The probability of the conclusion could actually be much higher, but it cannot be any lower than the probability of the conjoined premises. So if the combined premises of a valid deductive argument have a probability >50 percent, then the conclusion is guaranteed to be at the very least >50 percent and so we should believe it. 

			Now plausibility is to a great extent a person-dependent notion. Some people may find a premise plausible and others not. Accordingly, some people will agree that a particular argument is a good one, while others will say that it is a bad argument. Given our diverse backgrounds and biases, we should expect such disagreements. Obviously, the most persuasive arguments will be those that are based on premises that enjoy the support of widely accepted evidence or seem intuitively to be true. But in cases of disagreement we simply have to dig deeper and ask what reasons we each have for thinking a premise to be true or false. When we do so, we may discover that it is we who have made the mistake. After all, one can present bad arguments for a true conclusion! But we might find instead that our interlocutor has no good reason for rejecting our premise or that his rejection is based on misinformation, or ignorance of the evidence, or a fallacious objection. In such a case we may persuade him by giving him better information or evidence or by gently correcting his error. Or we may find that the reason he denies our premise is that he does not like the conclusion it is leading to, and so to avoid that conclusion he denies a premise that he really ought to find quite plausible. Ironically, it is thus possible, as Plantinga has observed, to move someone from knowledge to ignorance by presenting him with a valid argument based on premises he knows to be true!

			3—Inductive Reasoning

			Up to this point we have focused only on deductive reasoning. In a sound deductive argument the conclusion follows necessarily from the premises: if the premises are true and the inference form valid, then it is impossible that the conclusion be false. It is worth observing that an argument’s having a deductive form is irrelevant to the epistemic status of the premises and conclusion. The difference between a deductive and an inductive argument is not to be found in the degree to which they approach demonstrative proof of some conclusion. A good deductive argument may make a conclusion only slightly epistemically probable if its premises are themselves far from certain, whereas an inductive argument could give us overwhelming evidence for and, hence, confidence in its conclusion. This fact is especially evident when we reflect that some of the premises in a deductive argument may themselves be established on the basis of inductive evidence. Thus, contrary to the impression sometimes given, an argument’s being inductive or deductive in form is not an indication of the certainty of the argument’s conclusion.

			An inductive argument is one for which it is possible that the premises be true and no invalid inferences be made, and yet the conclusion still be false. A good inductive argument must, like a good deductive argument, have true premises that are more plausible than their contradictories and be informally valid. But because the truth of their premises does not guarantee the truth of their conclusions, one cannot properly speak of their being formally either valid or invalid. In such reasoning the evidence and rules of inference are said to “under­determine” the conclusion; that is to say, they render the conclusion plausible or likely, but do not guarantee its truth. Here is an example of a good inductive argument:

			
					Groups A, B, and C were composed of similar persons suffering from the same disease.

					Group A was administered a certain new drug, group B was administered a placebo, and group C was not given any treatment.

					The rate of death from the disease was subsequently lower in group A by 75 percent in comparison with both groups B and C.

					Therefore, the new drug is effective in reducing the death rate from said disease.

			

			The conclusion is quite likely true based on the evidence and rules of inductive reasoning, but it is not inevitably true; maybe the people in group A were just lucky or some unknown variable caused their improvement.

			3.1 Bayes’s Theorem

			Although inductive reasoning is part and parcel of everyday life, the description of such reasoning is a matter of controversy among philosophers. One way of understanding inductive reasoning is by means of the probability calculus. Probability theorists have formulated various rules for accurately calculating the probability of particular statements or events given the truth or occurrence of certain other statements or events. Such probabilities are called conditional probabilities and are symbolized Pr (A|B). This is to be read as the probability of A on B, or A given B, where A and B stand for particular statements or events. Probabilities range between 0 and 1, with 1 representing the highest and 0 the lowest probability. Thus a value >.5 indicates some positive probability of a statement or event and <.5 some improbability, while .5 would indicate a precise balance between the two.

			Many of the typical cases of inductive reasoning involve inferences from sample cases to generalizations—for example, the probability of Jones’s contracting lung cancer given that he is a smoker—and so have greater relevance to scientific than to philosophical concerns. Still a philosophical position can constitute a hypothesis, and that hypothesis can be argued to be more probable than not, or more probable than a particular competing philosophical hypothesis, given various other facts taken as one’s evidence. In such cases, the philosopher may have recourse to Bayes’s theorem, which lays down formulas for calculating the probability of a hypothesis (H) on given evidence (E).

			One form of Bayes’s theorem is the following:

				
					[image: ]
				

			In order to compute the probability of H|E, we plug in numerical values for the various probabilities in the numerator and denominator. In philosophical, as opposed to scientific, discussions this is usually impossible to do with precision, so we must be content with vague approximations like “highly improbable” (which is represented as <<.5) or “highly probable” (which is represented as >>.5) or “approximately even” (which is represented as ≈.5). Such vague approximations may still prove useful in arguing for one’s hypothesis.

			In the numerator we multiply the intrinsic probability of H by H’s explanatory power (E|H). The intrinsic probability of H does not mean the probability of H taken in utter isolation, but merely in isolation from the specific evidence E. The intrinsic probability of H is the conditional probability of H relative to our general background knowledge (B), or Pr (H|B). Similarly, B is implicit in H’s explanatory power (E|H & B). The formula takes B tacitly as assumed. The Pr (E|H) registers our rational expectation of E given that H is the case. If E would be surprising on H, then Pr (E|H) <.5, whereas if we are not surprised to find E, given H, then Pr (E|H) is >.5.

			In the denominator of the formula, we take the product of H’s intrinsic probability and explanatory power and add to it the product of the intrinsic probability and explanatory power of the denial of H. Notice that the smaller this latter product is, the better it is for one’s hypothesis. For in the limit case that Pr (¬H) × Pr (E|¬H) is zero, then the numerator and denominator have the same number, so that the ratio is equal to 1, which means that one’s hypothesis is certain given the evidence. So one will want to argue that while one’s hypothesis has great intrinsic probability and explanatory power, the denial of the hypothesis has low intrinsic probability and explanatory power.

			One of the difficulties in using the above form of Bayes’s theorem in arguing inductively is that the negation of one’s hypothesis comprises such a diversity of alternatives that it may be difficult to show that H is more probable than not. For example, if H is the theistic hypothesis that God exists, then ¬H is not simply naturalism, but also pantheism, polytheism, panentheism, idealism, and the host of their variants. A specific body of evidence E may make theism more probable than, say, naturalism, but not more probable than polytheism. It may be not only very difficult to calculate the probability of ¬H, but it may also be rather beside the point. One’s interest may be, not to show that H is more probable than not relative to a specific body of evidence, but that H is more probable than its chief competitor H1.

			If that is our interest, then we can employ the odds form of Bayes’s theorem to calculate the comparative probability of two competing hypotheses H1 and H2.

			Here one’s goal is to show that H1’s intrinsic probability and explanatory power exceed that of H2, so that H1 is the more probable hypothesis.
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			The drawback of all such appeals to Bayes’s theorem in understanding inductive reasoning is that the probabilities can seem inscrutable and thus the conditional probability of one’s hypothesis incalculable. Nonetheless, Bayesian approaches to the so-called problem of evil (see chap. 29) have been fashionable in recent years and merit consideration.

			3.2 Inference to the Best Explanation

			A different approach to inductive reasoning that is apt to be more useful in philosophical discussions is provided by inference to the best explanation. In inference to the best explanation, we are confronted with certain data to be explained. We then assemble a pool of live options consisting of various explanations for the data in question. From the pool of live options we then select the explanation that, if true, best explains the data. Just what criteria go toward making an explanation the best is disputed; but among the commonly acknowledged criteria will be properties such as the following:

			
					
Explanatory scope. The best hypothesis will explain a wider range of data than will rival hypotheses.

					
Explanatory power. The best hypothesis will make the observable data more epistemically probable than rival hypotheses.

					
Plausibility. The best hypothesis will be implied by a greater variety of accepted truths and its negation implied by fewer accepted truths than rival hypotheses.

					
Less ad hoc. The best hypothesis will involve fewer new suppositions not already implied by existing knowledge than rival hypotheses.

					
Accord with accepted beliefs. The best hypothesis, when conjoined with accepted truths, will imply fewer falsehoods than rival hypotheses.

					
Comparative superiority. The best hypothesis will so exceed its rivals in meeting conditions (1) through (5) that there is little chance of a rival hypothesis’s exceeding it in fulfilling those conditions.

			

			The neo-Darwinian theory of biological evolution is a good example of inference to the best explanation. Darwinists recognize that the theory represents a huge extrapolation from the data, which support micro-evolutionary change but do not provide evidence of macro-evolutionary development. They further freely admit that none of the evidence, taken in isolation, whether it be from microbiology, paleogeography, paleontology, and so forth provides proof of the theory. But their point is that the theory is nonetheless the best explanation, in virtue of its explanatory power, scope, and so on.

			By contrast, the charge leveled by critics of the neo-Darwinian synthesis such as Phillip Johnson that the theory presupposes naturalism is best understood as the claim that the explanatory superiority of the neo-Darwinian theory is a function of the pool of live options’ being restricted by an unjustified methodological constraint, namely, the philosophical presupposition of naturalism. Johnson is quite happy to agree that the neo-Darwinian synthesis is the best naturalistic explanation available (in contrast to Lamarckianism, self-organization theories, and so on). But he insists that the interesting and important question is not whether the neo-Darwinian theory is the best naturalistic explanation, but whether it is the best explanation, that is to say, whether it is correct. Johnson argues that once hypotheses positing intelligent design are allowed into the pool of live options, then the explanatory superiority of the neo-Darwinian theory is no longer apparent. On the contrary, its deficiencies, particularly in the explanatory power of its mechanisms of random mutation and natural selection, stand in stark relief. What is intriguing is that several of Johnson’s detractors have openly admitted that Darwinism’s explanatory superiority depends on limiting the pool of live options to naturalistic hypotheses, but they claim that such a constraint is a necessary condition of doing science—a claim that is not, as such, scientific, but is a philosophical claim about the nature of science (see chap. 17). In any case, this controversy serves as a vivid illustration of inference to the best explanation, and many misdirected criticisms are launched from both sides due to a failure to understand this pattern of inductive reasoning.

			Chapter Summary

			A good deductive argument is formally and informally valid, has true premises, and has premises that are more plausible than their denials. Several rules of inference of sentential logic should be kept in mind:

			Rule #1: modus ponens

			
					
P → Q


					
P    



					Q

			

			Rule #2: modus tollens

			
					
P → Q


					
¬Q    



					¬P

			

			Rule #3: Hypothetical Syllogism

			
					
P → Q


					
Q → R    



					
P → R


			

			Rule #4: Conjunction

			
					P

					
Q    



					P & Q

			

			Rule #5: Simplification

			
					
P & Q    



					P

			

			
					
P & Q    



					Q

			

			Rule #6: Absorption

			
					
P → Q    



					
P → (P & Q)


			

			Rule #7: Addition

			
					
P    



					P v Q

			

			Rule #8: Disjunctive Syllogism

			
					P v Q

					
¬P    



					Q

			

			
					P v Q

					
¬Q    



					P

			

			Rule #9: Constructive Dilemma

			
					(P → Q) & (R → S)

					
P v R    



					Q v S

			

			In addition to the nine rules of inference, there are a number of logical equivalences that should be mastered.


			P   is equivalent to ¬¬P

			P v P  is equivalent to P

			P→Q is equivalent to ¬P v Q

			P→Q is equivalent to ¬Q→¬P



			We can convert a conjunction to a disjunction and vice versa by the following procedure:

			Step 1. Put ¬ in front of each letter.

			Step 2. Change the & to v (or the v to &).

			Step 3. Put the whole thing in parentheses and put ¬ in front.

			In predicate logic we deal with classes of things. Universally quantified statements are understood to have the logical form of conditional statements. Letting F and G stand for arbitrary predicates, we can symbolize an affirmative, universally quantified statement as (x) (Fx → Gx). A negative, universally quantified statement may be symbolized as (x) (Fx → ¬Gx). Existentially quantified statements typically have the form of conjunctions. An affirmative, existentially quantified statement can be symbolized as (∃x) (Bx & Wx). A negative, existentially quantified statement may be symbolized as (∃x) (Bx & ¬Wx). We plug in some individual for the variable x and then apply our nine rules of inference to draw deductions.

			Modal logic is a branch of advanced logic dealing with possible and necessary truth. In possible worlds semantics, necessary truth is interpreted as truth in all possible worlds, and possible truth as truth in some possible world. We need to keep clear the distinction between necessity de dicto, which is the necessity attributed to a statement that is true (or false) in all possible worlds, and necessity de re, which is the necessity of a thing’s possessing a certain property, or a thing’s having a property essentially. We must take care to avoid the following fallacies in modal reasoning:

			
					
□(P v ¬P)    



					
□P v □¬P


			

			
					
□(P v Q)

					¬Q    



					
□P


			

			
					
□(P → Q)

					
P    



					
□Q


			

			Counterfactual logic deals with inferences involving subjunctive conditionals, either of the “would” variety or of the “might” variety. In counterfactual logic, hypothetical syllogism, the equivalence known as contraposition, and strengthening the antecedent are all invalid. But several other interesting inference forms are valid, namely:

			
					P □→ Q

					P & Q □→ R    



					P □→ R

			

			
					P □→ Q

					Q □→ P

					Q □→ R    



					P □→ R

			

			
					P □→ Q

					
□(Q → R)    



					P □→ R

			

			Some of the most common informal fallacies are begging the question (having no reason for accepting a premise other than one’s belief in the argument’s conclusion), genetic fallacy (arguing that a belief is mistaken or false because of the way that belief originated), argument from ignorance (arguing that a claim is false because there is not sufficient evidence that the claim is true), equivocation (using a word in such a way as to have two meanings), amphiboly (formulating our premises in such a way that their meaning is ambiguous), and composition (inferring that a whole has a certain property because all its parts have that property).

			A good deductive argument must have true premises but need not have premises that are known with certainty to be true. Rather, in a good argument the premises are more plausible than their denials. If the conjunction of the premises is more plausible than its denial, then the conclusion is guaranteed to be more plausible than its denial.

			Good inductive arguments must also have true premises that are more plausible than their contradictories and must be informally valid. But because the truth of their premises does not guarantee the truth of their conclusions, one cannot speak of validity with respect to them. Arguments involving probability calculations should be assessed according to Bayes’s theorem, one form of which is the following:

				
					[image: ]
				

			The odds form of the theorem can be used to assess two rival hypotheses:

				
					[image: ]
				

			We may also think of inductive reasoning as inference to the best explanation. In such an inference we choose from a pool of live options the explanation that, if true, would best explain the facts at hand. We assess which explanation is the best in terms of such criteria as explanatory scope, explanatory power, plausibility, degree to which it is ad hoc, accord with accepted beliefs, and comparative superiority vis-à-vis its rivals.
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3

			Knowledge and Rationality

			All men by nature desire to know.

			Aristotle, Metaphysics 1.1

			1—Introduction

			People’s mental lives constantly teem with activity. They experience sounds, shapes, and colors, they experience their own thoughts, desires, and pains, and they can simply see the truth of certain obvious propositions such as 2 + 2 = 4. People form, discard, maintain, and test beliefs. There are many things people know and many things they do not know. Some beliefs are quite reasonable, and some of them are unreasonable.

			Epistemology is the branch of philosophy that tries to make sense out of knowledge, rationality, and justified or unjustified beliefs. The term epistemology comes from the Greek word epistēmē, which means knowledge. Accordingly, epistemology is the study of knowledge and justified or warranted belief. Actually, there are four major areas of focus within the field of epistemology. First, there is the conceptual analysis of key concepts in epistemology: What is knowledge? What is rationality, justification, or warrant? This first area of epistemology works hand in hand with the philosophy of language in that the focus of study is the clarification of important epistemological notions in order to be clear about what these concepts really are. The main focus of this chapter will be in this branch of epistemology. Chapter six attempts to spell out what sort of a thing truth itself is. Questions about the nature of truth, that is, questions about what truth itself is (as opposed to questions about how one knows that one has the truth) are really metaphysical and not epistemological questions, since metaphysics is the branch of study that investigates what kinds of things exist. But it is customary to look at the nature of truth in conjunction with the field of epistemology, and we will follow that custom by looking at theories of truth in the part of this book concerning epistemology, specifically, in chapter six.

			Second, there is the problem of skepticism. Do people really have knowledge or justified belief? If people do have knowledge or justified beliefs in one area, say in mathematics, do they have it in other areas; for example, is there moral or religious knowledge? Can one know something if he is not 100 percent certain that he is not wrong about it? The problem of skepticism is discussed in chapter four and, in a different way, in chapter six.

			Third, there is the question of the sources and scope of knowledge and justified belief. If people do in fact have knowledge and justified beliefs, how is it that they have these things? What are the different kinds of knowledge? Surely one’s five senses in some way are a source of perceptual knowledge about the external world. But are there other kinds of knowledge and sources for them beyond sensory perception? Is there also knowledge and justified beliefs about the past (memory), about one’s own inner mental states (introspection), about the thoughts, feelings, and minds of other persons, about logic, mathematics, metaphysics, morality, and God? What are the sources of these different types of knowledge?

			Fourth, there is the question of criteria for knowledge or justification. Suppose that Jill has some belief that is warranted or justified for her, say the belief that there is an oak tree outside her window. What is it that confers warrant or justification on that belief? How does one belief or set of beliefs provide the basis for holding to another belief? Can things besides beliefs—for instance, experiences or the way people go about forming their beliefs—provide support for a justified belief? Or are other beliefs the only things that can support a given belief? These questions are the focus of chapter five.

			Before turning to the topic of knowledge, one more preliminary remark about epistemology needs to be made. Traditionally, epistemology has centered its attention on questions like these: Can I know anything? What is it that I can know? How can I myself assess whether a belief of mine is actually justified? These kinds of questions have been called Socratic questions because they all, in one way or another, are questions we ask about ourselves. In other words, epistemology is concerned first and foremost with the first-person perspective, issues involved with an individual as an experiencing, believing, and knowing first-person subject. Insofar as the fields of psychology, biology, neurophysiology, and so on study humans from a third-person perspective, that is, as objects studied from the “outside” as it were, then to that extent these other fields of study leave out something essential to epistemology.

			The remaining part of this chapter analyzes and clarifies two different notions: knowledge and rationality.

			2—What Is Knowledge?

			The following three sentences reveal three different types of knowledge:

			
					I know the ball in front of me.

					I know how to play golf.

					I know that Reagan was a Republican president.

			

			Sentence (1) expresses what is known as knowledge by acquaintance. Here one knows something in that the object of knowledge is directly present to one’s consciousness. Dan knows the ball in front of him in that he sees the ball, he is directly aware of it, he knows it by sensory intuition. Here, the word intuition does not mean a guess or irrational hunch, but rather a direct awareness of something that is directly present to consciousness. People know many things by acquaintance or intuition: their own mental states (thoughts, feelings, sensations), physical objects with which they are acquainted by the five senses, and, some would argue, basic principles of mathematics. If one asks how people know that

			
					2 + 2 = 4or



					(A) If it is raining outside then it is wet outside and (B) it is raining outside, then it must be the case that (C) it is wet outside,

			

			the answer seems to be that people can simply “see” that 2 + 2 = 4 or that (C) must follow if (A) and (B) are accepted. What kind of seeing is this? Many believe that it involves an intuitional form of awareness or perception of abstract, immaterial objects and the relationships among them—numbers and mathematical relations or propositions and the laws of logic. Arguably, all of these examples of knowledge are cases of knowledge by acquaintance.

			Sentence (2) involves what is called know-how. Know-how is the ability or skill to behave in a certain way and perform some task or set of behaviors. One can know how to speak Greek, play golf, ride a bicycle, or perform a number of other skills. Know-how does not always involve conscious awareness of what one is doing. Someone can learn how to do something by repeated practice without being consciously aware that one is doing the activity in question or without having any idea of the theory behind the practice. For example, one can know how to adjust one’s swing for a curve ball without consciously being aware that one’s stride is changing or without knowing any background theory of hitting technique.

			Sentence (3) expresses what Bertrand Russell called knowledge by description or what is more typically called by philosophers propositional knowledge. Here someone knows that P where P is a proposition. For present purposes, a proposition may be defined as the content of a sentence or statement. Epistemology involves all three kinds of knowledge.

			Ever since the time of Plato, philosophers have tried to offer an adequate definition of propositional knowledge (hereafter, simply called knowledge). In his dialogue Theaetetus, Plato offered (though he did not completely endorse) what is known as the standard definition of (propositional) knowledge. The standard way of stating this definition is to say that knowledge is justified true belief (sometimes called the tripartite analysis or alluded to as simply JTB). It will be helpful to analyze this definition further. If someone knows something, then what he knows must be true. It would make no sense to say that Jones knows that milk is in the refrigerator but that, nevertheless, it is false that the milk is there. So a necessary condition of knowledge is that what is known is true. But truth is not sufficient for knowledge. There are many truths that no one has ever thought of, much less known. And there are some truths that someone may think about but not know.

			Besides truth, a second part of knowledge is belief. If Jones knows something in the propositional sense, he must at least believe it. It would make no sense to say that Jones knows that milk is in the refrigerator but that, nevertheless, he does not believe that milk is in the refrigerator. So belief is a necessary condition for knowledge. But mere belief is not sufficient for knowledge. People believe many things that they do not know to be true.

			True belief is a necessary condition for knowledge. But is true belief sufficient for knowledge? No, it is not. The reason is that someone can believe things that are true but have no justification or warrant at all for those beliefs. It may be that one’s belief is true by simple accident. Suppose, for example, the following random thought pops into someone’s mind: It is raining right now in Moscow. Suppose, further, that the person believes this thought and, further, as a matter of sheer coincidence, it is actually raining in Moscow at that time. Then the person would have a true belief, but the person would not have knowledge of the proposition in question. Or suppose that the person said to himself, I will believe the first piece of graffiti on the bathroom wall, and the first thing he sees is the sentence “It is raining right now in Moscow.” Again, even if the sentence were true, the person would not have knowledge of the proposition.

			What is missing in these cases? The person lacks justification or warrant for the belief in question. In chapter five, different theories of “justification” or “warrant” will be examined. It will become evident that some philosophers equate the two while others draw a distinction between them. But for now, it may simply be noted that justification (or warrant) for a belief amounts to something like this: one has sufficient evidence for the belief, one formed and maintained the belief in a reliable way (e.g., on the basis of his senses or expert testimony and not by palm reading), or one’s intellectual and sensory faculties were functioning properly in a good intellectual environment when he formed the belief in question. For present purposes, the main idea is that there is a big difference between a mere true belief and a true belief that has warrant or justification. And the traditional or standard definition of propositional knowledge is the view that knowledge is justified true belief. In other words, a person S knows that P if and only if

			
					
S believes that P.

					
P is true.

					The belief that P is justified for S at the time S believes it.

			

			For a long time, the standard definition of propositional knowledge was more or less accepted as adequate by philosophers. And while there were a few counterexamples raised against the standard definition (e.g., by Alexius Meinong and by Bertrand Russell in the early 1900s) it was not until 1963 that the standard definition was subjected to severe criticism. In 1963 Edmund Gettier published a short paper that raised problems for the standard definition.1 Gettier’s paper presented two short counterexamples designed to show that while justified true belief may be necessary for knowledge, it is not sufficient. Since then, a host of similar counterexamples have been raised, and they are usually called Gettier-type counterexamples to the standard JTB definition of knowledge.

			Here is one of Gettier’s original examples: Smith and Jones have applied for a certain job and Smith has strong evidence for the following proposition:

			
				a. Jones is the man who will get the job, and Jones has ten coins in his pocket.

Smith’s evidence for (a) includes the fact that the company’s president has assured him that Jones would be selected and that Smith himself has counted the coins in Jones’s pocket ten minutes ago. On the basis of (a) Smith infers a new proposition that he now believes:

				b. The man who will get the job has ten coins in his pocket.
			

			Imagine further, says Gettier, that unknown to Smith, he himself gets the job and happens to have ten coins in his pocket. In this case, proposition (b) is true, Smith believes (b), and (b) is strongly justified for Smith. In short, he has justified true belief regarding (b), but surely, one would not want to say he knows (b). JTB may be necessary for knowledge but it is not sufficient.

			Here is another example: Suppose Fred believes that his wife Betty is at work, and the basis for this belief is the fact that he has just seen her leave for work thirty minutes ago, she always goes directly to work every day, and she had told him as she left that she was going straight to work because she had a busy day ahead. However, suppose further that, in reality, Betty was fooling Fred and, instead of driving to work, she went to a clothing store to get Fred a new suit. On arrival at the store, Betty was kidnapped by her friends and taken to work for a surprise birthday party for Betty. In this case, Fred’s belief that Betty is at work would be a justified true belief, but it would not seem to be something that Fred knows.

			Here is a final example: Suppose that the Dallas Cowboys are playing the Buffalo Bills in the Super Bowl for the second straight year. Suppose further that Harry is watching the Cowboys beat the Bills in the Super Bowl on television. As the game ends, he forms the belief that the Cowboys have just won the Super Bowl. However, unknown to him, the Super Bowl telecast has been stopped due to technical difficulties, and the television is showing a rerun of last year’s Cowboys victory instead of this year’s game. As a matter of fact, however, the Cowboys have just beaten the Bills for the second straight year, but the end of the current game has not been on television. In this case, Harry has a justified true belief that the Cowboys just won the Super Bowl, but it would not seem that he knows this to be the case.

			What is going on here? In each case, the example tries to give a case in which justified true belief, while perhaps necessary, is nevertheless not sufficient for knowledge, that is, that the tripartite analysis is too weak or broad since it counts as knowledge in cases in which knowledge does not, in fact, obtain.

			Several types of strategies (with different versions of each strategy) have been offered as responses to Gettier-type examples:

			Strategy #1: Retain the standard definition and show that the Gettier-type examples do not work because the people in them didn’t really have justification, that is, it is still the case that knowledge = JTB.

			Strategy #2: Accept the examples, hold that JTB is necessary but not sufficient for knowledge, and look for a fourth condition, that is, knowledge = JTB + ?.

			Strategy #3: Accept the examples, abandon the tripartite analysis of knowledge but replace “justification” with something else to form a new tripartite definition of knowledge, that is, knowledge = ?TB.

			Before examining the different strategies, something should be said briefly about justification and a related issue—the internalism-externalism debate. The topic of justification will be studied more fully later in this chapter and in chapter five. But for now a few preliminary remarks should suffice to understand the different strategies offered as responses to Gettier cases.

			The term justification is usually associated with beliefs—it is a belief (e.g., that Smith did the robbery) that either is or is not justified for some person at some time. Furthermore, justification is a normative term of epistemic appraisal. If we say a belief is justified, we usually mean that we either have a right to believe it, that we ought to believe it, or that accepting the belief is an intrinsically good, rational thing to do. Often, it is reasonable to take a belief to be true, perhaps because there is good evidence or ground for the belief (and some would add that one must either actually be aware of this good evidence or ground or that one must both be aware of the evidence or the ground and see the connection between the evidence or ground and the belief one accepts on the basis of the evidence or ground). Jill’s belief that there is a tree before her may be justified on the grounds that she has certain sensory experiences (she has an appearance of a green and brown tree-shaped object). Jack’s belief that Smith did the robbery may be justified on the good evidence that he was there with a motive and with the stolen goods in his hands.

			Some have argued that the normativity of justification should be understood in terms of faithfully fulfilling certain epistemic duties or rules, that is, cognitive rules that specify duties for obtaining rational, justified beliefs. Some of these rules may include “Obtain true beliefs and avoid false ones,” “Obtain rational beliefs and avoid irrational ones,” “If something appears red to you, then believe it is red until you have sufficient evidence to the contrary,” and so on. Finally, justification comes in degrees. A belief can grow in its justification for someone if his evidence or grounds for that belief grows. Likewise one can lose justification for a belief if he comes to believe things that defeat his belief in some way or another.

			Justification is often closely related to a second issue: the internalist-externalist debate. Roughly, an internalist is one who holds that the sole factors that justify a belief are “internal” or “cognitively accessible” to the believing agent or subject. These factors are various mental states (experiences, sensations, thoughts, beliefs) to which the agent himself has direct access by simply reflecting on or being aware of his own states of consciousness. Justification is grounded in what is internal to the mind of and directly accessible to the believing subject. They are factors the subject can be aware of by simply reflecting on himself. For example, Ashley’s having a red sensation confers some justification on the belief that there is a red object in front of her and the red sensation itself is internal to her—it is a state of consciousness to which she has direct access. An externalist is one who denies internalism, that is, who affirms that among the factors that justify a belief are those to which the believing subject does not have or does not need to have cognitive access. For example, an externalist could hold that among the things that justify a belief is the causal process that caused the belief to be formed—light waves reflecting off of objects and interacting with the eyes and optic nerve in the right way—even though this causal process is entirely outside of the subject’s awareness.

			So far, internalism was defined as the view that the sole justifying factors of a belief are those internal to the subject. And this is, indeed, the standard way of defining internalism. However, it is possible to make a distinction between strong and weak internalism. In order to appreciate this distinction, it will be useful to look for a moment at two different intellectual factors that have given rise to internalism.

			The first is called a deontological view of justification, which centers on the notion, mentioned above, of fulfilling one’s epistemic duties. This view of justification pictures it as a matter of doing one’s best to form one’s beliefs according to certain epistemological rules; for example, “Form your beliefs objectively and carefully,” “If something looks red to you and you have no reason for thinking it is not red, then you may believe that it is, in fact, red,” “Proportion the strength of your beliefs to the strength of the evidence for them.” Having justification for a belief is a matter of doing one’s intellectual duty, of trying one’s best to follow the correct epistemological rules. If someone obeys the correct rules in forming and maintaining his beliefs, then he has done his intellectual duty, his beliefs are justified for him, and he is not to be held responsible even if his beliefs are, in fact, false. Having justified beliefs is a matter of fulfilling one’s intellectual duties and being intellectually responsible.

			Second, if people have intellectual duties and responsibilities, if they can be guilty or innocent of carrying out those duties, then they must be free to do or not do their duties. That is, if one is to have justified beliefs, and since having justified beliefs amounts to doing one’s duty here, then one must be free to obey or disobey epistemic rules. Otherwise, one could not be held responsible for his intellectual behavior. Now one is not responsible for or free with respect to what happens outside of oneself. He can only control factors internal to him as a subject.

			For example, as long as one has tried one’s best to pay attention to his sensations and beliefs and form justified beliefs on the basis of correct rules regarding them, then even if there is an evil demon outside him who tricks him into experiencing and believing in an external world that is not there, he can still have justified beliefs about that external world. He cannot control evil demons or other external factors, so they are not relevant to justification. Since justification is a matter of intellectual responsibility, and since responsibility requires freedom, and since internal factors are the only factors about which one is free, then an internalist view of justification is demanded. The deontological impetus to internalism leads to strong internalism—the view that the sole factors relevant to justification are internal ones, that internal factors are necessary and sufficient for justification.

			A second intellectual factor also motivates internalism: the first-person perspective (see chap. 16). Here, epistemology in general, and justification in particular, are viewed as topics that essentially focus on first-person knowing and experiencing subjects. Thus epistemology is primarily a study of first-person issues, for example, how can I myself obtain justified beliefs? On this view, epistemology cannot be reduced to a third-person perspective that abandons the first-person standpoint. Now the first-person perspective is essentially one that involves factors internal to knowing and experiencing subjects, namely, experiences and beliefs. This impetus toward internalism leads to weak internalism: the view that internal factors are necessary but, most likely, not sufficient for justification. Weak internalism is compatible with some forms of externalism.

			As with internalism, there is also a distinction between weak and strong externalism. According to strong externalism, no factors that contribute to a belief’s justification are internal to the agent. A philosopher could be favorable to this position if she wishes to avoid mind-body dualism (see chaps. 11–14) and if, as seems reasonable, internalism implies some form of dualism. According to weak externalism, at least some factors that contribute to a belief’s justification must be external to the agent.

			In sum, there are different versions of internalism and externalism. Moreover, weak internalism and externalism are compatible with each other. The chapter will continue to use internalism and externalism for the strong versions of each unless otherwise indicated, because this usage is more common among philosophers.

			As noted above, externalism in either form implies the denial of strong internalism. According to externalists, either part or all of what justifies a belief are factors external to the agent and to which the agent need have no access at all. Sally’s belief that a red object is in the room is justified for her by factors like these: the lighting was good, the object itself is what caused her to believe it is there, her belief was formed by reliable methods (say by her sensory organs and not by consulting a palm reader to tell her what was in the room), and so on. Note that for the externalist, Sally does not have to have access to or awareness of any of these justifying factors. She does not have to be aware (or even be able to be aware) of the lighting, of what caused her belief, or of what method she used to form it.

			Now what exactly does the internalist-externalist debate have to do with justification? Simply this. Most philosophers have used justification in an internalist way. For them, justification means relying on internal factors. Thus, if a philosopher is a strong externalist, he or she will abandon the notion of justification altogether, replace it with something else, and form a new tripartite definition. Alternatively, a philosopher may retain justification and search for a supplementary fourth condition for knowledge. Applying this insight to the standard definition of knowledge allows the reader to understand the three types of strategies to follow. The best way to show this is to look at the strategies themselves.

			2.1 Strategy #1: Retain the Standard Definition

			Advocates of this view claim that knowledge is justified true belief but that the individuals in the Gettier-type examples fail to have justification. Why? Because even though they had some evidence for their true belief, it was not enough evidence to count as justification. On this view, what the Gettier examples show is that the amount of evidence required for justification should be elevated. Accordingly, one has justification for some belief only if that justification entails the truth of the belief. In other words, one cannot have a justified false belief. There is no justification for a belief unless the belief is true. Justification is such a strong thing that the evidence that justifies a belief entails the truth of that justified belief. Since the evidence for the people in the Gettier cases did not entail the truth of the proposition they believed—that evidence could be true but the supported belief false—they did not really have justification in the first place and that is why they did not have knowledge.

			Few philosophers have accepted this solution to Gettier cases, and for a very good reason. It would severely limit the things that people know and would imply that people do not know most of the things they do in fact know. On this view there would only be two kinds of things people could know: their own immediate mental states and simple truths of logic and mathematics (called a priori truths). Arguably, the justification for Doug’s belief that he is in pain is simply his being in pain, and being in pain does, in fact, entail that the belief that he is in pain is true. One’s belief that 2 + 2 = 4 is justified by one’s simply being able to “see” that the proposition must be true once coming to understand what it says. Here, the evidence (one’s seeing that the proposition must be true upon understanding it) does entail that the proposition is true.

			But on the view under consideration, most of the things people know would not count as knowledge: their knowledge of the past based on memory, or of the external world based on sensory experience, their knowledge of science, history, of the minds of others, ethics, religion, and a host of other things. In each of these cases, the factors that justify people’s beliefs and give them knowledge do not entail the truth of those beliefs. These factors could be true yet the belief they justify false. Consider a belief about the external world, say that there is a red object in front of someone. Suppose that the factor justifying this belief is one’s sensory experience—one’s being appeared to in a red type of way. Now having such a sensory experience does not entail that there is a red object. One could be hallucinating or, due to taking drugs or poorly functioning eyes, the object could be blue but appear red. So even though the factors that justify our true beliefs about the external world do not entail the truth of those beliefs (and the same point could be made about the other areas of knowledge), they still give people knowledge. For this reason, the view under consideration must be rejected.

			2.2 Strategy #2: Supplement the Standard Definition

			The second strategy accepts the Gettier cases, takes the tripartite definition to be a necessary condition for knowledge, and formulates a fourth condition. There have been a number of different candidates offered as the correct fourth condition. Two of them will be examined.

			2.2.1 No Relevant Falsehood

			According to the “no relevant falsehood” view, knowledge is justified true belief plus no relevant falsehood. To understand the idea behind this position, recall the Gettier case involving Smith, Jones, and the man who gets the job with ten coins in his pocket. What is it that goes wrong in this case? Note that Smith’s justified true belief (the man who will get the job has ten coins in his pocket) is true by accident, that is, its truth has nothing to do with Smith’s reasons for believing it. In fact, Smith infers this belief from the false belief that Jones is the man who will get the job. In light of this, some have suggested the following addition to the tripartite definition: the belief must not receive justification from a false belief. Since Smith’s belief violates this fourth condition, there is now an answer as to why he did not have knowledge.

			Unfortunately, the “no relevant falsehood” view fails for at least two reasons. First, it is not a necessary condition for knowledge—one can still have knowledge and violate this principle. Suppose Gary knows that the stock market rose yesterday and his justification for this belief is four pieces of information: he heard it on the radio, read about it in the newspaper, had a friend report it to him at breakfast, and had his wife tell him she heard it on television. Now suppose that his wife did not really hear it on television but only thought she did. Then his belief would be (partly) based on a false belief. On the “no relevant falsehood” view, his belief would not count as knowledge, but surely he does, in fact, know this. Attempts have been made to fix this requirement, but none has succeeded. The problem is this. People often have many pieces of evidence for a belief that they know, and among their evidence is one or more false beliefs, yet they still have knowledge. How many false beliefs can one have and still have knowledge? What percentage of true versus false beliefs must one have? It is very difficult to say.

			Second, the view is not sufficient for knowledge. One can have a justified true belief not justified by a relevant false belief and still fail to have knowledge. Alvin Goldman presents a case in which Henry is driving through the countryside and sees a normal-looking barn a few feet away. Since his senses are working fine, he has a justified true belief that there is a barn that he sees. However,

			unknown to Henry, the district he has entered is full of paper-mache facsimiles of barns. These facsimiles look from the road exactly like barns, but are really just facades, without back walls or interiors, quite incapable of being used as barns. Having just entered the district, Henry has not encountered any facsimiles; the object he sees is a genuine barn. But if the object on that site were a facsimile, Henry would mistake it for a barn.2

			Henry has justified true belief about the barn, and his belief is not based on anything false. Yet he still doesn’t have knowledge. This example has suggested to some a different view of how to solve the Gettier challenge.

			2.2.2 Defeasibility

			The barn example suggests a shift in the fourth condition away from there not being a relevant falsehood to there not being a relevant truth that could defeat one’s knowledge. In Henry’s case, there is such a relevant truth (unknown to him), namely, that there were a number of facsimiles in the countryside. Had he known that, his knowledge that he was seeing the barn would have been defeated. This suggests the following fourth condition for the standard definition: there must be no relevant truth which is such that if the person believed it, it would serve as a defeater for his justification. Knowledge must not be defeasible (capable of being annulled or made void) in this way.

			What should one say to this condition? It obviously handles the barn case. However, the main problem with this solution is that it is not a necessary condition for knowledge because one can have knowledge and violate the condition. Suppose Beth has reasons that justify her in knowing that her children are playing at school. However, unknown to her, a neighbor called her husband this morning and invited the children to skip school and go to Disneyland. Suppose further that her husband has been saying for some time that he was going to let the children do this some day soon. Finally, suppose that her children have a test that day at school and her husband turned down the invitation.

			Does she know they are playing at school? It would seem so, yet there is, in fact, a truth that, if known to her, would defeat her justification for knowledge (that the neighbor had called to invite them to Disneyland). In this case, though, there is also a defeater for the defeater (her husband’s refusal). The condition under consideration fails to take into account the fact that people often know things with true but unknown defeaters because there are defeaters for the defeaters and there may be further defeaters of those defeaters and so on. Unless one stipulates an omniscience requirement (one knows all the truths available)—which would severely limit what people know—this condition fails.

			The two views just considered are examples of internalist strategies since they make reference to relevant falsehoods or truths that the person either is or can become directly aware of in his own field of consciousness and, in this way, could serve as a defeater of knowledge. The next two positions can either be offered as supplements to an internalist view of justification (knowledge is JTB + ? where “justification” is ultimately understood in terms of some state internal to the agent) or as replacements of internalism (knowledge is ?TB where the internalist notion of justification is replaced with something external to the agent). We will primarily look at them as replacements for internalism, though what shall be said about them, with minor adjustments, could apply equally to these views understood as supplements to internalism.

			2.3 Strategy #3: Readjust the Tripartite Analysis

			2.3.1 The Causal Theory

			The causal theory can be understood in one of two ways: (1) knowledge is JTB + suitably caused belief, or (2) knowledge is suitably caused TB. In the second case the internalist notion of justification is abandoned and replaced with the notion of being suitably caused. As mentioned above, this is the view we will examine. There are different versions of this position, but the basic idea can be stated according to an early formulation of the view by Alvin Goldman: a person knows that P if and only if his true belief that P was caused by the state of affairs consisting in P itself.

			Returning to the Smith and Jones example, the thing that causes Smith to believe that the next man to get the job has ten coins in his pocket is not caused by the ten coins in the pocket of the person about which the belief is directed (Jones) but by the ten coins in his own pocket. Thus Smith fails to have knowledge because his true belief is not caused (and certainly not “suitably” caused) by the state of affairs involved in the belief. On the other hand, if a red object is before someone and is what causes him to truly believe that it is there and red, then we have an account of just how it is that the person knows this fact, or so say advocates of the causal theory. Note that it is being claimed here that one can have knowledge of the fact that a red object is there without being aware of the causal processes (e.g., the light waves interacting with my retinas) producing such a belief. Indeed, people in ancient times had sensory knowledge with no knowledge of the scientific facts about light waves.

			As with the other views, the causal theory has been subjected to several criticisms. First, there are cases where one can know that P without P causing that knowledge and, thus, the causal view is not necessary for knowledge. For example, our knowledge that 2 + 2 = 4 is, arguably, knowledge about certain abstract objects (nonphysical objects that do not exist in space or time; see chap. 10), namely, numbers and the mathematical relations that obtain among them. But it does not seem to be correct to say that these nonphysical abstract objects cause our knowledge of them. Again, one can know that if tree A is taller than tree B and tree B is taller than tree C, then it must be the case that tree A is taller than tree C. But what is it that causes this knowledge? It is not the trees because the knowledge itself does not depend on any specific objects in space or time but on the logic of the relation called “taller than.” Another (more controversial) example is our knowledge of the future. Mike can know that his wife will shout for joy this afternoon when she comes home and sees the diamond ring he has bought her, but this fact cannot cause this knowledge because it does not exist yet.

			Second, the causal view is not sufficient for knowledge. There are cases where the fact that P does cause one to have a true belief that P but, because it causes such a belief in an epistemically irrelevant way, no knowledge obtains. Suppose a short person is outside working on his car, and suddenly growing tired, goes inside and watches the evening news. Suppose further that, unknown to him, a certain internal disorder is what caused him to grow tired and come inside. Upon watching the news, he learns that most people who suffer this disorder are short, and since he is a hypochondriac, he concludes that he has the disorder he does, in fact, have. In this case he surely would not know he had this disorder, despite the fact that his having it causally contributed to his true belief that he did.

			2.3.2 The Reliability Theory

			The final view to be considered (and it has several different versions) is the position that knowledge is a true belief that is produced and sustained by a reliable belief-forming method. For example, people tend to increase their willingness to count as knowledge a belief based on someone else’s testimony to the degree that they consider the person to be reliable. Hope’s true belief that there is an object in front of her is knowledge if and only if it is produced by a reliable method, in this case, by her visual processes. Sue’s true belief that she had breakfast this morning is knowledge if and only if it is reliably produced by her memory mechanisms and powers. One does not need to have any awareness or even possible awareness of these mechanisms or their reliability; one’s beliefs must merely be formed by them. Since the beliefs in the Gettier case were not produced by reliable methods, no knowledge obtains.

			Several objections have been raised against this view. First, how does one determine which processes are, in fact, reliable and just how reliable they have to be to give knowledge? Consider vision. How does one know the visual processes that contribute to the formation of perceptual beliefs are, in fact, reliable and know just how reliable they are? Their reliability varies greatly as circumstances inside and outside the knower change. If one is sick or drunk or if the lighting is poor or the object far away, the processes forming one’s visual beliefs are less reliable. Some argue that the only noncircular way to answer this is to fall back on an internalist view of justification. The reliability theories cannot say that reliable beliefs are those produced by reliable methods and reliable methods are those that produce reliable beliefs. This would be circular. The solution to this problem seems to involve the idea that people have a notion of justification that is independent of reliability and, further, that this notion of justification is the one related to knowledge. For example, people already know a number of visual experiences are justified before they ever consider visual mechanisms, and they identify the reliable ones as those that produce what they already have justification to believe. Reliability advocates could respond that in order for our true beliefs to become knowledge they simply have to be formed by a reliable method. People do not have to have any knowledge of those methods or even the possibility of such knowledge. But how can a process justify a belief, asks the internalist, if people have no idea whether that process is operating in a given case or whether it is fully or only partly reliable?

			A second objection to the reliability theory is this: The reliability thesis is not sufficient for knowledge because one can have a true belief formed by a reliable method but still not have knowledge. Laurence BonJour presents such a case:

			Norman, under certain conditions which usually obtain, is a completely reliable clairvoyant with respect to certain kinds of subject matter. He possesses no evidence or reasons of any kind for or against the general possibility of such a cognitive power or for or against the thesis that he possesses it. One day Norman comes to believe that the President is in New York City, though he has no evidence either for or against this belief. In fact the belief is true and results from his clairvoyant power under circumstances in which it is completely reliable.3

			Norman, it would seem, has a reliably formed true belief but no knowledge. This completes our survey of some (but far from all) of the different responses to Gettier counter­­­examples to the standard definition of knowledge. It is now time to state some lessons to be learned from these examples and to provide some final reflections about knowledge itself.

			2.4 Final Reflections About Knowledge

			First, even if one cannot solve the Gettier problems precisely, it is still reasonable to say that knowledge is at least true belief plus something that confers justification, warrant, or rationality on that belief. In this sense, knowledge presupposes truth. There could be truth without knowledge, but no knowledge without truth. Moreover, knowledge is a normative notion. Because it includes the notion of justification or warrant, it involves believing what one epistemically ought to believe, believing what it is right to believe, believing what it is intrinsically valuable or warranted to believe from an intellectual standpoint.

			Second, when one tries to formulate a definition of knowledge or, more generally, when one investigates matters in epistemology, one does not start with a set of necessary and sufficient conditions for something to count as knowledge. Instead, one starts with paradigm cases of knowledge: central, clear cases of where knowledge does or does not obtain. In evaluating the Gettier examples, we constantly appealed to cases that did or did not count as knowledge. We then move from these clear cases to the formulation of various definitions of knowledge that we then use to evaluate alleged cases of knowledge that are less than clear, that is, borderline cases. We start with clear cases of knowledge, formulate definitions and criteria for knowledge justified by those clear cases, and extend these definitions and criteria to less clear cases. In this sense, people already have knowledge and many examples of it before they ever start doing epistemology. This will be important to keep in mind in the next chapter, when skepticism is examined.

			Third, does knowing something include knowing that one knows it? That is, must one know that he knows something before he can know it? It would seem not for at least two reasons. First, a farmer can know he owns a tractor without ever reflecting on whether he knows this, without ever asking himself what knowledge is or whether he has it. Knowing that one knows something would seem to require that someone have the concept of what knowledge is in that person’s mind and recognize that his knowledge—say, that he owns a tractor—satisfies that conception of knowledge. But it is obvious that many people never reflect on knowledge itself or on their own states of knowing. Nevertheless they still have knowledge. Second, if one can know something only by first knowing that he knows it, then this would lead to a vicious infinite regress. Why? Because one could not know that he knows something unless he already knew that he knew that he knew it and so on. Thus one must be able to know without first knowing that he knows.

			However, if a person (1) does know something, (2) has at least an approximate understanding of what knowledge is, and (3) asks himself if he does, in fact, know something, then he can surely know that he knows it. In this way the study of knowledge does not make knowledge possible, but it does give insight into the intellectual status of what people know by helping them understand that they do have knowledge of the things they know.

			Here is one final point about knowledge that will be developed in the next chapter. If someone knows something, it does not necessarily mean that the person has complete certainty about that thing. “Being completely certain” in this context means “is logically impossible to be mistaken about.” This is a pretty high standard for knowledge. It requires it to be logically impossible for someone to be mistaken about a claim before one can know the claim in question.

			On this view, a test for a knowledge claim is this: If person S knows that P, then it is a logical contradiction to say that that S merely takes himself to know that P but P is false. Descartes thought that “I think, therefore I am” passed this test, and thus one could, indeed, know that one existed because it is contradictory to say, “I take it to be the case that I think, therefore I exist, but it is false that I exist.” On the other hand, at least at one stage of his argument (i.e., without having established the existence of God), Descartes did not think that one could know that the external, physical world existed. Why? Because the proposition I take it that I am seeing an external world, but there is no external world that exists is not a contradiction. It is logically possible, even though not plausible, that one is hallucinating the external world, merely dreaming about it, or being tricked about its existence by a demon, all while the external world is unreal.

			Such a requirement for knowledge—complete certainty—is too stringent and eliminates as knowledge many things that we do, in fact, know. For example, Allison can know that her light is on even though this knowledge is not completely certain: The proposition Allison takes herself to know that the light is on, but in fact it is not is not self-contradictory. However, Allison’s knowledge that the light is on does not require that this proposition be self-contradictory. Thus one can have knowledge even though it is logically possible that one is mistaken. In fact, we sometimes contrast knowing something with knowing it with certainty, implying that there is a contrast between knowing with certainty and simply knowing. Thus simple knowing is still knowing even if it is not for certain.

			
3—Reason and Rationality

			In addition to knowledge, rationality is a term of epistemological importance. In this section, we will look at different aspects of rationality, beginning with a list of three different notions often associated with the term.

			3.1 Three Notions of Reason and Rationality

			First, there is what can be called Aristotelian rationality. In this sense, Aristotle called man a rational animal. Here, rational refers to a being with ratio—a Latin word referring to the ultimate capacity or power to form concepts, think, deliberate, reflect, have intentionality (mental states like thoughts, beliefs, sensations that are of or about things). Humans are rational animals in that, by nature, they have this power of reason. Two things should be kept in mind here. First, other beings besides humans—angels and perhaps certain animals—have some rational abilities. Second, humans are rational even if through defect (e.g., being a defective newborn) they cannot exercise that power, because the power of reason is possessed simply in virtue of having a human nature. It is important to distinguish between having a power and being able to exercise or develop it.

			A second sense of rational involves ration­ality as the deliverances of reason. Here, the faculty of reason is considered a source of certain items of knowledge and is contrasted with the sensory faculties. Thus, according to the traditional view known as rationalism (not to be confused with the view that there is no God or that belief in God is irrational), truths in logic (modus ponens, if P is larger than Q and Q is larger than R, then P is larger than R) and mathematics (2 + 2 = 4) can be known a priori. Roughly, a priori refers to the idea that justification for them does not appeal to sensory experiences, as would justification for an a posteriori claim (e.g., there is a tree in the yard). According to rationalism, some a priori truths are self-evident: upon simply understanding the proposition in question, one can see or feel a strong inclination to accept that the proposition is a necessary truth—it does not just happen to be true, but rather it could not possibly be false.

			Finally, a third sense of rational is closely connected to justification or warrant. In this sense, to say that a belief (or, better, an episode of believing) is rational for some person S at some time t is to say that the belief has justification or warrant for S at t. It is this third sense of rational that will occupy our attention in the remainder of this section.

			3.2 Rationality as Justification or Warrant

			3.2.1 Rationality and Truth

			Whatever else one should say about ration­ality, one thing seems to be of fundamental importance: Rationality has instrumental value as a means to the end of obtaining truth (see chap. 6 for more on the nature of truth itself). The claim that a belief is rational means, first and foremost, that we take it to be likely that the belief is true because it is rational. It is only if people think that ration­ality or epistemic justification constitutes a means to truth that they have any reason for thinking that rationality is cognitively important. Of course, one could still value ration­ality and not believe in truth in that one could hold rational behavior to be a means to cultural power, happiness, or something else. But if rationality is to be valuable precisely as something related to cognitive and intellectual excellence, then the existence of truth is a necessary condition for such value.

			This insight suggests that there are two fundamental tasks for people as intellectual, knowing beings. These tasks are to obtain or at least try to obtain a set of beliefs that is such that one believes as many truths as possible and avoids believing as many falsehoods as possible, especially in regard to important truths and falsehoods. Now each of these tasks would be easy to accomplish in the absence of the other. One could believe as many truths as possible by just believing everything that popped into his mind, but in this case many false beliefs would be accepted in the process. Similarly, one could avoid believing as many falsehoods as possible by simply refusing to believe anything. But because both tasks are central to us as intellectual beings the need for rationality becomes evident. By learning to be rational and hold beliefs that are justified, people trust that they can increase their stock of true beliefs and decrease their number of false ones.

			3.2.2 Rationality and Epistemic Values

			When one thinks of rationality as justification or warrant for a belief, it is natural to think of rationality as being intellectually or epistemically valuable. In other words, there is a close connection between rationality and epistemic value: to have a justified belief is to have something of intellectual worth. How should one understand this connection between justification and epistemic value? Philosophers differ over this issue.

			As noted earlier in the chapter, some thinkers hold to a deontological view of justification. The word deontological comes from the Greek word deon, which means “binding duty.” According to the deontological view of justification, there are certain epistemic duties or rules such that if one’s beliefs are formed, maintained, and based on (and structured among themselves in accordance with) those rules and duties, then they are justified. This means that one has an intellectual right to hold the belief—the belief is either permissible or obligatory to hold, given certain factors and the correct set of epistemic rules. Since epistemic rules are norms governing our reasoning, they state conditions under which it is either rational (permissible or obligatory) to hold a belief and conditions under which it is irrational (intellectually forbidden) to hold a belief. Here are some examples of epistemic norms: (1) If x looks F (e.g., red) to you and you have no reason for thinking it isn’t F (red), then you are permitted to believe that it is, in fact, F (red). (2) Try to obtain reasonable beliefs and avoid unreasonable ones. (3) Proportion your beliefs to the evidence; believe something if and only if there is good evidence to do so. (4) Other things being equal, suppose other people are like you in that they have certain mental states (e.g., pain) following certain stimuli (e.g., being stuck with a pin) that are similar to yours in analogous circumstances. (5) Accept beliefs that cohere well with your entire set of coherent beliefs.

			Deontological understandings of rationality assume what is called doxastic voluntarism (doxastic means “having to do with beliefs” as opposed to, say, sensory experiences themselves)—the notion that people have at least some voluntary control over and choice about their beliefs, and thus they are intellectually responsible for choosing the right beliefs and avoiding a choice of unreasonable ones. Doxastic voluntarism is a controversial thesis, but it is important to keep in mind that it does not mean one has direct, immediate control over one’s beliefs. If someone offered you a million dollars to believe right now that a pink elephant was in your room, you could not do it if you wanted to. People’s beliefs usually just come to them. Upon looking at a red object, one simply finds himself believing it is red. Nevertheless, one could still have indirect control over a belief. Perhaps people cannot directly change their beliefs, but they may be free to do certain things (e.g., study certain evidence and avoid other evidence) to move themselves to a position to change their beliefs.

			There are other, nondeontological views about rationality and justification. On these views, justification does not amount to following correct epistemic rules, but rather it involves exemplifying certain states of affairs that are intrinsically valuable (valuable in themselves). Here are some examples of such states of affairs: having beliefs formed by a reliable method or that are caused by the thing believed, holding more true than false beliefs, forming and maintaining beliefs by means of properly functioning sensory and intellectual faculties in an environment for which they were designed, having coherent beliefs, and so on. Here, justification is conceived of as forming and maintaining (and structuring) beliefs in such a way that people embody one or more of these intrinsically valuable states of affairs. But these states of affairs are not to be thought of as rules specifying duties. For example, according to some, a belief is rational if and only if it is formed by a reliable method, but there is no duty to “form or try to form your beliefs according to a reliable method.”

			In sum, rationality in the sense of justified or warranted belief is connected to that which is valuable from an epistemological or intellectual perspective: either rules people are to follow in forming and maintaining their beliefs or states of affairs people either do or do not embody in forming and maintaining their beliefs. In chapter five we will look at an important aspect of justification: What structure should one’s set of beliefs have such that those beliefs do, in fact, have justification for that person?

			3.2.3 Degrees of Rationality

			In a certain sense, truth does not come in degrees nor does it change. The fact that 2 + 2 = 4 or that George Brett retired from baseball in 1993 are either completely true or completely false (both are true!), and their truthfulness does not change over time. By contrast, rationality comes in degrees and can change over time.

			For any belief P, say the belief that God exists, there are three important cognitive postures we can take regarding P: we can believe P (as theists do), we can believe not-P (as atheists do), or we can withhold P (as agnostics do) and neither believe P nor believe not-P. Epistemologically speaking, a person should withhold a belief about P if P is counter­­balanced for that person: P and not-P are equally justified for the person; neither position is more justified than the other. If one moves from withholding to believing P or believing not-P, his degree of justification can grow and change over time. For example, in a court of law, the evidence for a guilty verdict can grow in such a way that the belief of guilt becomes more and more (or less and less) justified. Moreover, one could have extremely good reasons to hold a person guilty at one time, but given the addition of new evidence, that belief could pass from being well justified to unjustified. Thus rationality, in contrast to truth, comes in degrees and can change over time.

			One factor that affects whether and to what degree a belief is justified is the presence of defeaters for that belief. Suppose Smith has a belief that Q (e.g., that a statue is blue), and suppose that R (e.g., the way the statue looks to him) is a reason or ground Smith has for holding to Q. A defeater removes or weakens justification for a belief. There are at least two kinds of defeaters. First, there are rebutting defeaters, which directly attack the conclusion or thing being believed. In the case above, a rebutting defeater would be a reason to believe not-Q, that is, a reason to believe that the statue is not blue. An example would be a case where the museum director and a number of reliable, honest people assure you that the statue is gray. Second, there are undercutting defeaters. These defeaters do not directly attack the thing believed (by trying to show that it is false), but rather they attack the notion that R is a good reason for Q. Undercutting defeaters do not attack Q directly; they attack R and in some way undercut R as a good reason for Q. In the example above, an undercutting defeater would be evidence that there is blue lighting around the statue that makes everything in that room look blue. In the example, the undercutting defeater removes one’s reason for thinking that the statue is blue and the rebutting defeater gives one reason for thinking that the statue is not-blue. In different ways, defeaters can remove the justification for a belief.

			In this chapter, the field of epistemology was introduced and different aspects of knowledge and rationality were examined. But do people really know or have justified beliefs about anything? This is part of the problem of skepticism, and to skeptical issues we now turn.

			Chapter Summary

			Epistemology is the branch of philosophy that focuses on the study of knowledge and justified belief. Four major areas of epistemology are (1) the analysis of concepts like knowledge, justification, and rationality, (2) the problem of skepticism (do people have knowledge or justified beliefs?), (3) the sources and scope of knowledge or justified belief, and (4) the study of criteria for knowledge or justified belief.

			There are three types of knowledge: knowledge by acquaintance, know-how, and propositional knowledge. Regarding the last, the standard definition of knowledge has identified it with justified true belief. Gettier-type counterexamples have been raised against the standard definition. Philosophers have responded to these examples in one of three ways: reject the examples and retain the standard definition, add a fourth condition to justified true belief, or replace justification with something else (reliability, being suitably caused) to form a new tripartite definition. Whatever one says about this debate, it seems reasonable to affirm this about knowledge: It is normative; people start epistemology with particular cases of knowledge and not with necessary or sufficient conditions for a definition of knowledge; and people do not have to know they know before they can know.

			Rationality is another important epistemological notion. We use the term rational in three senses: Aristotelian rationality, the deliverances of reason, and rationality as justification or warrant. Regarding the latter, rationality is a means to truth, and it can be understood in terms of fulfilling certain epistemic duties or embodying certain states of affairs deemed intrinsically valuable from an epistemic point of view. Finally, rationality comes in degrees and can change over time, and one way this takes place is through the presence of different kinds of defeaters.

			Checklist of Basic Terms and Concepts

			a posteriori

			a priori

			Aristotelian rationality

			causal theory

			defeasible

			defeater

			deliverances of reason

			deontological view of justification

			doxastic voluntarism

			epistemic duties or rules

			epistemic value

			epistemology

			externalism

			faculty of reason

			Gettier-type counterexamples

			internalism

			intuition

			justification

			know-how

			knowledge by acquaintance

			knowledge by description

			propositional knowledge

			rationalism

			rationality

			rebutting defeater

			reliability theory

			self-evident

			sensory faculties

			skepticism

			Socratic questions

			standard definition of knowledge

			strong externalism

			strong internalism

			tripartite analysis

			undercutting defeaters

			warrant

			weak externalism

			weak internalism
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