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SQUARES & SHARPS,
SUCKERS & SHARKS


People have been gambling, in one form or another, for as long as history itself. Why? Money, entertainment, escape and a desire to win are all traditional explanations. Arguably, however, these are secondary considerations to a higher order purpose: a craving for control. Gambling offers a means of gaining authority over the unknown, granting us a sense of control over uncertainty. Almost always that sense is illusionary – gambling, including betting and investing, is essentially random – yet for many it is nonetheless profoundly rewarding. This book attempts to explore the reasons why. Along the way, it examines:





•  The science of probability and uncertainty


•  Why gambling is often condemned


•  The difference between expectation and utility


•  The irrationality of human beings


•  Evolutionary perspectives on gambling


•  Luck and skill


•  Market efficiency and the wisdom of crowds


•  Why winners take all


•  Cheating


•  Why the process matters more than the outcome





Since 2001 Joseph Buchdahl has been providing quantitative football and tennis data for betting analysis, and independent verification for sports betting advisory services. He is also the author of Fixed Odds Sports Betting and How to Find a Black Cat in a Coal Cellar.








GOD DOES PLAY DICE


Albert Einstein once famously said that God does not play dice, expressing his contempt for the idea that the universe is governed by probability and believing instead that everything is causally deterministic. According to 19th century determinism, if someone could know the precise location and momentum of every atom in the universe, their past and future values for any given time could then be calculated from the laws of classical mechanics. Laplace’s Demon, as this thought experiment became known, has provided the beacon of hope to all gamblers that it is fundamentally possible to predict the future. Sadly, quantum mechanics, the science of the 20th century, demonstrated that both Einstein and Laplace were wrong. Not only does God play dice, but he doesn’t know what the outcome will be.


The quantum mechanical world of the atom may not, at first sight, have a great deal to do with the spin of a roulette wheel, predicting the outcome of a football match or the value of a share, although more than one might imagine, as we shall see. Yet the significance of the distinction between these two ideas of determinism and uncertainty lie at the very heart of understanding the science of gambling and the psychology of gamblers. Human beings love to find patterns; indeed, they’ve evolved that way (because pattern recognition is cognitively less energy-intensive). And they love to find causal explanations for those patterns, even when none actually exists. Randomness, by contrast, is not a concept easily understood and embraced, but failure to do so ensures that the majority of gamblers, including even those in the arenas of sports and finance where theoretical advantages exist, find themselves on the wrong side of the profit line. Furthermore, almost all of those who do make money from such gambling markets do so purely by chance.


This is not an idea that most gamblers find palatable, since it has implications for the very reasons why we choose to gamble in the first place. Gambling is connected to an intrinsic desire to control one’s destiny, to manipulate luck in order to validate and find meaning in life. Gambling, it turns out, is as natural as a faith in God, and for more or less the same reasons. No wonder, then, that those of a more religious persuasion, both past and present, have attempted to condemn it as something immoral. If all (or almost all) of gambling, including sports betting and financial investing, is just uncontrollable chance, what, then, is the point of it?


Spoiler alert: this book will not provide you with a winning system. On the contrary, having read it you will understand why, if I had made such a claim, it would probably no longer be valid. My intention, then, is not to help you become a more profitable gambler but rather, hopefully, a wiser one, through a deconstruction of three core areas associated with gambling: its science, psychology and philosophy. In doing so I hope to explore the reasons why some of us gamble, why others condemn it, why still others exploit it for selfish intentions, why most of us lose whilst a few winners take all, and finally why gambling, or at least the way some gamblers think, might actually be good for our decision making.


Whilst I will be examining various domains of gambling, including games of pure chance (at the casino) as well as games that theoretically offer an element of skill (poker, sports and the world of finance), my background as a sports data analyst predicates that much of my material will focus on betting. In particular, I will be using data that I have collected over the past 14 years to investigate why so few sharps1 actually manage to beat the market, and why the remaining squares are really just randomly chucking darts. Following this, I will also review a few examples of the shady practices that take place in the world of gambling, exploring some of the reasons why sharks might choose to prey on suckers and why the latter allow themselves to fall victim. Finally, I will conclude by examining what makes a good gambler, and why when faced with decision making under uncertainty, it pays to focus more on the process than the outcome.


In writing this book, I have adopted a multidisciplinary approach, taking the reader on an explorative journey into domains as varied as economics, behavioural and evolutionary psychology, neuroscience, quantum mechanics, chaos and complexity theory, game theory, history and ethics, as well as the more familiar territory of probability upon which all of gambling hinges. With that in mind, let’s begin this journey by first delving into the world of uncertainty, and an investigation into the length of Queen Cleopatra’s nose.












1  Whilst the term ‘sharp’ has at certain times been used to describe players who exploit others in games of chance, for example ‘card sharp’, here I define a ‘sharp’ player as a gambler with a positive expectation acquired through something more than chance, whilst the term ‘shark’ is reserved for those who intentionally prey on others, the ‘suckers’ (who fall for the sales pitch), for their own financial gain. Finally, ‘squares’ are considered players who have no positive expectancy and are merely winning and losing as a consequence of luck.








CLEOPATRA’S NOSE


Blaise Pascal, a 17th century French mathematician and one of the founding fathers of probability theory, once famously remarked: “Cleopatra’s nose, had it been shorter, the whole face of the world would have been changed.” Had her nose been smaller, he hypothesised, she would have lacked the dominance and strength of character which a large nose in the Egyptian first century BC epitomised. As a consequence, Julius Caesar and Marc Antony would not have fallen under her spell, wars would not have been fought, and today we might all be speaking Latin. The ‘Cleopatra’s Nose’ theory is basically the proposition that chance has a massive role to play in the evolution of history. And so, of course, it does in gambling.


We have probably all had similar ‘Cleopatra’ insights, thinking about how things might have happened differently given tiny changes to insignificant starting points. If Steven Gerrard had woken up a second later than he did on that fateful day in April 2014 when Chelsea beat Liverpool, would he still have slipped over? If Mark Robins hadn’t scored his 56th minute goal against Nottingham Forest in the 3rd round of the FA Cup on 7 January 1990 would Manchester United have won 13 Premiership titles and would Alex Ferguson have been knighted?


Pascal’s thought experiment laid the foundations for what would ultimately come to be known as chaos theory. We’ll consider how this theory, more commonly known as the butterfly effect, has implications for the success of our predictions about the future; but first, a brief history of probability. Ironically, it all began with gambling.






A Brief History of Probability


Probability, the subject matter that defines all of gambling, did not gain any rigorous academic attention until the 16th century when the Italian mathematician Gerolamo Cardano developed the first statistical principles, and in particular the notion of odds as the ratio of favourable to unfavourable outcomes, thereby expressing probability as a fraction (the ratio of favourable outcomes to the total number of possible outcomes), a concept that is still used by bookmakers and casinos today. Critically, Cardano recognised the significance of possible combinations that contribute to a ‘circuit’ – the total number of possible combinations. For example, when throwing a pair of 6-sided dice, he recognised that there are not 11 but 36 possible outcomes. Yet Cardano may never have realised what he was on the verge of discovering. Indeed it remains unclear whether he developed his elementary rules of probability for the purposes of gambling – he was a consummate gambler – or for the purposes of defining a new theory of mathematics. This task fell to two French mathematicians, the first of whom we have already met at the start of this chapter.


In 1654 Blaise Pascal was asked by his friend Chevalier de Méré to consider the problem of points. The problem of points concerned a game of chance, called balla, where two players had equal chances of winning a round. Each player contributed equally to a prize pot, and agreed in advance that the first player to have won a certain number of rounds would collect the entire prize. Chevalier de Méré asked Pascal to consider how a game’s winnings should be divided between two equally skilled players if, for some reason, the game was ended prematurely. Originally considered in 1494 by another Italian mathematician, Luca Pacioli, the problem remained unsolved, even by Cardano. Pascal decided to correspond with his friend and colleague Pierre de Fermat (famous for Fermat’s last theorem) on the matter. The work that they produced together signalled an epochal moment in history, defining a new field of mathematics: probability theory. In doing so they introduced the concept of mathematical expectation or expected value, understood by every gambler with more than a passing interest in numbers.


Given that human beings have been playing games of chance for many thousands of years, it is perhaps surprising that it took so long for the subjects of probability and randomness to be considered formally at all. Undoubtedly, the equivalence most societies and cultures prior to the Enlightenment had perceived between chance and pre-ordained divination according to God (or gods) accounts for much of the explanation. Yet the ancient Greeks, being more intellectually enlightened than most of the 2,000 years that followed them, also ignored the problem. Despite understanding that more things might happen in the future than actually will happen, they never chose to formalise this mathematically. In all probability (pun intended), the reason was that the Greeks had little interest in experimentation and proof by inductive inference; they preferred proof by logic and deduction instead. By contrast, the Enlightenment heralded a birth of a new freedom of thought, a passion for experimentation and a desire to control the future.


Pascal was also a deeply religious man, and he reconciled his new theory of probability, and the propositions it advised for unfinished games of balla, as a matter of moral right. Other exponents of probability theory, such as Jacob Bernoulli, a 17th century Swiss mathematician, would also blur the distinction between mathematics and morality. As such, how wagers in games should be settled, and how value should be assigned to their stakes, came to be understood in terms of religious morality and Divine will. Indeed, even one of Adam Smith’s defining works that marked the birth of capitalism was named the Theory of Moral Sentiments.


Pascal used his new mathematics to pose a question, which has become known as Pascal’s Wager: “God is, or He is not. But to which side shall we incline? Reason can decide nothing here.” Which way we should wager will be defined by four propositions: 1) you bet that God exists and he really exists – infinite gain; 2) you bet that God doesn’t exist but he does exist – infinite loss; 3) you bet that God exists and he doesn’t exist – finite loss; and finally 4) you bet that God doesn’t exist and he doesn’t – finite gain. Essentially, Pascal was asking us to consider the relative value of the cases where God does and does not exist, even if it happens that the distinction represents a 50-50 proposition. The answer, to Pascal at least, was obvious: why risk eternal damnation betting against God, when betting for God, through means of living a pious life, involves a considerably smaller outlay, regardless of whether God exists or not. As such, Pascal’s Wager represented the beginnings of behavioural decision theory, or the theory of decision making under uncertainty, which Daniel Bernoulli, Jacob’s nephew, would advance during the following century.






Moral Certainty


Thus far, probability theory had concerned itself merely with games of chance, where the probabilities of possible outcomes could be calculated a priori from mathematical principles. Such mathematics is pretty much all that is required for a casino offering games such as roulette, craps and keno to manage its liabilities (particularly an online casino that won’t suffer from the vagaries of imperfect roulette wheels and dice), since expected values for all these games can be calculated exactly.


In 1703, two years before his death, Jacob Bernoulli wrote to his friend Gottfried Leibniz, a German mathematician and philosopher (famed for the development, alongside Sir Isaac Newton, of calculus) commenting on the oddity that we can know the odds of rolling a five rather than a three with a pair of dice, and yet are unable to precisely calculate the chances that a man of 20 will outlive a man of 60. In a stroke, in making a crucial distinction between reality and abstraction, Jacob had identified the (moral) conundrum that has plagued speculators of sports and finance ever since. Many outcomes, and more importantly outcome expectancy, cannot be known with perfect precision.


Jacob Bernoulli wondered whether the problem might be solved by examining a large number of pairs of each age. In doing so, he was implicitly recognising that the past must provide some key to predicting the future. Leibniz was not impressed: “Nature has established patterns originating in the return of events, but only for the most part.” For Leibniz, a finite number of historical observations would inevitably provide too small a sample from which to formalise a mathematical generalisation about nature’s intentions. Jacob’s response provided a revolution in statistics. His intellectual leap was to be the first to attempt to measure and define uncertainty, and in doing so calculate a probability empirically via inductive inference that a particular value lies within a defined margin of error around the true value, even when that true value remains unknown. For Jacob, probability was a degree of moral certainty and differed from absolute certainty as the part differs from the whole.


As such, Jacob Bernoulli’s method of inductive inference involves estimating probabilities from what happened after the event, that is to say, a posteriori. For his solution to work, it requires one key assumption: under similar conditions the occurrence or otherwise of an event in the future will follow the same pattern as was observed in the past. Jacob recognised the significance of the limitation this assumption implied, and in doing so revealed the uncertain nature of the world we live in.


Jacob Bernoulli’s work on a posteriori estimation of probabilities led to his formulation of the law of large numbers. Frequently confused by gambling squares with the law of averages, the law of large numbers states that, as a sample size of independent trials (for example coin tosses) grows, its average should move closer and closer to the expected value. A key word here is ‘independent’. In roulette, for example, each spin of the wheel is independent of the previous one, and its outcome has no memory of the last. The probability of the ball landing on red occurring after 3, 5, 10 or any number of consecutive blacks remains 50% (discounting the effect of the zero or zeros). Misunderstanding of this law has cost many a gambler dear. On 18 August 1913 at the Monte Carlo Casino, the roulette ball landed on black 26 times in a row with a probability of 1 in 136,823,1842. Of course, one should remember that every other sequence of red and blacks (and zeros) was just as likely, but for human beings programmed to see and interpret patterns, far less memorable. Gamblers lost millions incorrectly believing that, according to the erroneous interpretation of the law of averages, a red must surely be more likely to appear after successive increases in the sequence of consecutive blacks to restore the balance of randomness. Unsurprisingly, the gambler’s fallacy is also known as the Monte Carlo fallacy. It is probably the most frequently expressed fallacy in all of gambling.


Jacob Bernoulli illustrated his law of large numbers by means of a hypothetical urn filled with 3,000 white pebbles and 2,000 black pebbles. Initially, this ratio is unknown to us. Our task is to estimate it through the process of iteratively withdrawing and replacing the coloured pebbles, each time noting the colour. The larger the number of pebbles we draw, the nearer we should expect the ratio of drawn white and black pebbles to approach 3:2, the true ratio. Jacob calculated that it would take 25,550 drawings to demonstrate a moral certainty with 1 part in 1,000 that the result we should obtain would lie within 2% of the true ratio. Jacob clearly demanded a high price for moral certainty. Others may well have accepted ‘truth’ long before. Indeed, acceptance of a scientific hypothesis reliant on similar proof by statistical inference requires a moral certainty of just 1 in 20. Doubtless, there will be explanations for this weaker insistence on moral truth, but the consequences will be far reaching; a lot of what is claimed as scientific evidence will be nothing more than meaningless statistical association arising by chance. For that matter, a lot of people who claim to be able to beat the financial market or to be able to predict the outcome of sporting contests actually fail to demonstrate a meaningful standard of moral certainty when subjected to proper scrutiny. We will return to that in later chapters.






Normality


Another of Jacob’s nephews, Nicolaus Bernoulli, continued his uncle’s work on probability theory and the estimation of uncertainty. Whilst Jacob calculated the number of trials one would require to define the error between an observed value and a true value, Nicolaus chose to start from the other end; given a fixed sample of observations, in this case the ratio of male to female births, what is the probability these would fall within a specified margin of error? Another French statistician, Abraham de Moivre, turned his attention to how well Nicolaus’ samples represented the world from which they were drawn. De Moivre was already familiar to the gambling fraternity, with his publication in 1718 of The Doctrine of Chances, the first serious textbook on probability theory. Indeed, the first edition had the subtitle: a method for calculating the probabilities of events in play. De Moivre observed that establishing moral certainty via Jacob Bernoulli’s experimental method of counting would be so laborious as to be of little practical use. Solving the problem by combining both calculus and the binomial theorem3, de Moivre observed how a set of random samples would distribute themselves about an average value. The larger the number of samples he observed, the smoother the shape of that distribution became. In effect, he expanded the binomial distribution to the infinite limit and discovered the normal distribution curve, with its own mathematical expression. Students of high school mathematics will remember its bell-shape, with many observations clustered around the mean and fewer further away.
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Whilst de Moivre’s normal distribution couldn’t calculate the precise chance that a man of 20 will outlive a man of 60, it could answer the question: if the true chance is assumed to be a particular number, what is the probability that our observations of the longevity of men aged 20 should occur. In effect, de Moivre was one of the founding fathers of statistical hypothesis testing.


De Moivre’s mathematics allows us easily to determine when a set of data is normally distributed by means of its standard deviation, a measure of the spread or variance of the data within the distribution. When observations are normally distributed, those values less than one standard deviation away from the mean account for just over 68% of the data set; two standard deviations from the mean account for about 95%; and three standard deviations account for over 99%. The normal distribution is immensely powerful as it helps to define instances of real world phenomena consisting of independent observations that occur simply by chance. A beautiful illustration of this can be seen by means of a quincunx machine, originally devised by Sir Francis Galton in 1889. Many are available online4. Normal distributions are more improbable when observations are path dependent, that is to say, the probability of the next one occurring is dependent on, or causally determined by, the previous one. In the absence of path dependency, it’s usually a pretty safe bet that the phenomenon we are observing is random. That is to say, it has no cause. Not that de Moivre interpreted it that way; he was so astonished by the orderliness of randomness that he attributed it to Divine Providence, or in his words Original Design.


Many worldly phenomena find themselves normally distributed, for example intelligence, height, weight, blood pressure and many other physical and genetic characteristics that show no systematic differences across populations, life expectancies (for humans as well as batteries), annual crop yields and rainfall, batting averages in major league baseball and, much to the disappointment of a perennial stream of deniers, so also most of the daily movement of stock prices. A random process essentially means it has no memory. Without a memory, how can future observations possibly be predicted from preceding ones, and perhaps more importantly, how can we hope to make a profit?


A corollary of the normal distribution is that more extreme variables will tend to move closer to the average on subsequent measurements. The phenomenon was first uncovered by Sir Francis Galton, the Victorian polymath, as he experimented with his quincunx machine and the heredity of sweet peas. In cross breeding trials, Galton noted a tendency for the size of the offspring to show a smaller (but still normal) distribution than that of the parents. Crucially, whilst the offspring of larger parents tended to be smaller, the offspring of smaller parents tended to be larger. Galton described this tendency as reversion or regression to the mean. It is important to realise that there is no requirement for any teleological cause for this regression in a strictly deterministic sense, merely a random process that sees extremes become less extreme. As if to demonstrate this point, paradoxically, regression to the mean is not time dependent; if subsequent measurements are more extreme, the tendency will be for their earlier ones to be closer to the average. Regression to the mean, then, is entirely reversible.


Crucially, this principle informs us not that things must return to the average, just that they have a tendency to do so. After each successive black on that fateful day in Monte Carlo, there remained the tendency that the overall sequences of reds and blacks would revert towards the average of 50-50, but this did not imply that it had to. Roulette balls don’t have memories; they simply obey the laws of probability. ‘What goes up must come down’ is as much a fallacy as a belief in the law of averages. What goes up has a tendency to come back down, but it doesn’t have to, nothing is making it do so. As Jordan Ellenberg clarifies in How Not to be Wrong: the Hidden Maths of Everyday Life, the law of large numbers works not by balancing out what’s already happened, but by diluting it with new trials.


It is easy to see how gamblers might make incorrect inferences about patterns they perceive as offering the potential for profitability, if they fail to consider the implications of regression to the mean. An increase in the price of a mutual fund or an upturn in the fortunes of a football team might easily be misconstrued as having causal explanations when in fact they represent nothing more than statistical quirks. Considerable research into the financial markets has demonstrated evidence of regression to the mean. One particular example is noteworthy. On 1 April 1994 Morningstar, the investment research and management firm known for its ratings of mutual funds, published the performance of a basket of mutual fund categories for two five-year periods, comparing the five years to March 1989 with the subsequent five years to March 1994. All funds above the mean in 1989 (13.6% growth) were below the mean in 1994 (13.1% growth) and vice versa. International stocks, for example, had grown by 20.6% in the five years to March 1989, contrasted with just 9.4% in the subsequent five years. Small Company funds on the other hand underperformed the market to 1989 with a growth of 10.3% but managed to outperform it over the following five years, seeing 15.9%.


So what’s an investor to do if such movements demonstrate little more than a random walk underpinned by regression to the mean? Well, ‘buy low, sell high’ may be excellent folklore advice in this context. Indeed, such a contrarian strategy may account for much of the success experienced by legendary investors such as Warren Buffett. The problem, of course, is knowing when low is low and high is high. In the real world of finance, regression won’t manifest itself as a simple linear trend to smooth out extremes. Regression will be dynamic, sometimes overshooting, sometimes undershooting, fluctuating around a mean which itself will not necessarily be stable, such that normality itself is an ever-changing benchmark.


Another example from the world of sport exemplifies regression to the mean beautifully: the new manager effect. The new manager effect concerns the idea that new football managers appear to improve the success of a football club relative to its performance under the old manager just prior to his sacking. The data on that appear pretty conclusive. Analysing managerial turnover across 18 seasons (1986 to 2004) in the Dutch premier division, Bas Ter Weel5 revealed noticeable patterns of prior decline and subsequent improvement centred on the sacking of one manager and the appointment of a new one. Crucially, however, almost the same pattern could be observed where managers had not been sacked. How so? Ter Waal was unequivocal in his explanation: “If managers do not matter for differences in performance across firms and quality does not vary across managers, the only observed performance change following turnover would be mean reversion.” David Sally, co-author of The Numbers Game: Why Everything You Know About Football is Wrong6, emphasises the point:





“In the same way that water seeks its own level, numbers and series of numbers will move towards the average, move towards the ordinary. The extraordinary… is followed by the ordinary… the ordinary is what happens. The average is what happens more often than not.”





Ter Waal’s research has been replicated for other football leagues, most particularly in Germany and Italy.






Laplace’s Demon


In one sense, the development of probability theory throughout the Enlightenment was at odds with the pervading culture of the 17th and 18th centuries. The Age of Reason, personified in Sir Isaac Newton and codified in his famous laws of motion and gravitation, had ushered in a new era of scientific determinism. If probability theory was describing a world of chance and randomness, what use was it when it came to ascribing effects to prior causes to explain and predict why it is that things happen? Of course, the forefathers of probability theory were still very much grounded in scientific rationality, and considered their new mathematics as offering valuable tools with which to make predictions about the future. We have already observed how de Moivre submitted to the power of ‘Original Design’, an epistemological position echoing back to earlier ideas of Divine Predestination that had been subsumed during the Enlightenment. Jacob Bernoulli, too, believed that if “all events from now through eternity were continually observed (whereby probability would ultimately become certainty), it would be found that everything in the world occurs for definite reasons.”


19th century polymaths were cast under the spell of scientific determinism too. Henri Poincaré, a French philosopher, physicist and mathematician, insisted that chance is only a measure of our ignorance.





“Every phenomenon, however trifling it be, has a cause, and a mind infinitely powerful, and infinitely well-informed concerning the laws of nature could have foreseen it from the beginning of the ages. If a being with such a mind existed, we could play no game of chance with him; we should always lose.”





Furthermore, in a world of cause-and-effect, Poincaré insisted, we can invoke the laws of probability to make predictions about future stock prices, the value of life insurance policies and even the weather.


Perhaps the most significant and earliest articulation of scientific determinism can be attributed to Pierre-Simon Laplace, a French astronomer and mathematician, who in 1814 published the following postulate which subsequently became known as Laplace’s Demon.





“We may regard the present state of the universe as the effect of its past and the cause of its future. An intellect which at a certain moment would know all forces that set nature in motion, and all positions of all items of which nature is composed, if this intellect were also vast enough to submit these data to analysis, it would embrace in a single formula the movements of the greatest bodies of the universe and those of the tiniest atom; for such an intellect nothing would be uncertain and the future just like the past would be present before its eyes.”





Clearly we can see where Poincaré took his inspiration from. Evidently, Laplace did not believe in luck. Indeed, he was convinced there was no such thing. Put simply, Laplace and Poincaré were arguing that everything happens for a reason, and provided we (or our demon) know enough about the initial conditions, it should simply be a question of mathematics to be able to predict how and why they happen; music to the ears of every financial investor and sports bettor, no doubt.


Nevertheless, both Laplace and Poincaré appear to have held reservations. For his part, Laplace warned against the tendency to assign a particular cause to an outcome when in fact only chance was at work. In doing so, he was unmistakably aware that all of us are prone to find significance, or as Jacob Bernoulli would put it, moral certainty, in patterns that undeniably have no meaning at all. 26 consecutive blacks on a roulette wheel is clearly a pattern that conjures all sorts of emotional responses, and for some misguided wagering. A random series of some reds and blacks over 26 wheel spins elicits no such response, indeed it would never be consigned to memory at all. And yet both sequences are just as probable (or improbable), and just as random as each other.


Perhaps more significantly, Poincaré understood that sometimes the distinction between randomness and determinism becomes blurred. Some events that appear to be lucky are in fact deterministic, but slight variations in the initial conditions change the evolution of successive cause-effect iterations such that the final outcome may bear no resemblance to another with a similar, but slightly different, starting point. In uncovering this sensitivity to initial conditions, Poincaré indicated that randomness and determinism appear distinct only because of long term unpredictability. A very small cause, which eludes our capacity to analyse, determines a considerable and observable effect; hence we say that it is due to chance. As such, prediction becomes impossible and we have a random phenomenon. This was the birth of chaos theory. Laplace, it would appear, was right: luck is merely evidence of incomplete knowledge.


To most people, chaos theory is more popularly known as the butterfly effect. The name of the effect, coined by Edward Lorenz, a 20th century American mathematician and pioneer of chaos theory, is derived from the metaphorical example of the simple flapping of the wings of a butterfly somewhere in the world influencing the outcome of a major weather system a couple of weeks later somewhere else on the planet. Exemplifying Poincaré’s sensitivity to initial conditions, we can reason that, had the butterfly flapped its wings in a slightly different manner, the successive perturbations to the air around it, and subsequently to the wider atmosphere at large, manifested through a process of non-linear feedback, would result in a completely different weather pattern a couple of weeks hence. It is for this reason that Poincaré explained why meteorologists had such limited success making weather forecasts.


Essentially chaos theory reveals that often we have too little information to apply the laws of probability, and even if we try we can never be absolutely certain about causation. This takes us back nicely to de Moivre’s samples and his normal distribution. No matter the quality of our sample data we can never extrapolate with 100% certainty what they inform us about the underlying ‘truth’ of the population. The best we can do is infer that a hypothesis under scrutiny should either be rejected or not rejected, but never accepted with absolute certainty. Today this is known as the principle of falsifiability.


It requires little effort to transform a simple linear system into a chaotic unpredictable one. Consider for example a simple pendulum and start it swinging. Its motion will be perfectly described by Newton’s laws of motion. Given knowledge about the length of the pendulum and the strength of the gravitational force influencing its motion, I will be able to predict its velocities and positions at any time in the future. Now let’s add a second pendulum to the bottom of the first by means of a second fulcrum. This time, the motion of the pendulums very quickly become unpredictable and chaotic, and any attempt to try to replicate the initial starting position to repeat a series of oscillations becomes an impossible task.


It is easy, then, to see how even fairly simple systems can quickly become chaotic. Slight differences in the way a snooker player might strike the cue ball could very quickly lead him to losing position. Indeed, it has even been estimated that the gravitational pull of an electron on the other side of our galaxy may have an influence, through non-linear feedback, on the outcome of a game of snooker. If we happen to be betting on him winning the frame or the match, chaos theory is something that is going to have a significant impact. In team sports, where numerous players are interacting for long durations, the potential for chaos to wreak havoc is potentially limitless. Whilst all of it may be deterministic in nature, our limited capacity to analyse the evolution of such non-linear systems essentially reduces much of what we witness to luck, even if, in a theoretical sense, Poincaré was right to insist that every phenomenon has a cause. Or was he?






The Uncertainty Principle


The Age of Reason and the scientific determinism that accompanied it were snuffed out on the battlefields of the First World War. Until then, probability theory represented little more than an epistemological paradigm, illustrating the practical limits to analysing causality and predicting the future within a universe that nevertheless was fundamentally deterministic. All that changed in the early years of the 20th century. Already, Albert Einstein had revealed that Newton’s laws were but mere approximations of a more general ‘truth’ about space, time and gravity, whilst quantum mechanics (the science of the very small) began to reveal that the very universe itself might behave probabilistically. The ‘items of nature’ that Laplace’s demon was charged with studying started to behave like waves, with no fixed position. How can you predict where something is going to be in the future when you don’t even know where it is right now?


It wasn’t until 1926 that Werner Heisenberg, a German physicist, began to realise the implications that wave-particle duality would have for determinism. Heisenberg pointed out that you couldn’t measure both the position, and the speed, of a subatomic particle exactly. The following February he published his now famous Uncertainty Principle, which stated that the more precisely the position of some particle is determined, the less precisely its momentum can be known, and vice versa. This was not a constraint imposed by the physical limitations of practical observation. On the contrary, it was an impossibility imposed by the very nature of matter itself.


Even Einstein himself was unhappy at such a probabilistic interpretation of the universe. In a letter to his friend and colleague Max Born, another German physicist, just before Heisenberg published his Uncertainty Principle, he expressed his dissatisfaction clearly.





“Quantum mechanics is certainly imposing. But an inner voice tells me that it is not yet the real thing. The theory says a lot, but does not really bring us any closer to the secret of the ‘old one.’ I, at any rate, am convinced that He does not throw dice.”





Of course by ‘He’, he meant God. Einstein believed that the uncertainty was only provisional, and that there was an underlying reality, in which particles would have well defined positions and speeds, and would evolve according to deterministic laws in the spirit of Laplace. He was wrong. Even God is bound by the Uncertainty Principle, and cannot know both the position, and the speed, of a particle. As Stephen Hawking says, “all the evidence points to Him being an inveterate gambler, who throws the dice on every possible occasion.” Moreover, He doesn’t even know what the outcomes will be.


Other scientists, however, were ready to take up the challenge. Wave functions came to represent particles which have ill-defined positions and speeds. The size of the wave function gives the probability that the particle will be found in that position, whilst the rate at which the wave function varies from point to point provides a measure of the momentum of the particle. If you know the wave function at one time, then its values at future times can determined by what is called the Schrödinger equation, named after its inventor, the Austrian physicist, Erwin Schrödinger. This is not the sort of determinism that Laplace envisaged. Instead of being able to predict the exact positions and speeds of particles, all we can predict is the wave function, which provides only a probabilistic measure of position and momentum. According to the Schrödinger equation, the best we can do is predict only half what Laplace envisaged his demon was capable of. Perfect predictions about the future are impossible since the stuff out of which the universe is made behaves randomly.


According to Nate Silver, in his book The Signal and the Noise, we needn’t worry about the implications of Heisenberg’s Uncertainty Principle. Most things we are interested in predicting, like sports, the markets and the weather operate at the macroscopic level, many orders of magnitude bigger than the size of atoms. The physical stuff of reality is much too large to be discernibly influenced by quantum mechanics. While Heisenberg’s Uncertainty Principle disrupts causality at the atomic and subatomic level, it typically does not rear its head in the macroscopic world. Avogadro’s number7 is so large that the probabilities that influence a small number of atoms essentially collapse into virtual certainties via the law of large numbers. Not so according to Andreas Albrecht. In a paper8 published at the end of 2014 with co-author Daniel Phillips, both at the University of California, the quantum mechanical behaviour of atoms may very well be responsible for the probability of all actions, with far-reaching implications for theories of the universe (as well as gambling).


The connection between the subatomic quantum world and the macroscopic classical world can be seen in Brownian motion, named after the 19th century botanist Robert Brown who first observed the random haphazard movements of small pollen grains suspended in water. Most high school students will have seen it at one time looking through a microscope during a science class. Even though they can’t be seen, the water molecules are in a constant state of thermal motion, repeatedly colliding with the much larger pollen grains (up to 250,000 times in diameter) in all directions. Despite the number of collisions taking place, the randomness with which they occur ensures that there are always tiny imbalances at any given time with slightly more molecules pushing a grain on one side than the other.


The Heisenberg Uncertainty Principle dictates that the trajectory of a water molecule will have an inherent uncertainty, resulting from the uncertainties in its position and momentum. Albrecht and Phillips calculated how this uncertainty grows with each collision between molecules. In fact, the uncertainty becomes so large in the space of one collision that every single fluctuation in the property of water has a fully quantum-mechanical origin. Furthermore, the researchers claim, the quantum fluctuations manifest in the water could wholly determine the outcome of a toss of a coin. Quantum uncertainty in the position of neurotransmitter polypeptide molecules (amino acid chains) in the nervous system of a coin tosser arises because of the Brownian motion of these molecules in a fluid that is largely water. This quantum uncertainty will subsequently translate into an uncertainty in the number of times a coin turns in the air before being caught, via the molecular interactions that (non-linearly) amplify the tiny quantum fluctuations, to ultimately determine whether it lands heads or tails. Hence, Albrecht and Phillips maintain, the classical probability and randomisation associated with the tossing of a coin emerges from underlying quantum probabilities. As such, because the uncertainty of such a system increases non-linearly with every subsequent Brownian collision, once that uncertainty becomes large enough, its quantum effects become the dominant factor in the outcome, not classical mechanics. For a game of snooker, for example, Albrecht and Phillips calculated that it could take just 8 collisions between balls for quantum uncertainty to dominate.


In an attempt to make sense of the strange world of quantum uncertainty, Schrödinger hypothesised a cat, Schrödinger’s cat, whose continued existence or swift demise would be ‘determined’ by the radioactive decay of a single atom. If, during an hour, the atom decays, this triggers the release of some poison which kills the cat. On the other hand, if no decay takes place, the cat is spared. Since the decay or otherwise of the atom is governed by Heisenberg’s quantum uncertainty, it is impossible to know whether the cat is alive or dead, until at some later time the cat’s health is observed. Essentially, the cat’s wave function describes a superposition of states during which it is paradoxically both alive and dead at the same time. Only once we observe the cat does its wave function superposition collapse to reveal whether it is dead or alive. Heisenberg’s Uncertainty Principle forbids the possibility of predicting a priori whether the cat will live or die.


The implications of Schrödinger’s thought experiment and of the emergence of classical randomness from quantum uncertainty for gamblers hoping to predict the future are considerable. Albrecht and Phillips’ theory describes a kind of chaotic (but non-deterministic) system, in which the tiny fluctuations at the quantum scale – the equivalent of a butterfly flapping its wings – become amplified via countless molecular interactions until they collectively manage to have an impact at the macroscopic scale. The tossing of a coin, indeed the scoring of a goal, the serving of an ace, the electoral choice of an undecided voter, the size of dividend of a company and any number of other real world phenomena where decision making driven by neural processing plays a role are the probabilistic equivalents to Schrödinger’s cat. The final state cannot be predicted until it has actually happened. In fact, there may be no physically verifiable fully classical theory of probability at all, just a quantum one, where the multitude of possible shapes and sizes of Cleopatra’s nose and the futures that evolve from it may all be happening at the same time. The history that we experience may all just be an illusion. This is a very disconcerting picture for human beings designed to handle only either/or. Visualising quantum-like superposition of probabilistic states is not something that comes naturally.






Playing Games


If the horrors of the First World War and new science of quantum mechanics didn’t present enough of a challenge to those still insisting that all uncertainty could be managed, risks reduced to zero and economic stability guaranteed, along came the Great Crash of 1929 and the Great Depression that followed it. In 2008, with the financial crash, the world was again reminded that the science of prediction will never be perfect, and black swans9 are inevitably waiting around every corner of the future. The turmoil unleashed at the end of the Roaring Twenties, characterised by the decade’s social, artistic, cultural and economic dynamism, particularly in the United States, would ensure that never again would economists insist that fluctuations in the economy were a theoretical impossibility.


The American author F. Scott Fitzgerald seems to have been intuitively aware of the events that were about to unfold (or was he just blind lucky) with his 1925 novel The Great Gatsby. Symbolising the reckless greed of the period, the central character, Jay Gatsby, a mysterious millionaire with shady business connections, had returned to New York to pursue his dream of winning back his former love Daisy Fay Buchanan, an attractive, if shallow and self-absorbed, socialite married to Tom Buchanan, an ‘old money’ millionaire. Gatsby was possessed with the idea that the past could be repeated. Indeed, for Fitzgerald, it seems he was the personification of the overconfidence, exuberance and hope that embodied the Roaring Twenties, the idea that the past was the key to the future, self-interested rationality was still king and all was right with the world. Such rationality would, in due course, be shown to be largely an illusion.


It was about this time that a new branch of mathematics began to grasp people’s attention. Thus far, economists and mathematicians had really only considered the significance of isolated individual choices with regards to behavioural decision making. The rational choice (or utility) theory of Daniel Bernoulli, another nephew of Jacob, had formed the basis of how people make decisions when faced with uncertainty since the mid 18th century. How much, for example, should someone consider wagering on red-black roulette in comparison to a bet on a single number of the wheel, or horses in a race priced at odds of 2/1 versus 10/1? I’ll be taking a closer look at Daniel’s theory later in the book. Most gambling wagers, of course, with the exception of pure games of chance (casino and lottery), involve the interaction of at least two players, and in financial and sports betting markets, very many more. This new mathematics, by contrast, started to investigate how these interactions influenced the behaviour of decision makers. The new mathematics was called game theory. Its premise was that the true source of uncertainty lies not in the probability of outcomes but in the intentions of others. In game theory, you make choices by anticipating the payoffs for your opponents. The correct thing to do depends upon what other people do.


Despite it having historical and philosophical motivation stretching back to the Ancient Greeks, game theory did not secure a proper mathematical grounding until 1928, with the publication by John von Neumann, a Hungarian turned American polymath, of his minimax theorem, a decision rule used for minimising the possible loss for a worst case scenario. Originally formulated for two-player zero-sum10 games covering both the cases where players take alternate moves and those where they make simultaneous moves, it has also been extended to more complex games and to general decision making in the presence of uncertainty. In zero-sum games, the minimax solution is equivalent to the Nash equilibrium, named after its formulation in 1951 by John Nash, an American mathematician and 1994 Nobel Prize winner whose moving life story was the subject of the 2001 film A Beautiful Mind. The Nash equilibrium is a solution concept of a non-cooperative game involving two or more players, in which each player is assumed to know the rational motivations of the other players, and no player has anything to gain by changing only their own strategy. If no player can benefit by changing strategies while the other players leave their strategies unchanged, then the mix of strategy choices and the corresponding payoffs for all players constitutes a Nash equilibrium. Real life examples of Nash equilibriums include the game rock-paper-scissors, penalty shoot outs in football, the growth of forests in the Amazon and even the Israel-Palestine crisis. The classic example of a Nash Equilibrium where players refuse to cooperate and gain less than they otherwise would through mutual cooperation is also known more popularly as The Prisoner’s Dilemma.


One of von Neumann’s case studies involved a trivial game of penny match, conceptually a two-strategy equivalent of rock-paper-scissors. Two players simultaneously turn over a coin. If they match, player 1 wins, if they are different player 2 wins. We don’t need to call on Pascal, the Bernoullis and de Moivre to know that each has a 50-50 chance of winning each round. The crucial point of the game, however, is that if one player attempts to adopt a systematic strategy, its predictability will also be visible to his opponent. In terms of game theory, there is no pure strategy that offers the best response to a best response, but instead a Nash equilibrium involving a mixed strategy, which in this case is for both players to show heads or tails randomly. According to von Neumann, the trick to playing this game, and any zero-sum strategy game for that matter where most players are trying to act rationally, lies not in attempting to guess the intentions of your opponents but in not revealing your own intentions. Again, think of penalty shoot outs.


Game theory paints gambling games in a completely different light. Poker players, of course, will be entirely familiar with the premise that positive expectancy is only to be found through a better interpretation of what your opponents are up to and a superior means of concealing your own strategy. Often, the most profitable players are not those with the best hands, since what cards you are dealt is purely a matter of chance. On the contrary, it is those players most adept at bluffing, most skilled in knowing when to fold a poor hand (and even some good ones for that matter) and what stakes to call and raise who are most likely to do well at poker. Paradoxically, the same will be true in sports betting and investing in the stock market too. Playing in such markets offers reward expectancy, not so much through a thorough understanding of ‘true’ chances or ‘true’ value, but through the awareness of how other players are playing the game. Since the odds or price in a market are defined less by the theoretical probabilities of outcomes and more by the flow of money into that market, it is only by appreciating the opinions, motivations and intentions of others that we can truly hope to secure a long term positive expectancy. We are not playing the odds, we are playing real people.






Irrationality


16 years after von Neumann’s minimax theory, he published together with his colleague Oskar Morgenstern, a German-born economist, the Theory of Games and Economic Behaviour that explored more deeply into the nature of behavioural decision making. Morgenstern, clearly, was of a similar mind to von Neumann. No one, he insisted, can know what everybody else is going to do at any given moment. Crucially however, their theory of games was premised upon one core assumption: that players behave rationally. Increasingly, students of behavioural psychology were becoming aware that this assumption might have major flaws. The work that evolved from this criticism was to culminate in a Nobel Prize in 2002 for one of its leading lights, an Israeli psychologist named Daniel Kahneman, for his research with colleague Amos Tversky into the cognitive basis for systematic human errors that arise from heuristics11 and biases and the development of ‘Prospect Theory’ that describes the way people choose between probabilistic alternatives that involve uncertainty. The magnificence of prospect theory was that it finally codified what most of us probably know already: that we are all less than fully rational creatures. Prospect theory is to rational choice theory (the standard economic model since the Enlightenment) as Einstein’s Theory of Relativity is to Newton’s Laws of Motion.


Kahneman’s initial sensitisation to the systematic mistakes that human beings make first arose with the realisation that his students were completely oblivious to regression to the mean. During the 1950s, Kahneman worked for the Israeli air force, teaching flight instructors about the psychology of effective training, and in particular that rewards for improved performance work better than punishment for mistakes. One of the instructors observed that, more often than not, following praise for a successful manoeuvre by one of his trainees, the trainee would subsequently perform less well. On the other hand, criticism of bad flight execution was more typically followed by an improved performance. For Kahneman this was a Eureka moment when he saw in a new light the principle of statistics that he had been teaching for years. To quote Kahneman, “the instructor was right – but he was also completely wrong!” The observation was correct, but the inference he had drawn about the efficacy of reward and punishment was completely invalid. Essentially, the instructor had attached a causal interpretation to a completely random process, regression to the mean, in much the same way as followers of football believe in the new manager effect. On average, superior flying performance, being less common than is typical, can be expected (although of course not guaranteed) to be followed by less skilled flying, and vice versa.


Following his discussion with Tversky about the episode, the pair quickly realised that ignorance about regression to the mean was probably not the only way people make systematic errors when trying to find causal explanations for events both now and in the future. The rest, as they say, is history. Over the next three decades until Tversky’s untimely death in 1996, the two of them, along with several other economists and behavioural psychologists, set about uncovering many of the systematic ways human beings commit errors, why they commit them, and how they deviate from fully rational choices. The crowning achievement was in proving, through prospect theory, that people make decisions based on the relative value of losses and gains rather than the final outcomes, and that losses are more important than gains. Whilst game theory showed that the outcome of zero-sum competitions was dependent on the interaction of the intentions of players, prospect theory revealed that very often the intentions of players are not even rational.


The implications for gamblers of this theory are immense, and for this reason much of a later chapter is devoted to it. For now it is sufficient to say that regression to the mean is not the only systematic error, or fallacy, that gamblers exhibit. Of course, we already know about the Monte Carlo fallacy or the fallacy of the maturity of chances, the mistaken belief that, if something happens more frequently than normal during some period, it will happen less frequently in the future, and vice versa. Here are some more that are most relevant to gambling: the tendency to over-bet low probability outcomes and underbet high probability outcomes (the so-called favourite–longshot bias); the tendency to chase losses (paradoxically a form of loss aversion); the tendency to overestimate causality and the significance of past events despite mathematical independence; the tendency to remember long streaks more than short ones (pattern recognition); the tendency to overestimate the degree of skill involved in games involving both skill and chance (for example sports betting, poker and financial trading); the tendency to overweight and generalise the significance of small samples; and perhaps most important of all the tendency to assume that winning has causal explanations but losing arises because of bad luck.


If a lot of gambling (excluding pure games of chance) represents a game of psychology – let’s call this speculative gambling – where many of the players are behaving irrationally, does this not imply that opportunities for long term profitable expectancy exist for those ready and armed to exploit this? Theoretically, yes. In practice, however, it’s not so simple. Market makers who facilitate the playing of these games demand a commission for their service; they’re not charities after all. Bookmakers impose an overround on their betting odds; financial trading platforms take a cut of the action through the buy-sell spread and other transaction costs; poker rooms charge a rake. Perhaps more importantly, however, understanding that irrationality in gambling markets exists is one thing, but consistently being able to predict it for profitable ends is quite another. Unfortunately the evidence on that is pretty unambiguous: whilst gambling markets can and do behave irrationally from time to time, few players are actually capable of taking advantage of it. Most players are really engaged in little or nothing more than a random game of coin tossing. Of course, it’s easy to believe, through a bias in our confidence, that this is not so, but the data just speaks for itself. We’ll be looking at some of that data later in this book.


Many of these psychological errors, biases and fallacies stem from an illusion of control. We are programmed to find explanations for things that happen, whether that is the winning of a poker game, the successful prediction of a football score or the rise and fall of a stock price. Whilst in their turn probability theory, chaos theory, quantum theory, game theory and prospect theory have all revealed how uncertain, unpredictable and irrational the world and our interaction with it often is, we are biased to ignore and be fooled by this randomness in favour of explanations that provide us with meaning. If we can understand why things happen, we can begin to predict them too. And if we can do that we can achieve control. To a living creature trying to compete and survive in a world of limited resources, where every other is trying to do the same, control is everything, even if it’s illusory.


In this sense gambling, and in particular the speculative gambling of competitive markets (betting, trading, poker), represent an attempt to take control of uncertainty. The paradox here is that most of us know that chance and luck can’t be controlled. The trouble is that often we feel that they can be. Daniel Kahneman showed us the two sides to our brains, one slow, rational, methodical but unfortunately energy intensive and consequently lazy, the other fast, intuitive and often emotional, designed over the course of evolution to take short cuts to achieve desired outcomes. Where the world is random, or mostly random, those short cuts can lead us down blind alleys, but it’s hard to avoid them. Hence, whilst most of gambling might be considered to be irrational, the paradox is that many of us continue to do it, whether on games of pure chance or others that offer a theoretical advantage to players astute enough to find it. It is to why some of us do choose to seek control through gambling and why others choose to condemn it that we will now turn.












2  Including the influence of the single zero on a European roulette wheel reduces the odds of black (or red) to 18/37 or 0.486. Consequently, whilst Wikipedia report the odds of this event as 1 in 67,108,864, the actual probability was less than half as likely.




3  The binomial theorem describes the algebraic expansion of powers of a binomial, that is to say two algebraic terms, for example x and y, or heads and tails. Expanding these powers reveal coefficients that appear as entries of Pascal’s triangle, where each entry is the sum of the two above it (for example 1; 1,2,1; 1,3,3,1; 1,4,6,4,1; 1,5,10,10,5,1 and so on). The binomial theorem, for example, can be used to determine the number of possible outcomes of successive tosses of a coin.




4  For example, see https://www.mathsisfun.com/
data/
quincunx.xhtmll




5  Ter Weel, B., 2011. Does Manager Turnover Improve Firm Performance? Evidence from Dutch Soccer, 1986–2004. De Economist, 159(3), pp.279-303.




6  Anderson, C. & Sally, D., 2013. The Numbers Game: Why Everything You Know About Football is Wrong. New York: Viking.




7  Avogadro’s constant defines the number of atoms or molecules contained in the amount of substance given by one mole, where a mole is the amount of pure substance containing the same number of chemical units as there are atoms in exactly 12 grams of carbon. The number is 6.023 x 1023, or about 600 billion, trillion.




8  Albrecht, A. & Phillips, D., 2014. Origin of probabilities and their application to the multiverse. Physical Review Letters, D90(12), 123514.




9  A black swan is a metaphor, originally defined by the author Nassim Nicholas Taleb of the book with the same name, to describe an event that comes as a surprise, has a major, often ruinous effect, and is often inappropriately rationalised after the event with the benefit of hindsight.




10  In game theory and economic theory, a zero-sum game is a mathematical representation of a situation in which each player’s gain (or loss) is exactly balanced by the losses (or gains) of your opponents. If the total gains of the participants are added up and the total losses are subtracted, they will sum to zero. In purely financial terms, all of what we traditionally understand as gambling represents zero-sum games. Financial investment is considered to represent a non-zero-sum game, a feature that moral critiques of gambling use to emphasise their opposition to zero-sum games and their separation of investment as something distinct from and different to gambling. These ideas will be explored in the next chapter.




11  A heuristic is an approach to learning or decision making that employs a practical methodology not guaranteed to be optimal or perfect, but sufficient for the immediate goals. It is a kind of cognitive (mental) short cut.










TO GAMBLE OR NOT TO GAMBLE:
IS THERE A QUESTION?


Here’s another paradox: if gambling, ingrained as it is in the human psyche, manifests itself so ubiquitously through time and across cultures, why have so many so often considered it to be deviant? In addition to the secular arguments that gambling is a tax on the poor and the stupid, or more historical ones presenting it as a distraction from more noble and socially beneficial pursuits, much of this objection has been moral, and more specifically religious, in origin. Whilst God made man in his own image, he has become inherently corruptible through sin: wrath, greed, sloth, pride, lust, envy, and gluttony. For its detractors, gambling encapsulates most, if not all, of those. To make right the wrongs, condemnation and prohibition from a higher authority, whether religious or political, is usually the preferred medicine. And throughout, the facts about how humans actually behave are retrofitted to match prescribed theories of how it is believed human beings ought to behave. I want to abandon this top-down philosophical jamming of a square peg into a round hole. I will endeavour to investigate the social and evolutionary explanations for why so many people, particularly men, like to gamble in one form or another, and why they are not necessarily bad for doing so. Evidently, a useful starting point is to consider the historical context of gambling, its origins and cultural variances. However, before embarking on this undertaking, it is probably necessary to begin by defining exactly what we mean by gambling, and other activities closely related to it. You may have noticed I’ve already made a first attempt at the end of the previous chapter.






Gambling, Speculation & Investing


In his Complete Guide to Gambling, John Scarne, the American magician and foremost gambling expert, defined gambling as “risking something one possesses in the hope of obtaining something better.” We would all probably agree. Yet such a definition, on the face of it, appears to differ little from the business of investing and speculating. Instinctively, we may feel there is a difference; gambling means things like roulette, craps, blackjack, bingo and lotteries; investing means things like the stocks, bonds, property and pensions. The former concerns games of pure chance, the latter arguably educated attempts to increase one’s wealth. Speculation probably lies somewhere between the two, not just subject to luck but ostensibly involving greater risk than investing. However, on closer inspection things are not quite as simple as they first appear.


Let’s start with some dictionary definitions. thefreedictionary.com lists the following possibilities to describe the act of gambling: a bet on an uncertain outcome; to play a game of chance for stakes; to take a risk in the hope of gaining an advantage or benefit. Investing, meanwhile, is described as an act of committing money in order to gain a financial return, whilst speculation is engaging in buying or selling of an asset with an element of risk on the chance of profit. Spot the difference. All three appear to involve the same thing: risking money on the chance of making more of it. Clearly, the distinction must be more nuanced than this.


As we’ve already observed, gambling and investing are often distinguished by indentifying the possibility of skill and a profitable expectation, that is to say, tilting the odds in your favour. Pure games of chance operate simply according to the laws of probability. There is no element of skill involved and no chance of a positive expectation. The only way you can win is through luck. We are on safe ground it would seem in describing such games as gambling. Or are we? Whilst this might be true for online casinos that can manage their games through mathematical algorithms, bricks and mortar casinos use roulette wheels that have physical imperfections which can, in theory, be exploited through a technique known as clocking, recording thousands of observations of wheel outcomes to detect any bias and the possibility of a positive expectation. The most celebrated example of roulette clocking occurred at the Monte Carlo Casino in 1873, when Joseph Jaggers, accompanied by six clerks, clocked one wheel with such significant bias that they managed to walk away with two million francs, then about £65,000 and in today’s money equivalent to over £3,000,000. Others have attempted to meticulously predict the compartment where the roulette ball will come to rest. Famously, the Eudaemons were a small group headed by graduate physics students J. Doyne Farmer and Norman Packard at the University of California Santa Cruz, who in 1978 managed to make about $10,000 (averaging a 44% profit for every dollar wagered) by using a video camera and a computer concealed in a shoe that interpreted the visual data by means of some fairly sophisticated mathematics. In an attempt to combat such enterprises, casinos have increased their level of maintenance and rotation of roulette wheels, reducing the window of opportunity to exploit any available bias.


It is also possible to tilt the odds of blackjack in your favour by means of card counting, which whilst technically legal, is frowned upon by most casinos who will probably ask you to leave if they catch you indulging in it. Card counting involves the tracking of cards played in previous rounds of blackjack, thereby allowing the counter to predict with greater probability what cards the dealer will hold in subsequent rounds, enabling him to bet more with less risk when the count gives an advantage as well as minimise losses during an unfavourable count. Card counting systems that track fluctuations in deck composition can yield player expectations in excess of 2%. To combat card counting, casinos make use of automatic detection systems as well as automatic deck shuffling machines and the use of a greater number of decks of cards. Online blackjack, of course, precludes the possibility of card counting, since every card is drawn randomly.


At physical casinos at least then, games of pure chance appear to offer the possibility of a positive expectation and tilting the odds in one’s favour, even if the lengths one has to go to are considerable. Would we really choose to describe such activity as investing? What about activities like poker and betting? Both games undeniably offer the theoretical possibility of a profitable expectation because they involve the speculation, by competing players, about things of unknown probability. For that reason, I’ve already labelled this as speculative gambling. Furthermore, some players, conceivably, might be better at it than others. Having observed the various practices of people who tip on sports over the past 14 years, it is common to see them describe what they are offering as investment. In recent years the United States court system has tied itself in knots debating whether poker is a game of skill. Much of it hinged around the following question: can you deliberately lose a game of poker? Clearly the answer is yes, although of course trying to do so won’t guarantee you a loss, given the substantial amount of luck involved in the game. The same is probably true of betting, whether on horses or sports. Intentionally betting randomly on longshots will increase a negative expectation relative to a similar strategy on favourites.


Most sports bettors, however, are not the slightest bit skilled, despite beliefs to the contrary. The data on this, which I will review later in the book, is pretty unequivocal. Their pattern of profits and losses matches almost perfectly the pattern that we would predict to occur simply by chance alone. It’s one thing to say that you are theoretically engaged in investing with the odds on your side; it’s quite another to prove that you actually are. If your outcomes match those which are predicted by luck, it’s probably safe to say that what you are really doing is gambling.


The same is true of the stock market. Traditionally, this has always been regarded as an investment arena, partly because of the function it serves as an engine of capitalism, and partly because of long-standing social and cultural differences that have tended to regard zero-sum gambling as ‘bad’ (profits balanced by losses) in contrast to positive-sum investing as something mutually beneficial for all of society. But again, on closer inspection, things are not so clear cut. High frequency trading, for example, which seeks to exploit tiny market inefficiencies over time scales as short as a nanosecond, would appear to represent a zero-sum game with little benefit to the wider economy other than the taxes that companies engaged in such practices will be contributing. Similarly, individual investors who trade over periods of hours to days – so-called day traders – will be superficially engaged in a zero-sum game. More generally, however, we might also question whether the longer term investment mechanisms of the financial markets really represent a positive-sum economy at all. It is true to say that long term economic growth is positive, but many have begun to question whether the social and environmental consequences of this growth, including pollution and differential poverty, have been properly costed. Indeed gross domestic product (GDP), the monetary value of all goods and services produced by a nation, makes no distinction between ones which are advantageous to individual, environmental or societal well-being versus those that detract from well-being. Trade, undeniably, is a good thing, but not at any price.


Perhaps more significantly, it is doubtful whether many ‘investors’ in the stock market really have the odds in their favour. In his eye-opening ebook Monkey with a Pin, Pete Comley puts forward the very convincing argument that the average investor is losing 1% per year once the charges of playing in the stock market and the effects of inflation are properly taken into account. Furthermore, there is now substantial research that reveals the majority of professional fund managers are failing to consistently beat the market as well. Since that market, most of the time, represents a random walk, this must surely bring into question whether most of us playing the financial markets game are doing anything other than throwing dice. If that is the case, can we really call this investing as we’ve defined it above?


Perhaps a better way to distinguish between gambling and investing is to consider their underlying motivations. People gamble for entertainment, for the thrill of playing and the anticipation of winning, and usually over very short time horizons with swift closure to the games. Indeed the word is believed to be derived from the old English gamenian, meaning to joke or play, and gamen, meaning to sport, joke or jest. Coincidently, ‘happy’ is derived from the Middle English hap meaning luck, chance or fortune. By contrast people invest for business reasons, for their futures, for their security, usually over much longer time frames, often with no closure in mind at all. Similarly, whilst compulsive gambling is a well recognised problem, no such addiction is believed to exist for investing. In truth, this is probably more to do with a lack of research into the social impacts of recent phenomena like day trading, now accessible to anybody with a PC, some inexpensive trading software and a trading account. Having watched a member of my own family squander his entire inheritance on alternative investments like carbon credits, ‘development’ land and rare earth metals through unregulated (and sometime fraudulent) companies, it’s hard to accept that so-called stockaholics aren’t just as prone to addiction. More importantly, a new field of research called neuroeconomics is starting to reveal that the brain circuits which light up during casino gambling are the same ones that get excited when people trade on the financial markets and for that matter when people get high on cocaine, alcohol, chocolate and sex. At the heart of it is the hormone dopamine, responsible for the pleasurable feelings associated with reward anticipation; more about that later.


Clearly, then, whilst we might believe that a social and cultural distinction between gambling and investing exists, even if simply for moral reasons, behavioural motivations and their outcomes seem to differ little across the numerous opportunities to play these games. Whether investing or gambling, for most of us the thrill lies with the anticipation of reward, with that reward mostly subject to chance alone. Whatever we choose to call it, it largely amounts to the same thing. Arguably a better distinction is between professionalism and recreation. The few (and they really are a few) who do manage to tilt the odds in their favour could be regarded as professionals, whether roulette clockers, card counters and consistent winners of betting on sports, poker and the financial markets. The rest of us, including many harbouring false confidence, are really just in it for the fun, whether we like it or not. It might not be such a stretch to call professional gamblers ‘investors’ and recreational investors ‘gamblers’. When all is said and done, perhaps the surest way to tell if you’re a gambler or investor is to ask yourself the following question: does it consistently and reliably provide my main source of income with which to pay the bills? For almost everyone who plays these games, whether poker, sports or stocks, the answer, as will become clear, surely has to be no.


So finally let’s define gambling as a speculation involving money on the future which is unable to show a consistent (risk-adjusted) return on investment superior to the market benchmark. What that market benchmark is will depend on the game. At the casino it will be defined as their house margin; for poker, it’s the rake; for sports betting it’s the bookmaker’s overround, conceivably as low as 0% if one is diligently comparing prices to find best market value; and for investments in the financial markets it will be whatever appropriate index your stock, bond or mutual fund should be measured against. Given that very few players manage to beat their benchmarks, whatever game they are playing, we should perhaps conclude that most of what we’ll be talking about in the remainder of this book is all just gambling. Perhaps what are more important in this context of definition are outcomes, not expectations.






A Brief History of Gambling


It seems Homo sapiens may have been infatuated with gambling for a very long time. Archaeological evidence from prehistoric sites across Europe, Asia and into North America has uncovered cube-shaped ankle-bones called astragalia, some of them dating back as much as 40,000 years. Their purpose is a matter of speculation, but accompanying cave drawings hint at the possibility they were used as some form of entertainment and a means of prophecy. By casting them and interpreting the outcome, Stone Age man may have sought knowledge of the future and the intentions of his gods. Furthermore, it is conceivable that the playing of such games formed an integral part of a hunter-gatherer psychology that was well versed in the art of risk taking as a means of survival. When faced with uncertainty, particularly concerning matters of food availability and safety from predators, it pays to have a means of divining the future.


More recent civilisations have continued to indulge in gambling related play. In Ancient Greek mythology, the universe was even created by a game of chance. Zeus, Hades and Poseidon are said to have divided up the spoils (heaven, hell and sea) with the throw of some dice, a popular game in Ancient Greece where they used three cubes made of clay. The Minoan civilisation on the island of Crete is thought to be responsible for the origin of poker more than 3,500 years ago. The Romans, too, seemed to like playing with dice as well, but reduced the number to two, as is now common in games of craps. Pairs of dice have even turned up in the ruins of Pompeii, some of them ‘loaded’. So passionate was the emperor Claudius about the game of dice that he published a book on the subject and had his carriage redesigned with a special board to keep his dice from rolling off.


The ancient Chinese were prolific inventors of gambling games. Around 4,300 years ago they created a game of chance using tiles. The game of keno, which is played with cards or tickets numbered 1 to 80 in squares, has its origins dating back at least 2,000 years. The original game was called baige piao meaning ‘white pigeon ticket,’ referring to the tickets used in a betting game involving homing pigeons. The Chinese were also the first to start using playing cards as far back as the Tang Dynasty in the 9th century. Elsewhere, ancient gambling artefacts have been uncovered as far afield as Egypt, India and Japan. Native Americans also gambled, believing both that their gods invented games of chance using coloured stones called plum stones and divined their outcome as well.


Whilst often scorned by the great monotheistic religions, one form of gambling makes a regular appearance in their texts: the casting of lots. Given its purpose as a means of divination that is perhaps not surprising. No one was appealing to chance when lots were drawn, but to the will of God. The origin of the word lot can be found in the old English word hlot and its Germanic precursor hleut, meaning pebble, although other objects such as dice, straw and wood chips would have been used. The practice is mentioned in the Old Testament as many as 70 times, and a further 7 times in the New Testament. References also appear in the Talmud and the Qur’an. The drawing of lots during religious rituals was used to discover God’s will in decisions concerning a number of issues, including the election of kings, the identification of sacrilegious offenders and the settlement of disputes. Typically, however, the practice was used in the division of land and property, most notably the tribal allotments of Israel under Joshua. The Gospel of John even describes the casting of lots by Roman soldiers for the Seamless Robe of Jesus after his Crucifixion.


Today’s lottery, as a descendant of the practice of casting lots, still uses the drawing of numbered balls to award prizes, although of course Divine Providence is no longer considered to play a leading role. The lottery as a game of chance rather than a system of godly decision making appears to have been prevalent during the reign of Augustus, Rome’s first emperor. Lottery tickets were sold to fund repairs in the City of Rome, and the winners were given prizes in the form of articles of unequal value. The first recorded examples of lotteries in Renaissance Europe date from the mid 15th century in Holland and Belgium. By the 16th century, the Italians, French and English held them too. In 1569, Queen Elizabeth I established the first English lottery, when she offered 400,000 tickets for sale. Prizes included china, tapestries and cash. This and subsequent lotteries were designed to raise money to help fund England’s colonial endeavours and finance the nation’s growing debt. The first London lottery of 1612 during the reign of King James I, for example, funded the building of the Jamestown colony in Virginia, the first English colony in America. Lotteries in colonial America later played a significant part in the financing of both private and public ventures, including the French and Indian Wars and the War of Independence, before legislation outlawing them took effect at the end of the 19th century.


The origin of ‘casino’ is rooted in the Italian word ‘casa’ meaning small house or recreational place. The oldest casinos date from the early 17th century, the most famous of which was the Casino di Venezia, still operating today. The function of the casino was to act as a focal point for social gathering, bringing together people of similar interests and skills. Through the 18th century, their popularity spread across Europe, and in particular to Monte Carlo, which positioned itself as Europe’s capital for legalised casino gambling. The game of blackjack, or twenty-one as it was known, probably evolved in the French casinos around 1700. Roulette, literally meaning ‘little wheel’, probably also evolved in France’s casinos, a century or so after Pascal built a primitive wheel during his quest to discover a perpetual motion machine, although its roots as a game may date back much further to the ancient Egyptians. Just as the lotteries beforehand, the concept of the casino was exported to the New World. Saloons, as they were initially known, quickly appeared in the major cities of America, including New Orleans, St. Louis, Chicago and San Francisco. With them came the traditional games, and some new ones offering simpler versions of their European progenitors, for example the dice game craps, which developed from the early English game of hazard.
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