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			Capítulo 1 – Introdução


			1.1 Importância da estatística


			A pesquisa precisa começar a partir de uma hipótese, ou seja, é preciso ter os objetivos do experimento bem definidos. Normalmente, quando isso não ocorre, as pesquisas não são conclusivas e não fornecem informações úteis. Após a elaboração da hipótese (também denominada H0), deve-se avaliá-la para verificar se é verdadeira ou falsa. Caso seja verdadeira, confirma-se que H0 é aceita, caso contrário, rejeita-se H0. Tais avaliações podem ser realizadas por meio de experimentos ou de estudos de caso (Ferreira; Zampieron, 2021). 


			Para que a avaliação dessas hipóteses seja fidedigna, é de suma importância que a pesquisa seja planejada e que a sua execução siga rigorosamente o planejado. No planejamento são definidas as variáveis, as unidades de medida etc. Um estudo incorretamente planejado pode resultar na invalidade das informações obtidas e, consequentemente, anular as conclusões, além de gerar perda de recursos e de tempo. 


			Após a obtenção dos dados, um Teste de Hipótese pode ser utilizado. Nessa fase, entra a análise estatística propriamente dita. Testada a hipótese, devem-se interpretar os resultados, utilizando a estatística descritiva ou a inferencial, que serão apresentadas mais adiante. Com essas interpretações, pode-se realizar a elaboração de uma conclusão ou propor um novo estudo, completando o ciclo. De acordo com Banzatto e Kronka (2006), esse ciclo é denominado circularidade do método científico (Figura 1.1).


			Figura 1.1: Circularidade do método científico
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			Fonte: Adaptada de Banzatto e Kronka, 2006.


			1.1.1 Conceitos e definições


			1.1.1.1 Estatística


			A Estatística é uma ferramenta essencial da Matemática aplicada, utilizada para coletar, organizar, analisar e interpretar dados com o objetivo de apoiar a tomada de decisões. Na Agronomia, esses dados podem surgir de experimentos de campo, análises laboratoriais, medições agronômicas ou respostas obtidas em entrevistas e levantamentos com produtores. A Estatística fornece os métodos necessários para transformar essas informações em conclusões úteis e confiáveis (Ferreira; Zampieron, 2021).


			O termo “estatística” tem origem no latim status, que significa “Estado”. No passado, referia-se ao registro de informações pelos governantes, como o número de habitantes e suas propriedades, com fins administrativos, militares ou fiscais. Portanto, o uso da estatística surgiu das necessidades do Estado de conhecer e controlar sua população e recursos (Tiboni, 2010).


			Atualmente, a Estatística é considerada uma ciência moderna, indispensável tanto na pesquisa científica quanto na gestão pública e no setor produtivo. Na Agronomia, sua aplicação é ampla: desde o planejamento de experimentos com adubação e manejo até a análise de produtividade, controle de pragas e estudos de viabilidade econômica.


			É importante compreender a diferença entre os termos: estatísticas (no plural) referem-se a conjuntos de dados numéricos que descrevem uma realidade específica, por exemplo, estatísticas agrícolas relacionadas à produção de grãos ou ao uso de fertilizantes. Já Estatística (no singular) diz respeito ao campo do conhecimento que desenvolve técnicas para coletar, classificar, apresentar, analisar e interpretar dados quantitativos, com foco em extrair informações úteis para a tomada de decisões fundamentadas (Ribeiro, 2015).


			

					População e amostras


			


			População refere-se ao conjunto completo de elementos, resultados, respostas ou contagens que são objeto de interesse em um determinado estudo. Essa população pode abranger todos os habitantes de um país, estado ou município, entre outros exemplos. Um caso prático seria a análise anual das vendas em um setor específico da economia, como o mercado de sementes de milho. No entanto, nem sempre é viável coletar dados de toda a população, o que justifica o uso da amostragem (Lapponi, 2005).


			A amostra é um subconjunto da população que compartilha ao menos uma característica relevante ao fenômeno que se deseja investigar. A partir dela, é possível realizar análises por meio da estatística descritiva, bem como inferências por meio da estatística inferencial, permitindo a formulação de conclusões e auxiliando na tomada de decisões. Ressalta-se que a amostragem deve ser conduzida com métodos adequados, que serão discutidos posteriormente (Ferreira; Zampieron, 2021).


			Quando o estudo abrange todos os elementos da população, trata-se de um censo, cujo objetivo é descrever uma ou mais características populacionais, denominadas parâmetros. No entanto, quando o estudo é realizado com base em uma amostra, obtêm-se medidas chamadas de estatísticas, que representam estimativas dessas características populacionais.


			1.1.1.2 Tipos de dados e seus níveis de mensuração


			Os dados podem ser quantitativos ou qualitativos. Variáveis cujos dados são quantitativos representam contagens ou medidas, ou seja, são mensuráveis, sendo que as unidades de medidas são importantes. Já os dados qualitativos consistem em atributos, rótulos ou entradas não numeradas que podem ser separadas em categorias distintas (Bussab; Morettin, 2004).


			Variáveis quantitativas podem ser discretas ou contínuas. Os dados discretos são números finitos e inteiros que representam uma contagem. Um exemplo é o número de alunos matriculados na disciplina de Estatística, em uma universidade. Dados contínuos podem assumir quaisquer valores (inteiros ou não) dentro de um intervalo.


			As variáveis qualitativas podem ser nominais ou ordinais. Os dados cujos níveis são nominais de mensuração podem ser categorizados, não havendo necessidade de serem discriminados em ordem. Já nos níveis ordinais de mensuração, a ordem e a posição na organização dos dados são importantes e exercem influência no entendimento (Figura 1.2).


			Figura 1.2: Classificação de dados.
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			Fonte: Adaptada de Bussab e Morettin, 2004.


			1.1.1.3 Ramos da estatística


			A Estatística Descritiva é o ramo da Estatística que envolve um conjunto de técnicas cuja função é coletar, organizar, apresentar, analisar e sintetizar os dados numéricos de uma população ou amostra.


			Estatística Inferencial é o ramo da Estatística que envolve o processo de obtenção de informações corretas passíveis de levar a conclusões sobre uma população, com uma determinada probabilidade. A interpretação dos dados consiste em comparações e ligações lógicas.


			A probabilidade mede as chances de um determinado evento vir a ocorrer, expressando-se por meio de valores numéricos. Diante de um futuro incerto, o conhecimento de tais chances poderá subsidiar a elaboração de estratégias de atuação.


			1.2 Medidas de posição


			Também conhecida como medida de tendência central, tem como objetivo identificar o centro da distribuição da variável analisada. Esse centro pode ser identificado pela média, pela Mediana ou pela moda. Cada medida tem o seu significado e representa um resumo da distribuição. 


			1.2.1 Média aritmética


			A média aritmética é de extrema importância, pois muitas outras informações dependem de seu valor. Além disso, é o parâmetro mais conhecido por representar o centro da distribuição. A sua utilização ocorre, principalmente, quando se quer ter uma ideia, por exemplo, do gasto médio dos consumidores com determinado produto, ou a sua renda média, a sua altura média, o seu peso médio etc. Esse valor é estimado da seguinte forma:
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			Em que:


			[image: ] é a média;


			[image: ] é cada valor da amostra; e 


			n é o número de indivíduos na amostra.


			1.2.2 Moda


			A moda refere-se ao valor da variável (X) que apresenta a maior frequência (f) na distribuição. O seu uso é para as situações em que se quer saber qual o valor da variável mais lembrada, mais citada, mais comprada, à qual mais se assiste, por exemplo.


			1.2.3 Mediana


			Esta medida de tendência central indica o valor da variável que divide a distribuição em duas partes iguais: 50% estão abaixo desse parâmetro, e 50%, acima. A sua utilização se dá quando se quer conhecer o valor que divide ao meio a distribuição. A posição da Mediana pode ser obtida da seguinte forma:
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			Em que:


			Md é a posição da Mediana;


			n é o número de indivíduos na amostra. 


			Vale ressaltar que, se o valor for fracionado, deve-se fazer a média entre os dois valores. Por exemplo: o valor da posição foi 4,5, isso significa que é necessário fazer uma média aritmética entre os valores da posição 4 e os da posição 5.


			1.3 Medidas de dispersão


			Os estudos de média, Mediana, moda e medidas de posição são de extrema importância para a compreensão de uma população ou amostra. Entretanto, são insuficientes para estudos comparativos ou mesmo para conclusões acerca de uma determinada amostra ou população. Pode-se dizer, então, que o estudo das medidas de dispersão é importante, pois permite um melhor entendimento dos dados. 


			1.3.1 Amplitude


			Para dados não agrupados, a amplitude é a diferença entre o maior e o menor valor do conjunto de dados coletados.


			[image: ]


			Em que:


			A é a amplitude; 


			xmax é o valor máximo; e 


			xmín é o valor mínimo do conjunto de dados.


			1.3.2 Variância 


			Mede a dispersão (ou variabilidade) dos valores da variável em relação à média. A variância pode ser populacional ou amostral. A unidade de medida da variância será a unidade dos dados originais ao quadrado.


			A variância também pode ser definida como a somatória dos desvios ao quadrado dividido por N – número de indivíduos da população (variância amostral) ou pelos graus de liberdade, que é n – 1 (número de indivíduos de uma amostra menos 1 – variância amostral). 


			Variância populacional é o resultado da medida que envolve todos os valores de uma dada população.
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			Em que:


			σ2 é a variância populacional;


			xi é o valor populacional na posição i; e 


			N é o tamanho populacional.


			Variância amostral é o resultado da medida em que se trabalha apenas com uma amostra, ou seja, parte de uma população.
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			Em que:


			s2 é a variância amostral;


			xi é o valor amostral na posição i; e 


			n é o tamanho amostral. 


			1.3.3 Desvio-Padrão


			É a raiz quadrada da variância. Trata-se da medida mais utilizada, pois a sua unidade de medida será a mesma dos dados originais.


			Desvio-padrão populacional (σ) é a raiz quadrada da variância populacional.
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			Desvio-padrão amostral (s) é a raiz quadrada da variância amostral.
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			1.3.4 Coeficiente de Variação de Pearson (CV)


			Classifica a dispersão, em termos percentuais. O CV é classificado em três categorias:


			a) se o valor desse parâmetro for menor do que 10%, significa que a dispersão é homogênea (pequena variação);


			b) se o valor desse parâmetro estiver entre 10% e 30%, significa uma dispersão média dos dados;


			c) se o valor desse parâmetro for maior do que 30%, significa que a dispersão dos dados é heterogênea (grande dispersão).


			O coeficiente de variação populacional estima-se pela seguinte equação:
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			Em que:


			CV (%) é o coeficiente de variação percentual; 


			σ é o desvio-padrão populacional; 


			µ é a média populacional.


			O coeficiente de variação amostral estima-se pela seguinte equação:
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			Em que:


			CV (%) é o coeficiente de variação percentual; 


			s é desvio-padrão amostral; 


			[image: ] é a média amostral.


			1.3.5 Erro-padrão


			É uma razão entre o desvio-padrão e [image: ]. Com essa medida, pode-se calcular o erro para elaborar um intervalo de confiança.


			[image: ] (populacional) ou [image: ] (amostral)


			Em que:


			σ é o desvio-padrão populacional;


			s é o desvio-padrão amostral; 


			N é o tamanho populacional; 


			n é o tamanho amostral.


			1.3.6 Curtose


			O grau de curtose refere-se ao achatamento de uma distribuição de frequência. Quando a distribuição apresenta uma forma intermediária, ou seja, nem achatada nem pontiaguda (como a distribuição normal), é classificada como mesocúrtica (K = 0). Distribuições mais achatadas, que indicam maior variabilidade nos dados, são chamadas de platicúrticas (K < 0), enquanto distribuições mais pontiagudas, com menor variabilidade (maior homogeneidade), são denominadas leptocúrticas (K > 0), conforme ilustrado na Figura 1.3.


			Para estimar o grau de curtose (K) de uma variável X em uma amostra de tamanho n, utiliza-se a seguinte fórmula, conforme Cruz (2006):


			[image: ]


			Em que:


			[image: ] é a estimativa do coeficiente de curtose; 


			n é o tamanho da amostra; 


			[image: ] é a média; 


			[image: ] é o valor na posição i.


			Figura 1.3: Tipos de curtose.
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			Fonte: Adaptada de Ribeiro, 2015.


			Para testar a hipótese H0 (K = 0) versus Ha (K ≠ 0), tem-se o seguinte teste t (Cruz, 2006):
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			O valor de t calculado será confrontado com o valor crítico de t tabelado, considerando um nível de significância α e graus de liberdade tendendo ao infinito (anexo 1). Se tcal>ttab, rejeita-se a hipótese nula (H0); caso contrário, H0 não é rejeitada. O teste t avalia se o desvio no achatamento da distribuição é estatisticamente significativo em relação ao padrão da distribuição normal.


			Dessa forma, ao se rejeitar H0, conclui-se que a distribuição dos dados difere da normal. Ressalta-se que os dados podem ser considerados normalmente distribuídos se os testes t para assimetria e curtose não apresentarem significância estatística. Quando essa condição é atendida, pode-se proceder à análise de variância e aos testes de significância baseados na suposição de normalidade.


			1.3.7 Assimetria


			Assimetria é a medida do grau de deslocamento de uma distribuição em relação ao seu eixo de simetria. Em distribuições simétricas, as medidas de tendência central (média, moda e Mediana) coincidem. Quando essas medidas não são iguais, a distribuição é classificada como assimétrica. Ao observar o formato da curva, partindo de seu ponto mais alto em direção à cauda, pode-se identificar: assimetria positiva, quando a cauda se estende à direita, e assimetria negativa, quando se estende à esquerda (Figura 1.4).


			Figura 1.4: Distribuição simétrica e assimétrica
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			Fonte: Adaptado de Carvalho, s/d.


			Para mensurar o grau de assimetria de uma distribuição, utiliza-se o coeficiente de assimetria, o qual permite comparar diferentes distribuições quanto ao seu afastamento da simetria. Quanto maior o valor do coeficiente, maior será a assimetria da curva. Esse coeficiente pode ser calculado com base na média, nos valores observados, no desvio-padrão e no número de elementos da amostra, facilitando, assim, a análise dos dados. Dessa forma, a assimetria pode ser estimada conforme descrito por Cruz (2006):
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			Em que:


			Â é a estimativa do coeficiente de assimetria; 


			n é o tamanho da amostra; 


			[image: ] é a média;


			[image: ] é o valor na posição i;


			[image: ] é o desvio-padrão.


			Cruz (2006) destaca que a avaliação do coeficiente de assimetria é fundamental, uma vez que, sendo estatisticamente significativo, indica que os dados não seguem uma distribuição normal. Essa significância pode ser verificada por meio do teste t.
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			Para a realização do teste t, consideraram-se o coeficiente de assimetria e o tamanho da amostra. O valor de t calculado deve ser comparado ao valor crítico da distribuição t, obtido para um nível de significância α com infinitos graus de liberdade. Rejeita-se a hipótese nula (H₀) quando tcal>ttab; caso contrário, H₀ não é rejeitada (anexo 1).


			Para exemplificar os conteúdos estudados até aqui, avaliam-se os dados de 21 híbridos de milho, referentes à altura, em metros (Tabela 1.1). 


			Tabela 1.1: Altura de plantas de milho em metros.
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							Híbrido 1
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							Híbrido 2


						

							

							1,85


						

					


					

							

							Híbrido 3
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			Fonte: Elaborada pelo autor, 2025.


			Do exposto, classifique a moda, calcule a média, a Mediana, a variância, o desvio-padrão, o erro-padrão, a curtose e a assimetria.


			Para resolver, primeiramente, deve-se ordenar os dados, conforme a Tabela 1.2.


			Tabela 1.2: Altura de plantas de milho, em metros, ordenados de forma crescente.
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			Fonte: Elaborada pelo autor, 2025.


			Observa-se que esse conjunto de dados é bimodal, pois tem duas modas, que são: 1,95 m (Híbridos 3 e 7) e 2,06 m (Híbridos 6 e 13).


			Para calcular a média, somam-se todos os valores e divide pelo total (21), da seguinte forma: 


			[image: ]


			A Mediana é o valor que divide o conjunto de dados em duas partes iguais. A posição da Mediana pode ser estimada da seguinte forma:


			[image: ]


			Assim, a Mediana é 1,98 m (Híbrido 9, que está na posição 11).


			Para calcular a variância, primeiramente, devem-se fazer os somatórios dos valores ao quadrado ([image: ]), subtrai pelo total dos valores ao quadrado dividido pela quantidade de híbridos [image: ] e divide o resultado por n-1, pois neste caso trata-se de uma amostra. Para facilitar a compreensão, usam-se os valores dos somatórios da Tabela 1.3.


			Tabela 1.3: Valores de [image: ], [image: ], [image: ], [image: ], [image: ] e [image: ] das alturas de plantas de milho, em metros.
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							Híbrido 3


						

							

							1,95


						

							

							3,8025


						

							

							-0,05


						

							

							0,000005350672


						

							

							0,0023


						

							

							-0,179249991


						

					


					

							

							Híbrido 4


						

							

							2,11


						

							

							4,4521


						

							

							0,11


						

							

							0,000156817408


						

							

							0,0125


						

							

							2,257868315


						

					


					

							

							Híbrido 5


						

							

							2,08


						

							

							4,3264


						

							

							0,08


						

							

							0,000045002497


						

							

							0,0067


						

							

							0,885279409


						

					


					

							

							Híbrido 6


						

							

							2,06


						

							

							4,2436


						

							

							0,06


						

							

							0,000014685753


						

							

							0,0038


						

							

							0,382230272


						

					


					

							

							Híbrido 7


						

							

							1,95


						

							

							3,8025


						

							

							-0,05


						

							

							0,000005350672


						

							

							0,0023


						

							

							-0,179249991


						

					


					

							

							Híbrido 8


						

							

							1,94


						

							

							3,7636


						

							

							-0,06


						

							

							0,000011391008


						

							

							0,0034


						

							

							-0,315918104


						

					


					

							

							Híbrido 9


						

							

							1,98


						

							

							3,9204


						

							

							-0,02


						

							

							0,000000107215


						

							

							0,0003


						

							

							-0,009546536


						

					


					

							

							Híbrido 10


						

							

							1,96


						

							

							3,8416


						

							

							-0,04


						

							

							0,000002106118


						

							

							0,0015


						

							

							-0,089076877


						

					


					

							

							Híbrido 11


						

							

							1,97


						

							

							3,8809


						

							

							-0,03


						

							

							0,000000623061


						

							

							0,0008


						

							

							-0,035731484


						

					


					

							

							Híbrido 12


						

							

							2,12


						

							

							4,4944


						

							

							0,12


						

							

							0,000220842514


						

							

							0,0149


						

							

							2,918871111


						

					


					

							

							Híbrido 13


						

							

							2,06


						

							

							4,2436


						

							

							0,06


						

							

							0,000014685753


						

							

							0,0038


						

							

							0,382230272


						

					


					

							

							Híbrido 14


						

							

							2,09


						

							

							4,3681


						

							

							0,09


						

							

							0,000071343113


						

							

							0,0084


						

							

							1,250739741


						

					


					

							

							Híbrido 15


						

							

							2,04


						

							

							4,1616


						

							

							0,04


						

							

							0,000003083568


						

							

							0,0018


						

							

							0,118561324


						

					


					

							

							Híbrido 16


						

							

							2,05


						

							

							4,2025


						

							

							0,05


						

							

							0,000007258198


						

							

							0,0027


						

							

							0,225306912


						

					


					

							

							Híbrido 17


						

							

							2,07


						

							

							4,2849


						

							

							0,07


						

							

							0,000026731948


						

							

							0,0052


						

							

							0,598998678


						

					


					

							

							Híbrido 18


						

							

							1,90


						

							

							3,6100


						

							

							-0,10


						

							

							0,000092595888


						

							

							0,0096


						

							

							-1,520886074


						

					


					

							

							Híbrido 19


						

							

							1,91


						

							

							3,6481


						

							

							-0,09


						

							

							0,000060229566


						

							

							0,0078


						

							

							-1,101565200


						

					


					

							

							Híbrido 20


						

							

							1,88


						

							

							3,5344


						

							

							-0,12


						

							

							0,000194504451


						

							

							0,0139


						

							

							-2,653689248


						

					


					

							

							Híbrido 21


						

							

							1,89


						

							

							3,5721


						

							

							-0,11


						

							

							0,000136529421


						

							

							0,0117


						

							

							-2,035038331


						

					


					

							

							Σ


						

							

							41,96


						

							

							83,9858


						

							

							0,00


						

							

							0,0016581


						

							

							0,1457


						

							

							-2,6281


						

					


				

			


			Fonte: Elaborada pelo autor, 2025.


			Assim, calcula-se a variância amostral da seguinte forma:


			[image: ]


			O desvio-padrão é:


			[image: ]


			O coeficiente de variação é:


			[image: ]


			Como o coeficiente de variação foi inferior a 10%, pode-se afirmar que a dispersão dos dados é homogênea.


			O erro-padrão amostral é: 


			[image: ]


			Para calcular a curtose, primeiramente precisa-se dos valores de [image: ]e [image: ], que estão na Tabela 1.3.


			Assim, curtose é: 


			[image: ]


			[image: ]


			[image: ]


			Para analisar se a curtose é significativa ou não, deve-se calcular o teste t, da seguinte forma:


			[image: ]


			O valor de t tabelado a 5% de probabilidade com infinitos graus de liberdade é: t0(5%,∞): 1,96 (anexo 1). Como o valor de t calculado foi inferior ao valor de t tabelado (|tcal| < ttab), portanto, aceita-se H0, ou seja, é não significativo.


			Para se calcular a assimetria, deve-se obter os valores de [image: ], que já foram calculados na Tabela 1.3. Vale ressaltar que sx é o desvio-padrão amostral do conjunto de dados. 


			[image: ]


			Para analisar se a assimetria é significativa ou não, deve-se calcular o teste t, da seguinte forma:


			[image: ] 


			O valor de t tabelado, ao nível de 5% de probabilidade e com infinitos graus de liberdade, é ttab(5%; ∞) = 1,96 (anexo 1). Como o valor de t calculado foi inferior ao valor tabelado (|tcal| < ttab), não se rejeita a hipótese nula (H₀), indicando ausência de significância estatística. Dessa forma, conclui-se que o conjunto de dados apresenta simetria.


			Considerando que os coeficientes de curtose e assimetria não foram significativos, infere-se que os dados provavelmente seguem uma distribuição normal.


			1.4 Softwares estatísticos utilizados em experimentação agrícola


			Existem muitos softwares que são utilizados em experimentação agrícola, porém os mais utilizados são: Genes, Sisvar, Rbio e R. Vale salientar que esses programas são gratuitos.


			O Genes é um programa estatístico desenvolvido para análises em genética, com foco no melhoramento genético (plantas e animais) e na experimentação. Ele oferece ferramentas para a análise de dados genéticos e estatísticos, como a realização de análises de variância, correlações e herança genética. Além disso, o programa permite o cálculo de parâmetros genéticos, como a herdabilidade, e é capaz de ajustar modelos para planos experimentais complexos, comuns em estudos de melhoramento genético. Seu uso é bastante recorrente em pesquisas científicas que envolvem genética quantitativa e melhoramento genético. Entretanto, pode ser utilizado para analisar dados experimentais de pesquisas que não sejam da área de genética e melhoramento, pois ele também tem ferramenta de experimentação agrícola (Cruz; Regazzi; Carneiro, 2004; Cruz, 2013; Cruz, 2016).


			O Sisvar (Sistema para Análise de Variância) é um software desenvolvido para análise estatística de dados experimentais, especialmente para a área de agricultura e ciências biológicas. Ele é amplamente utilizado em instituições de ensino e pesquisa. Algumas de suas principais características são a análise de variância (ANOVA), que facilita o tratamento de  dados experimentais, e testes de comparação de médias como o de Tukey. O programa também permite a análise de modelos lineares e mistos, e é reconhecido por sua interface gráfica simples e fácil de usar, além da facilidade de importar dados de planilhas do Excel (Ferreira, 2011).


			O Rbio é uma plataforma desenvolvida para análises estatísticas voltadas principalmente para a biologia e as ciências agrárias, mas também utilizada em diversas outras áreas da pesquisa científica. Ele oferece uma interface gráfica que facilita a realização de testes estatísticos, como ANOVA, regressões e outros testes de comparação de médias. Embora seja mais simples de usar em comparação com o R, o Rbio mantém boa capacidade analítica, com destaque para a aplicação em dados experimentais de biologia e agronomia. O programa é desenvolvido no Brasil e é uma opção popular entre pesquisadores e estudantes dessas áreas (Bhering, 2017; Bhering; Teodoro, 2021).


			O R é uma linguagem de programação e ambiente de software altamente utilizado para computação estatística e gráficos. É uma das ferramentas mais poderosas e flexíveis para análise de dados devido à grande variedade de pacotes disponíveis. Ele permite personalização total das análises e criação de gráficos, além de lidar com grandes volumes de dados de forma eficiente. Por ser uma linguagem de código aberto, ele possui forte suporte da comunidade e é frequentemente utilizado em diferentes áreas da ciência e da pesquisa (R Core Team, 2024).


			
1.4.1 Introdução ao Software R



			O software R é uma ferramenta estatística gratuita, de código aberto, amplamente utilizada tanto em aplicações pessoais quanto em corporativas. Permite integração com outros programas, realização de análises estatísticas e elaboração de gráficos. Sua funcionalidade é ampliada por meio de pacotes (packages) atualizados periodicamente. Por ser um ambiente dinâmico, opera com comandos escritos na linguagem R, uma linguagem própria de programação voltada à computação estatística. Esse software pode ser baixado e distribuído gratuitamente de acordo com a licença GNU. O R está disponível para as plataformas Linux, Windows e MacOS (Landeiro, 2011; Ferreira; Alves Neto, 2019).


			Para baixar o R, entre no site www.r-project.org, clique em CRAN (Comprehensive R Archive Network), escolha o espelho de sua preferência (CRAN mirrors), clique em Linux, MacOS ou Windows, clique em base e em Download R, e salve o arquivo do R. O passo seguinte é executar o arquivo para instalar.


			O R possui uma janela com poucas opções (Figura 1.5). Para realizar as análises, deve-se digitar diretamente na linha de comandos. Na “linha de comandos” você irá digitar os comandos e as funções que deseja usar.


			Figura 1.5: Interface do software R.


			[image: Texto



O conteúdo gerado por IA pode estar incorreto.]


			Fonte: Elaborada pelo autor, 2025.


			Para instalar os pacotes necessários, deve-se usar o comando install.packages(“nome_do_pacote”) e aperte a tecla Enter, como, por exemplo, install.packages(“ExpDes.pt”) – Figura 1.6. Mas, se desejar instalar vários pacotes simultâneos, utilize o comando install.packages(c(“nome_do_pacote”,”nome_2_pacote”)) e aperte a tecla Enter, como, por exemplo, install.packages(c(“ExpDes”,” ExpDes.pt”)). 


			Figura 1.6: Exemplo de comando para instalação de um pacote.


			[image: Interface gráfica do usuário, Texto, Aplicativo



O conteúdo gerado por IA pode estar incorreto.]


			Fonte: Elaborada pelo autor, 2025.


			Posteriormente, deve-se selecionar a pasta que se deseja que o R procure arquivos para ler e salvar, pois normalmente está configurado para salvar na pasta documentos. Para isso, basta ir em arquivo e depois mudar diretório (mudar dir...) e selecionar a pasta desejada (Figura 1.7). 


			Figura 1.7: Mudança no diretório para salvar na pasta desejada.


			[image: Texto



O conteúdo gerado por IA pode estar incorreto.]


			Fonte: Elaborada pelo autor, 2025.


			Quando se faz as análises no R, o resultado aparece no console do programa, ou seja, no mesmo local onde os comandos são digitados. Entretanto, caso queira que seja salvo um arquivo da análise na pasta selecionada (conforme visto anteriormente), deve-se digitar o comando sink(“Nome_do_arquivo.txt”). Vale ressaltar que o arquivo pode ser na extensão .txt ou .doc. Caso use a extensão .doc, na hora de abrir o documento, deve-se selecionar a opção Windows (padrão). Outro ponto que deve ser levado em consideração é a compatibilidade do separador decimal (ponto ou vírgula) com as configurações regionais do sistema operacional.


			Como exemplo, serão analisados os dados da Tabela 1.1 por meio do software R. Para isso, os dados foram colados no bloco de notas e salvos (use a extensão .txt) na pasta de sua preferência, da seguinte forma:


			Altura


			2.10


			1.85


			1.95


			2.11


			2.08


			2.06


			1.95


			1.94


			1.98


			1.96


			1.97


			2.12


			2.06


			2.09


			2.04


			2.05


			2.07


			1.90


			1.91


			1.88


			1.89


			Posteriormente, deve-se substituir o endereço do script pelo endereço onde foi salvo o arquivo do exemplo, seguindo as instruções (sempre após #). O próximo passo é copiar o script (apêndice 1) e colar no console do R para realizar a análise (Figura 1.8). 


			Figura 1.8: Script colado no console do software R.


			[image: Interface gráfica do usuário, Texto, Aplicativo



O conteúdo gerado por IA pode estar incorreto.]


			Fonte: Elaborada pelo autor, 2025.


			Como nesse exemplo foi utilizado o comando sink, foi gerado um arquivo e salvo na pasta selecionada. O resultado da análise da estatística descritiva que foi gerada pelo software R segue abaixo (Saída 1.1). Vale ressaltar que a análise contida na saída é exatamente a mesma que foi gerada pelo software, mantendo o idioma e a falta de acento nas palavras. Observa-se que as instruções (escritas após #) não saem na análise. Outro ponto que deve ser observado é que os resultados foram muito semelhantes aos calculados anteriormente. As pequenas diferenças se devem ao fato de que o software leva em consideração todas as casas decimais, o que não acontece quando resolvemos usando a calculadora.


			Saída 1.1. Análise da estatística descritiva realizada no software R.


			Arquivo de Entrada: C:\Estatistica\dados_Descritiva.txt 


			**************************************************************  


			Procedimento: Estatística Descritiva 


			Estatística e Experimentação Agrícola com Exemplos em R 


			Curso: Nome do curso 


			Disciplina: Experimentação Agrícola 


			Professor: Dr. Eliel Alves Ferreira 


			**************************************************************  


			Data da Análise: Tue Jan  7 01:11:53 2025 


			Estatísticas descritivas 


			     Altura     


			 Min.   :1.850  


			 1st Qu.:1.940  


			 Median :1.980  


			 Mean   :1.998  


			 3rd Qu.:2.070  


			 Max.   :2.120  


			               Altura


			nobs        21.000000


			NAs          0.000000


			Minimum      1.850000


			Maximum      2.120000


			1. Quartile  1.940000


			3. Quartile  2.070000


			Mean         1.998095


			Median       1.980000


			Sum         41.960000


			SE Mean      0.018627


			LCL Mean     1.959240


			UCL Mean     2.036950


			Variance     0.007286


			Stdev        0.085359


			Skewness    -0.124889


			Kurtosis    -1.512728


			-------------------------------------------------------------- 


			Variável =  1      Altura 


			-------------------------------------------------------------- 


			  Máximo: 2.12 


			  Mínimo: 1.85 


			  Média: 1.998095 


			  Desvio-Padrão: 0.08535919 


			  Variância: 0.00728619 


			  Tamanho da amostra n: 21 


			  Erro Padrão da Média: 0.0186269 


			  Amplitude: 0.27 


			  Coeficiente de Variação %: 4.272028 


			  Soma: 41.96 


			  == Teste de Normalidade Shapiro-Wilk 


			           Shapiro-Wilk normality test


			data:  X[, i]


			W = 0.92824, p-value = 0.1269


			  == Teste de Normalidade Kolmogorov-Smirnov 


			           Asymptotic one-sample Kolmogorov-Smirnov test


			data:  X[, i]


			D = 0.16445, p-value = 0.6211


			alternative hypothesis: two-sided


			  == Curtose 


			Curtose: -1.512728 


			Teste T para Curtose: -1.415028 


			p-value: 0.1724426 


			Se p-value < 0.05, rejeita H0:Curtose =0. 


			  == Simetria 


			Simetria: -0.1248887 


			Teste T para Simetria: -0.2336454 


			p-value: 0.8176352 


			Se p-value < 0.05, rejeita H0:Simetria =0.


			1.5 Exercícios


			Exercício 1


			Definir uma população é necessário para que se possa fazer uma pesquisa ou o levantamento de informações. Podemos definir população como (Ribeiro, 2015):


			a) Conjunto de dados com todas as características possíveis.


			b) Conjunto de elementos que têm pelo menos uma característica em comum.


			c) Conjunto de pessoas de uma cidade, estado ou país.


			d) Conjunto de dados já analisados pelo pesquisador.


			e) Conjunto de dados da pesquisa em questão, sem relação com os resultados esperados.


			Exercício 2


			Uma parte retirada da população, para que seja feita sua análise, é denominada (Ribeiro, 2015):


			a) universo.


			b) parte.


			c) pedaço.


			d) dados brutos.


			e) amostra.


			Exercício 3


			Um Engenheiro Agrônomo foi contratado como consultor. Uma de suas pesquisas pretende avaliar a produtividade do milho em 10 propriedades. Para isso, foi realizada a estimativa de produtividade de cada uma delas, que são: 8790 kg ha-1, 9050 kg ha-1, 9100 kg ha-1, 9850 kg ha-1, 10430 kg ha-1, 10760 kg ha-1, 10570 kg ha-1, 11890 kg ha-1, 12050 kg ha-1 e 12960 kg ha-1.


			Assim, classifique a moda, calcule a média, a Mediana, a variância, o desvio-padrão, o erro-padrão, a assimetria e a curtose.


			Após os cálculos, faça também utilizando o software R por meio da análise de estatística descritiva. 


			Exercício 4


			Determinar a moda do seguinte conjunto: 1, 6, 9, 3, 2, 7, 4 e 11 (Ribeiro, 2015):


			a) 5


			b) Amodal


			c) 4 e 10


			d) 18


			e) 11


			Exercício 5


			Determinar a média, a Mediana, a variância, o desvio-padrão e o coeficiente de variação dos seguintes conjuntos (adaptado de Ribeiro, 2015):


			Obs.: Considere como população.


			Grupo 1: 9; 14; 2; 8; 7; 14; 3; 21; 1


			Grupo 2: 0,02; 0,25; 0,47; 0,01; -0,30; -0,5


			Exercício 6


			Observe o seguinte conjunto de dados (Dias, 2016):


			12 – 27 – 16 – 42 – 16 – 23 – 41 – 25


			Com relação à média, à Mediana e à moda do conjunto anterior, assinale a alternativa correta:


			a) Mo<[image: ]<Md


			b) Mo<Md<[image: ]


			c) Md<Mo<[image: ]


			d) Md<[image: ]<Mo


			e) [image: ]<Mo<Md


			Exercício 7


			Calcule a média, a Mediana, a moda e o coeficiente de variação do seguinte conjunto de dados (adaptado de Dias, 2016).


			Conjunto 1: 1 – 1 – 2 – 2 – 2 – 3 – 3 – 3 – 3 – 4


			Conjunto 2: 4 – 4 – 5 – 5 – 6 – 6 – 6 – 6 – 6 – 7


			Conjunto 3: 7 – 7 – 7 – 7 – 8 – 8 – 9 – 9 – 9 – 9


			Depois, classifique o conjunto com relação à quantidade de modas.


			Qual dos conjuntos tem o menor coeficiente de variação?


			Exercício 8


			Foi realizada uma coleta da produtividade, em kg ha-1, de 50 genótipos de milho, que se encontra na tabela abaixo. Assim, faça a análise estatística descritiva usando o software R e interprete-os.
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			Capítulo 2 – Planejamento agrícola experimental


			Neste capítulo, serão estudados os princípios da experimentação agrícola, o planejamento de experimentos e os fatores importantes da experimentação. Todos esses temas são fundamentais para você começar a compreender a estatística experimental e a atuação de um profissional na área.


			2.1 Introdução à experimentação agrícola


			Como vimos no primeiro capítulo, a estatística é a ciência que permite coletar, organizar, analisar e interpretar dados para as tomadas de decisão. Também é importante salientar que experimento é um processo planejado de investigação científica, que segue determinados princípios, destinado à verificação de novos fatos, confirmação ou rejeição dos resultados de experimentos anteriores. Dessa forma, uma decisão pode ser tomada, como a recomendação de um novo genótipo.


			2.1.1 Unidade experimental ou parcela


			A parcela pode ser um indivíduo ou uma área experimental que vai receber o tratamento e fornecer os dados que deverão refletir o seu efeito. É a unidade de referência na qual serão avaliadas ou medidas todas as variáveis (características). Em experimentos, deve-se ter um número adequado de plantas que possam representar um tratamento. As parcelas podem ser constituídas de uma planta ou grupo de plantas, em vasos ou em campos, e podem ser formadas também em uma placa de Petri, entre outras possibilidades. Entretanto, é importante enfatizar que a decisão de utilizar uma planta ou um grupo de plantas como parcela depende do fenômeno que está sendo estudado, da maneira como o experimento será conduzido e dos recursos disponíveis. De modo geral, a escolha da unidade experimental deve ser feita de forma a minimizar o erro experimental.


			2.1.2 Tratamentos


			O tratamento pode ser um método, elemento ou material cujo efeito deve ser medido e comparado com outros no experimento. Pode-se dizer que o tratamento é uma condição imposta ou objeto que se deseja medir ou avaliar em um experimento. São exemplos de tratamentos: diferentes genótipos de uma determinada espécie florestal; diversos tipos de adubações; diferentes inseticidas aplicados no controle de uma determinada praga; entre outros. Vale ressaltar que é possível trabalhar com dois ou mais tipos de tratamentos diferentes, como genótipos e diferentes doses de adubos.


			2.1.3 Controle ou testemunha


			É importante salientar que, normalmente, utiliza-se um dos tratamentos como testemunha, que também pode ser chamado de tratamento controle, sendo esse um método, elemento ou material comumente utilizado como referência. O efeito da testemunha será comparado com as respostas dos demais tratamentos, com a finalidade de comprovação ou confirmação. Exemplo: comparar o genótipo mais utilizado com novos genótipos que foram melhorados; ausência de adubação; entre outros.


			2.1.4 Bordadura


			As bordaduras desempenham papel fundamental em experimentos, por contribuírem para a obtenção de resultados confiáveis. Trata-se de uma faixa localizada na periferia da parcela experimental, que recebe os mesmos tratamentos aplicados ao restante da parcela. No entanto, os dados provenientes da bordadura não são incluídos na análise dos resultados. Sua função é isolar a parcela útil, minimizando a influência de tratamentos aplicados em parcelas vizinhas. A área total da parcela compreende tanto a bordadura quanto a área útil, sendo esta última a porção da qual serão coletadas as informações experimentais (Figura 2.1).


			Figura 2.1: Esquema da parcela com as linhas de bordadura.


			[image: Uma imagem contendo Diagrama
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			Fonte: Esalq, 2016.


			2.1.5 Material experimental


			O material experimental refere-se a todos os recursos, equipamentos e substâncias necessários para realizar experimentos em diversas áreas do conhecimento, como ciências agrárias, engenharia, física, biologia, entre outras. Ele abrange tudo aquilo que é utilizado para a realização de uma investigação científica ou atividade prática, permitindo a observação, a medição e a análise de fenômenos e comportamentos em condições controladas.


			Esse material pode incluir instrumentos de medição, como termômetros, balanças, microscópios e multímetros, substâncias químicas, como reagentes e soluções, equipamentos de laboratório, como béqueres, tubos de ensaio e frascos, ferramentas e dispositivos específicos, dependendo da área de estudo. Além disso, pode envolver materiais tecnológicos, como sensores, computadores e softwares, quando o experimento exige recursos modernos para coleta e análise de dados. Nas ciências agrárias podem ser plantas, animais, equipamentos, metodologia, adubos, entre outros.


			O material experimental é essencial para que experimentos possam ser realizados de forma controlada, com dados precisos e repetíveis, possibilitando a verificação de hipóteses, o teste de teorias e o avanço no conhecimento. A escolha adequada do material experimental, assim como sua preparação e uso correto, é fundamental para o sucesso de qualquer pesquisa ou experimento.


			De acordo com Banzatto e Kronka (2006), o material experimental deve ser cuidadosamente selecionado, pois em certos tipos de trabalhos é desejável um material uniforme. Entretanto, ao escolhê-lo, devemos ter em mente a população sobre a qual desejamos obter conclusões. Portanto, para muitas pesquisas aplicadas na agropecuária é importante utilizar os tipos de materiais que realmente serão utilizados na prática.


			
2.2 Princípios básicos da experimentação agrícola



			Os princípios básicos da experimentação foram formulados por Ronald A. Fisher entre 1919 e 1925 (Duarte, 1996), representando um marco fundamental no desenvolvimento da estatística moderna. A partir desses fundamentos, tornou-se possível estimar os efeitos dos tratamentos e quantificar os erros experimentais, viabilizando a aplicação de testes estatísticos com maior precisão.


			Esses princípios consistem em diretrizes essenciais para a condução de experimentos científicos, assegurando que os resultados obtidos sejam confiáveis, válidos e reproduzíveis. Sua aplicação contribui para uma estrutura experimental bem delineada e para a análise rigorosa dos dados. Os três princípios fundamentais são: repetição, casualização e controle local.


			Esses princípios são essenciais para garantir que a experimentação seja conduzida de maneira ética, científica e confiável, contribuindo para o avanço do conhecimento e para a validação de teorias científicas. A observância desses princípios ajuda a evitar erros e a garantir que os experimentos sejam bem-sucedidos, com resultados que podem ser aplicados e generalizados.


			2.2.1 Princípio da repetição


			A repetição corresponde ao número de vezes que um tratamento é aplicado no experimento, permitindo a estimativa do erro experimental, fundamental para a elaboração de testes de hipóteses. É importante destacar que, quanto maior o número de repetições, menor será o erro-padrão. A utilização de um número adequado de repetições possibilita uma estimativa mais precisa do erro experimental, aumentando a precisão e o poder dos testes estatísticos.


			Para exemplificar, considere um híbrido A que apresenta maior produtividade que o híbrido B, porém sem repetições no experimento. Nesse caso, não é possível afirmar com segurança que o híbrido A é realmente mais produtivo, pois esse desempenho pode ter ocorrido por acaso ou por influência de fatores externos, como uma área de solo mais fértil. Se ambos os híbridos forem cultivados em várias parcelas (com repetições) e o híbrido A mantiver, em média, rendimento superior, isso indica que sua maior produtividade é provavelmente verdadeira (Banzatto; Kronk, 2006).


			Além disso, é necessário verificar se o número de repetições é suficiente para capturar a variabilidade dos dados. O número ideal de repetições pode variar conforme a natureza do experimento e dos dados. Essa quantidade pode ser estimada a partir de um experimento-piloto, que permite avaliar preliminarmente a variabilidade experimental (Ferreira; Alves Neto, 2019). Outra abordagem é consultar artigos científicos com objetivos semelhantes, a fim de identificar o número de repetições geralmente utilizado.


			2.2.2 Princípio da casualização


			Na ANOVA, é imprescindível que os erros experimentais sejam independentes. Para garantir essa independência, é necessária a casualização, uma vez que parcelas adjacentes podem apresentar correlação, o que comprometeria a validade dos testes estatísticos ao gerar erros correlacionados. A aplicação da casualização visa eliminar esse problema.


			A casualização consiste na distribuição aleatória dos tratamentos nas parcelas experimentais. Essa aleatorização pode ser realizada em todo o experimento ou restrita a blocos, conforme o delineamento experimental adotado (Pimentel-Gomes, 2009; Cruz, 2006). A casualização atua como uma espécie de seguro: uma precaução contra interferências que podem ou não ocorrer e que, caso ocorram, podem ou não ser significativas (Ramalho; Ferreira; Oliveira, 2005).


			No Quadro 2.1, observa-se um esquema simplificado de experimento com dois híbridos (A e B) e seis repetições. No arranjo A, não há casualização, sendo mantida a mesma sequência dos tratamentos em todas as repetições. Já no arranjo B, os tratamentos foram casualizados, resultando em diferentes ordens em cada repetição.


			Quadro 2.1: Esquema comparativo entre experimentos sem (A) e com casualização (B) para dois híbridos (A e B) em seis repetições.
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			Fonte: Elaborado pelo autor, 2025.


			Embora a repetição seja um princípio essencial nos experimentos, ainda pode ocorrer que um híbrido, como o A, apresente maior produtividade que outro, como o B, não por efeito do tratamento em si, mas por ter sido favorecido por fatores externos, como maior fertilidade do solo nas parcelas em que foi alocado. Para evitar esse tipo de viés, é fundamental realizar a casualização dos tratamentos, isto é, a alocação aleatória dos tratamentos nas parcelas experimentais. Dessa forma, todos os tratamentos possuem a mesma probabilidade de serem distribuídos em qualquer parcela, minimizando a influência de variáveis não controladas, como luminosidade, temperatura, manchas de solo fértil ou variações na adubação.


			Com a repetição e a casualização devidamente aplicadas, se o híbrido A continuar apresentando maior produtividade, pode-se inferir que essa diferença é, de fato, atribuída ao tratamento, e não a efeitos externos.


			O principal objetivo da casualização é garantir que as estimativas obtidas no experimento sejam isentas de viés decorrente de erros sistemáticos, permitindo, assim, a obtenção de estimativas não viesadas tanto das médias dos tratamentos quanto das diferenças entre elas.


			A casualização pode ser realizada por meio de diversos métodos, como sorteio em urna, tabelas de números aleatórios ou softwares estatísticos. No contexto da estatística experimental, recomenda-se o uso de programas como o Genes (Cruz, 2013) e o Sisvar (Ferreira, 2011), que realizam a aleatorização dos tratamentos e geram planilhas organizadas para a condução do experimento.


			Para exemplificar a importância da casualização, imagine um experimento com 20 híbridos de milho de diferentes empresas, avaliados em três repetições. Suponha que os híbridos foram sempre dispostos na mesma ordem, de 1 a 20, nas três repetições, sem aleatorização. Nessa condição, o híbrido 15, com maior vigor inicial e porte elevado, gerou sombra sobre o híbrido 16 durante parte do dia em todas as repetições. Ao final, o híbrido 15 apresentou desempenho superior ao 16, mas não é possível afirmar se essa superioridade se deve ao potencial genético ou ao fato de o híbrido 16 ter sido prejudicado pela sombra.


			Esse tipo de interferência poderia ter sido evitado com a aplicação da casualização, garantindo que todos os híbridos tivessem a mesma chance de serem expostos aos fatores ambientais e, assim, assegurando maior confiabilidade nos resultados obtidos.


			2.2.3 Princípio do controle local


			O princípio do controle local é amplamente empregado, embora não seja obrigatório. Ele consiste em distribuir os tratamentos na área experimental de forma a agrupá-los em regiões as mais homogêneas possíveis quanto às condições de solo, irrigação, luminosidade, entre outros fatores. Essas regiões homogêneas são denominadas blocos. Quando a área experimental já apresenta homogeneidade, a adoção de blocos torna-se desnecessária.


			Dentro de cada bloco, as parcelas devem apresentar a maior uniformidade possível, visando reduzir a variação interna. Já a variação entre blocos pode ser elevada. O objetivo do controle local é segmentar um ambiente heterogêneo em subáreas homogêneas, contribuindo para a redução do erro experimental e, consequentemente, aumentando a eficiência do delineamento.


			O controle local implica restrições na casualização, uma vez que os tratamentos são distribuídos aleatoriamente dentro de cada bloco (Quadro 2.2). Essa estratégia visa neutralizar os efeitos de fontes de variação conhecidas ou suspeitas no ambiente experimental.


			Quadro 2.2: Esquema que representa dois tratamentos (A e B) com seis blocos, com casualização e controle local.


			

				

					

					

					

					

					

					

				

				

					

							

							Gradiente de variação


						

					


					

							

							-------------------------------------------------------------------------->


						

					


					

							

							Bloco 1


						

							

							Bloco 2


						

							

							Bloco 3


						

							

							Bloco 4


						

							

							Bloco 5


						

							

							Bloco 6


						

					


					

							

							Híbrido B


						

							

							Híbrido B


						

							

							Híbrido A


						

							

							Híbrido B


						

							

							Híbrido B


						

							

							Híbrido A


						

					


					

							

							Híbrido A


						

							

							Híbrido A


						

							

							Híbrido B


						

							

							Híbrido A


						

							

							Híbrido A


						

							

							Híbrido B


						

					


				

			


			Fonte: Elaborado pelo autor, 2025.


			2.3 Planejamento de experimentos agrícolas


			Na experimentação agrícola, os dados utilizados nas análises estatísticas são provenientes de amostras retiradas de uma população, por meio de experimentos previamente planejados. Dessa forma, a análise estatística deve ser aplicada a todos os dados experimentais, pois sempre haverá variação decorrente de fatores não controlados. Entre esses fatores estão: variações no espaçamento entre plantas, na infestação por pragas e doenças, na constituição genética das plantas, na profundidade de semeadura, na fertilidade do solo, entre outros. Embora nem todos esses efeitos possam ser identificados individualmente, seu conjunto é denominado variação do acaso (ou variação aleatória), que o pesquisador busca minimizar por meio de um planejamento experimental adequado, com controle dos fatores possíveis (Banzatto; Kronka, 2018).


			Com frequência, estatísticos são chamados para interpretar os dados obtidos. No entanto, a validade das conclusões depende da forma como o experimento foi conduzido. Ao ser consultado, ele deverá solicitar o detalhamento do experimento e de seus objetivos. Em alguns casos, poderá constatar que não é possível chegar a conclusões válidas, especialmente se não foi utilizado um delineamento experimental adequado ou se os princípios básicos da experimentação não foram respeitados. Nessa situação, o experimento deverá ser repetido. Para evitar perda de tempo e recursos, é fundamental o planejamento rigoroso da pesquisa (Banzatto; Kronka, 2018).


			O planejamento experimental é essencial na fase inicial de qualquer experimento. Ele deve atender aos objetivos da pesquisa e permitir a testagem adequada das hipóteses formuladas. A escolha das características a serem avaliadas depende dos objetivos do estudo. O material experimental deve ser selecionado com base no tipo de experimento, sendo importante que represente a população à qual se deseja extrapolarem os resultados. Em experimentos agrícolas, recomenda-se o uso de materiais que reflitam as condições reais de campo (Banzatto; Kronka, 2006).


			A precisão experimental refere-se à menor diferença entre tratamentos que pode ser detectada com confiança. Pode ser aumentada por meio de práticas como: seleção criteriosa do material experimental e da unidade experimental, escolha adequada dos tratamentos, aumento no número de repetições, agrupamento das parcelas e uso de técnicas estatísticas apropriadas (Banzatto; Kronka, 2006).


			Os experimentos podem ser realizados em campo, casa de vegetação ou laboratório. O tamanho e a forma das unidades experimentais variam de acordo com: material utilizado (sementes, fertilizantes, plantas etc.); objetivos da pesquisa, número de tratamentos; disponibilidade de área e recursos; uso de máquinas agrícolas.


			A definição do número de repetições deve considerar a heterogeneidade do solo e do material experimental, o tamanho e a forma das parcelas, e os tipos de tratamento (os mesmos fatores que afetam a precisão experimental), ou seja, fontes de erro. Além disso, o número de repetições também depende da quantidade de material experimental, da disponibilidade de recursos financeiros e de mão de obra. De modo geral, quanto maior o número de repetições, menor será o erro experimental e maior será a capacidade de testar as hipóteses formuladas (Ramalho; Ferreira; Oliveira, 2005).


			Segundo Pimentel-Gomes (2009), experimentos com poucos tratamentos requerem mais repetições, pois é necessário garantir um número adequado de graus de liberdade para estimar o erro experimental. Ainda, o número de repetições varia conforme o nível de discriminação desejado entre os tratamentos.


			Como será discutido adiante, as análises de variância e os testes de significância são influenciados pelo número de repetições. Um maior número de repetições tende a aumentar a precisão dos testes. Em experimentos agrícolas, costuma-se utilizar três ou mais repetições e mais de 20 unidades experimentais, de modo que os graus de liberdade do resíduo (erro) não sejam inferiores a 10 (Arnuti et al., 2017; Neumann et al., 2018).


			Contudo, Banzatto e Kronka (2006) recomendam o uso de quatro a oito repetições. Esse intervalo permite uma estimativa mais confiável do erro experimental, além de garantir número adequado de graus de liberdade no resíduo, como será discutido posteriormente.
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R version 4.3.1 (2023-06-16 ucre) —- "Beagle Scouts”
Copyright (C) 2023 The R Foundation for Statistical Computing
Plavform: x86_64-w64-mingw32/xe4 (64-bit)

R & um software livre e vem sem GARANTIA ALGUMA.
Vocé pode redistribui-lo sob certas circunsténcias.
Digite 'license()' ou 'licence()' para detalhes de distribuigdo.

R ¢ um projeto colaborativo com muitos contribuidores.
Digite 'contributors()' para obter mais informagdes e

‘citation()’ para saber como citar o R ou pacotes do R em publicacdes.
Digite 'demo()’ para demonstragées, 'help()' para o sistema on-line de ajuda,
ou 'help.start()’ para abrir o sistema de ajuda em HTHL no seu navegador.
Digite 'q()’ para sair do R.

[Area de trabalho anterior carregada]

> install.packages ("ExpDes.pt")|
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