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Claude Shannon






Claude Elwood Shannon (April 30, 1916 – February 24, 2001) was an American mathematician, electrical engineer, and cryptographer known as "the father of information theory".[1][2]

Shannon is noted for having founded information theory with a landmark paper, A Mathematical Theory of Communication, that he published in 1948. He is, perhaps, equally well known for founding digital circuit design theory in 1937, when—as a 21-year-old master's degree student at the Massachusetts Institute of Technology (MIT)—he wrote his thesis demonstrating that electrical applications of Boolean algebra[image: External link] could construct any logical, numerical relationship.[3] Shannon contributed to the field of cryptanalysis for national defense during World War II, including his fundamental work on codebreaking and secure telecommunications.
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 Childhood




Shannon was born in Petoskey, Michigan and grew up in Gaylord, Michigan.[4] His father, Claude, Sr. (1862–1934), a descendant of early settlers of New Jersey, was a self-made businessman, and for a while, a Judge of Probate. Shannon's mother, Mabel Wolf Shannon (1890–1945), was a language teacher, and also served as the principal of Gaylord High School.

Most of the first 16 years of Shannon's life were spent in Gaylord, where he attended public school, graduating from Gaylord High School in 1932. Shannon showed an inclination towards mechanical and electrical things. His best subjects were science and mathematics. At home he constructed such devices as models of planes, a radio-controlled model boat and a wireless telegraph system to a friend's house a half-mile away. While growing up, he also worked as a messenger for the Western Union company.

His childhood hero was Thomas Edison, who he later learned was a distant cousin. Both were descendants of John Ogden (1609–1682), a colonial leader and an ancestor of many distinguished people.[5][6]

Shannon was apolitical and an atheist.[7]
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 Logic circuits




In 1932, Shannon entered the University of Michigan, where he was introduced to the work of George Boole. He graduated in 1936 with two bachelor's degrees: one in electrical engineering and the other in mathematics.

In 1936, Shannon began his graduate studies in electrical engineering at MIT, where he worked on Vannevar Bush's differential analyzer, an early analog computer.[8] While studying the complicated ad hoc circuits of this analyzer, Shannon designed switching circuits based on Boole's concepts. In 1937, he wrote his master's degree thesis, A Symbolic Analysis of Relay and Switching Circuits,[9] A paper from this thesis was published in 1938.[10] In this work, Shannon proved that his switching circuits could be used to simplify the arrangement of the electromechanical relays that were used then in telephone call routing switches. Next, he expanded this concept, proving that these circuits could solve all problems that Boolean algebra[image: External link] could solve. In the last chapter, he presents diagrams of several circuits, including a 4-bit full adder.[9]

Using this property of electrical switches to implement logic is the fundamental concept that underlies all electronic digital computers. Shannon's work became the foundation of digital circuit design, as it became widely known in the electrical engineering community during and after World War II. The theoretical rigor of Shannon's work superseded the ad hoc methods that had prevailed previously. Howard Gardner called Shannon's thesis "possibly the most important, and also the most noted, master's thesis of the century."[11]

Shannon received his Ph.D. degree from MIT in 1940. Vannevar Bush suggested that Shannon should work on his dissertation at the Cold Spring Harbor Laboratory, in order to develop a mathematical formulation for Mendelian genetics. This research resulted in Shannon's Ph.D. thesis, called An Algebra for Theoretical Genetics.[12]

In 1940, Shannon became a National Research Fellow at the Institute for Advanced Study in Princeton, New Jersey. In Princeton, Shannon had the opportunity to discuss his ideas with influential scientists and mathematicians such as Hermann Weyl and John von Neumann, and he also had occasional encounters with Albert Einstein and Kurt Gödel. Shannon worked freely across disciplines, and this ability may have contributed to his later development of mathematical Information theory.[13]
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 Wartime research




Shannon then joined Bell Labs to work on fire-control systems and cryptography during World War II, under a contract with section D-2 (Control Systems section) of the National Defense Research Committee (NDRC).

Shannon is credited with the invention of signal-flow graphs, in 1942. He discovered the topological gain formula while investigating the functional operation of an analog computer.[14]

For two months early in 1943, Shannon came into contact with the leading British mathematician Alan Turing. Turing had been posted to Washington to share with the U.S. Navy[image: External link]'s cryptanalytic service the methods used by the British Government Code and Cypher School at Bletchley Park to break the ciphers used by the Kriegsmarine U-boats in the north Atlantic Ocean.[15] He was also interested in the encipherment of speech and to this end spent time at Bell Labs. Shannon and Turing met at teatime in the cafeteria.[15] Turing showed Shannon his 1936 paper that defined what is now known as the "Universal Turing machine";[16][17] this impressed Shannon, as many of its ideas complemented his own.

In 1945, as the war was coming to an end, the NDRC was issuing a summary of technical reports as a last step prior to its eventual closing down. Inside the volume on fire control, a special essay titled Data Smoothing and Prediction in Fire-Control Systems, coauthored by Shannon, Ralph Beebe Blackman, and Hendrik Wade Bode, formally treated the problem of smoothing the data in fire-control by analogy with "the problem of separating a signal from interfering noise in communications systems."[18] In other words, it modeled the problem in terms of data and signal processing and thus heralded the coming of the Information Age.

Shannon's work on cryptography was even more closely related to his later publications on communication theory.[19] At the close of the war, he prepared a classified memorandum for Bell Telephone Labs entitled "A Mathematical Theory of Cryptography," dated September 1945. A declassified version of this paper was published in 1949 as "Communication Theory of Secrecy Systems" in the Bell System Technical Journal. This paper incorporated many of the concepts and mathematical formulations that also appeared in his A Mathematical Theory of Communication. Shannon said that his wartime insights into communication theory and cryptography developed simultaneously and that "they were so close together you couldn’t separate them".[20] In a footnote near the beginning of the classified report, Shannon announced his intention to "develop these results … in a forthcoming memorandum on the transmission of information."[21]

While he was at Bell Labs, Shannon proved that the cryptographic one-time pad is unbreakable in his classified research that was later published in October 1949. He also proved that any unbreakable system must have essentially the same characteristics as the one-time pad: the key must be truly random, as large as the plaintext, never reused in whole or part, and be kept secret.[22]

Later on in the American Venona project, a supposed "one-time pad" system by the Soviets[image: External link] was partially broken by the National Security Agency, but this was because of misuses of the one-time pads by Soviet cryptographic technicians in the United States and Canada. The Soviet technicians made the mistake of sometimes using the same pads more than once, and this was noticed by American cryptanalysts.
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 Information theory




In 1948, the promised memorandum appeared as "A Mathematical Theory of Communication," an article in two parts in the July and October issues of the Bell System Technical Journal. This work focuses on the problem of how best to encode the information a sender wants to transmit. In this fundamental work, he used tools in probability theory, developed by Norbert Wiener, which were in their nascent stages of being applied to communication theory at that time. Shannon developed information entropy as a measure of the uncertainty in a message while essentially inventing the field of information theory.

The book, co-authored with Warren Weaver, The Mathematical Theory of Communication, reprints Shannon's 1948 article and Weaver's popularization of it, which is accessible to the non-specialist. Warren Weaver pointed out that the word information in communication theory is not related to what you do say, but to what you could say. That is, information is a measure of one's freedom of choice when one selects a message. Shannon's concepts were also popularized, subject to his own proofreading, in John Robinson Pierce's Symbols, Signals, and Noise.

Information theory's fundamental contribution to natural language processing and computational linguistics was further established in 1951, in his article "Prediction and Entropy of Printed English", showing upper and lower bounds of entropy on the statistics of English – giving a statistical foundation to language analysis. In addition, he proved that treating whitespace[image: External link] as the 27th letter of the alphabet actually lowers uncertainty in written language, providing a clear quantifiable link between cultural practice and probabilistic cognition.

Another notable paper published in 1949 is "Communication Theory of Secrecy Systems", a declassified version of his wartime work on the mathematical theory of cryptography, in which he proved that all theoretically unbreakable ciphers must have the same requirements as the one-time pad. He is also credited with the introduction of sampling theory, which is concerned with representing a continuous-time signal from a (uniform) discrete set of samples. This theory was essential in enabling telecommunications to move from analog to digital transmissions systems in the 1960s and later.

He returned to MIT to hold an endowed chair in 1956.
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 Teaching at MIT




In 1956 Shannon joined the MIT faculty to work in the Research Laboratory of Electronics (RLE). He continued to serve on the MIT faculty until 1978.
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 Later life




Shannon developed Alzheimer's disease and spent the last few years of his life in a nursing home in Massachusetts oblivious to the marvels of the digital revolution he had helped create. He died in 2001. He was survived by his wife, Mary Elizabeth Moore Shannon, his son, Andrew Moore Shannon, his daughter, Margarita Shannon, his sister, Catherine Shannon Kay, and his two granddaughters.[23][24] His wife stated in his obituary that, had it not been for Alzheimer's disease, "He would have been bemused" by it all.[25]
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 Hobbies and inventions




Outside of his academic pursuits, Shannon was interested in juggling, unicycling, and chess. He also invented many devices, including a Roman numeral computer called THROBAC, juggling machines, and a flame-throwing trumpet.[26] One of his more humorous devices was a box kept on his desk called the "Ultimate Machine", based on an idea by Marvin Minsky. Otherwise featureless, the box possessed a single switch on its side. When the switch was flipped, the lid of the box opened and a mechanical hand reached out, flipped off the switch, then retracted back inside the box. Renewed interest in the "Ultimate Machine" has emerged on YouTube and Thingiverse. In addition, he built a device that could solve the Rubik's Cube puzzle.[5]

Shannon designed the Minivac 601, a digital computer trainer to teach business people about how computers functioned. It was sold by the Scientific Development Corp starting in 1961.

He is also considered the co-inventor of the first wearable computer along with Edward O. Thorp.[27] The device was used to improve the odds when playing roulette.
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 Personal life




Shannon met his wife Betty when she was a numerical analyst at Bell Labs. They were married in 1949.[23]

Shannon had three children, Robert James Shannon, Andrew Moore Shannon, and Margarita Shannon, and raised his family in Winchester, Massachusetts. His oldest son, Robert Shannon, died in 1998 at the age of 45.
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 Tributes




To commemorate Shannon's achievements, there were celebrations of his work in 2001.

There are currently six statues of Shannon sculpted by Eugene Daub: one at the University of Michigan; one at MIT in the Laboratory for Information and Decision Systems; one in Gaylord, Michigan; one at the University of California, San Diego; one at Bell Labs; and another at AT&T Shannon Labs[image: External link].[28] After the breakup of the Bell System, the part of Bell Labs that remained with AT&T Corporation[image: External link] was named Shannon Labs in his honor.

According to Neil Sloane, an AT&T Fellow who co-edited Shannon's large collection of papers in 1993, the perspective introduced by Shannon's communication theory (now called information theory) is the foundation of the digital revolution, and every device containing a microprocessor or microcontroller is a conceptual descendant of Shannon's publication in 1948:[29] "He's one of the great men of the century. Without him, none of the things we know today would exist. The whole digital revolution started with him."[25] The unit shannon is named after Claude Shannon.
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 Other work
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 Shannon's mouse




"Theseus", created in 1950, was a magnetic mouse controlled by an electromechanical relay circuit that enabled it to move around a labyrinth of 25 squares. Its dimensions were the same as those of an average mouse.[2] The maze configuration was flexible and it could be modified arbitrarily by rearranging movable partitions.[2] The mouse was designed to search through the corridors until it found the target. Having travelled through the maze, the mouse could then be placed anywhere it had been before, and because of its prior experience it could go directly to the target. If placed in unfamiliar territory, it was programmed to search until it reached a known location and then it would proceed to the target, adding the new knowledge to its memory and learning new behavior.[2] Shannon's mouse appears to have been the first artificial learning device of its kind.[2]
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 Shannon's computer chess program




In 1950, Shannon published a paper on computer chess entitled Programming a Computer for Playing Chess. It describes how a machine or computer could be made to play a reasonable game of chess. His process for having the computer decide on which move to make was a minimax[image: External link] procedure, based on an evaluation function of a given chess position. Shannon gave a rough example of an evaluation function in which the value of the black position was subtracted from that of the white position. Material was counted according to the usual chess piece relative value[image: External link] (1 point for a pawn, 3 points for a knight or bishop, 5 points for a rook, and 9 points for a queen).[30] He considered some positional factors, subtracting ½ point for each doubled pawn, backward pawn, and isolated pawn. Another positional factor in the evaluation function was mobility, adding 0.1 point for each legal move available. Finally, he considered checkmate to be the capture of the king, and gave the king the artificial value of 200 points. Quoting from the paper:


	The coefficients .5 and .1 are merely the writer's rough estimate. Furthermore, there are many other terms that should be included. The formula is given only for illustrative purposes. Checkmate has been artificially included here by giving the king the large value 200 (anything greater than the maximum of all other terms would do).



The evaluation function was clearly for illustrative purposes, as Shannon stated. For example, according to the function, pawns that are doubled as well as isolated would have no value at all, which is clearly unrealistic.
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 Shannon's maxim




Shannon formulated a version of Kerckhoffs' principle as "The enemy knows the system". In this form it is known as "Shannon's maxim".
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 Shannon Centenary




The Shannon Centenary, 2016, marked the life and influence of Claude Elwood Shannon on the hundredth anniversary of his birth on 30 April 1916. It was inspired in part by the Alan Turing Year. An ad hoc committee of the IEEE Information Theory Society including Christina Fragouli, Rüdiger Urbanke, Michelle Effros, Lav Varshney and Sergio Verdú,[31] coordinated worldwide events. The initiative was announced in the History Panel at the 2015 IEEE Information Theory Workshop Jerusalem[32][33] and the IEEE Information Theory Society Newsletter.[34]

A detailed listing of confirmed events was available on the website of the IEEE Information Theory Society.[35]

Some of the planned activities included:


	
Bell Labs hosted the First Shannon Conference on the Future of the Information Age on April 28 – 29, 2016 in Murray Hill, NJ to celebrate Claude Shannon and the continued impact of his legacy on society. The event includes keynote speeches by global luminaries and visionaries of the information age who will explore the impact of information theory on society and our digital future, informal recollections, and leading technical presentations on subsequent related work in other areas such as bioinformatics, economic systems, and social networks. There is also a student competition

	
Bell Labs launched a Web exhibit[image: External link] on April 30, 2016, chronicling Shannon's hiring at Bell Labs (under an NDRC contract with US Government), his subsequent work there from 1942 through 1957, and details of Mathematics Department. The exhibit also displayed bios of colleagues and managers during his tenure, as well as original versions of some of the technical memoranda which subsequently became well known in published form.

	In July 2016, the postal service of Republic of Macedonia[image: External link] (Macedonian Post) issued a commemorative stamp with Claude E. Shannon to mark the 100 years anniversary of his birth. The initiative about issuing a postal stamp with Shannon came from Sergio Verdú in a communication to Ninoslav Marina. Ninoslav Marina initiated the procedure with the Deputy Director General of the Macedonian Post Goce Bobolinski and the stamp came out of print on July 12, 2016 during the International Symposium on Information Theory in Barcelona[image: External link]. Initially, 7000 stamps were printed, however more may be printed if necessary. The stamp was officially promoted during the speech at the opening ceremony of the academic year 2016/17 at the University of Information Science and Technology “St. Paul the Apostle” in Ohrid[image: External link], Republic of Macedonia[image: External link], where Ninoslav Marina currently holds the position of a Rector. A USPS commemorative stamp is being proposed, with an active petition.[36]


	A documentary on Claude Shannon and on the impact of information theory is being produced by Sergio Verdú and Mark Levinson.

	A trans-Atlantic celebration of both George Boole's bicentenary and Claude Shannon's centenary that is being led by University College Cork and the Massachusetts Institute of Technology. A first event was a workshop in Cork, When Boole Meets Shannon,[37] and will continue with exhibits at the Boston Museum of Science and at the MIT Museum.[38]


	Many organizations around the world are holding observance events, including the Boston Museum of Science, the Heinz-Nixdorf Museum, the Institute for Advanced Study, Technische Universität Berlin, University of South Australia (UniSA), Unicamp (Universidade Estadual de Campinas), University of Toronto, Chinese University of Hong Kong, Cairo University, Telecom ParisTech, National Technical University of Athens, Indian Institute of Science, Indian Institute of Technology Bombay, Indian Institute of Technology Kanpur, Nanyang Technological University of Singapore, University of Maryland, University of Illinois at Chicago, École Polytechnique Federale de Lausanne, The Pennsylvania State University (Penn State), University of California Los Angeles, Massachusetts Institute of Technology, Chongqing University of Posts and Telecommunications, and University of Illinois at Urbana-Champaign.

	A series of geocaches, dedicated to the work of Claude Shannon, will be deployed in Munich, Germany. The first cache has already been placed.[39]


	A logo that appears on this page was crowdsourced on Crowdspring.[40]


	The Math Encounters presentation of 4 May 2016 at the National Museum of Mathematics in New York, titled Saving Face: Information Tricks for Love and Life, focused on Shannon's work in Information Theory. A video recording and other material are available.[41]
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 Awards and honors list




The Claude E. Shannon Award was established in his honor; he was also its first recipient, in 1972.[42]



	
Alfred Noble Prize, 1939 (award of civil engineering societies in the US)

	
Morris Liebmann Memorial Prize of the Institute of Radio Engineers, 1949[43]


	
Yale University (Master of Science), 1954

	
Stuart Ballantine Medal of the Franklin Institute, 1955

	
Research Corporation Award, 1956

	
University of Michigan, honorary doctorate, 1961

	
Rice University Medal of Honor, 1962

	
Princeton University, honorary doctorate, 1962

	
Marvin J. Kelly Award, 1962

	
University of Edinburgh[image: External link], honorary doctorate, 1964

	
University of Pittsburgh, honorary doctorate, 1964

	
Medal of Honor of the Institute of Electrical and Electronics Engineers, 1966[44]


	
National Medal of Science, 1966, presented by President Lyndon B. Johnson


	
Golden Plate Award, 1967

	
Northwestern University, honorary doctorate, 1970

	
Harvey Prize, the Technion of Haifa[image: External link], Israel[image: External link], 1972

	
Royal Netherlands Academy of Arts and Sciences (KNAW), foreign member, 1975[45]


	
University of Oxford, honorary doctorate, 1978

	
Joseph Jacquard Award, 1978

	
Harold Pender Award, 1978

	
University of East Anglia, honorary doctorate, 1982

	
Carnegie Mellon University, honorary doctorate, 1984

	
Audio Engineering Society Gold Medal, 1985

	
Kyoto Prize, 1985

	
Tufts University, honorary doctorate, 1987

	
Universitas Jember, diploma, 1990

	
University of Pennsylvania, honorary doctorate, 1991

	
Basic Research Award, Eduard Rhein Foundation, Germany[image: External link], 1991[46]


	
National Inventors Hall of Fame inducted, 2004
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Petoskey, Michigan






This article is about the town; for the type of rock, see Petoskey Stone[image: External link].

Petoskey is a city and coastal resort[image: External link] community in the U.S. state[image: External link] of Michigan[image: External link]. The population was 5,670 at the 2010 census[image: External link]. It is the county seat[image: External link] of Emmet County[image: External link].[7]

Petoskey and the surrounding area are notable in 20th-century American literature as the setting of several of the Nick Adams stories[image: External link] by Ernest Hemingway[image: External link], who spent his childhood summers on nearby Walloon Lake[image: External link]. They are the setting for certain events in Jeffrey Eugenides[image: External link]' novel Middlesex[image: External link] (2002), which also features Detroit and its suburban areas.
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 History




See also: History of Northern Michigan[image: External link]
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 Odawa Inhabitants




The Little Traverse Bay area was long inhabited by indigenous peoples, including the Odawa people[image: External link]. The name "Petoskey" is said to mean "where the light shines through the clouds" in the language of the Odawa[image: External link]. After the 1836 Treaty of Washington[image: External link], Odawa Chief Ignatius Petosega[image: External link] (1787–1885) took the opportunity to purchase lands near the Bear River. Petosega's father was Antoine Carre[image: External link], a French Canadian[image: External link] fur trader[image: External link] and his mother was Odawa.[9]
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 Early Presbyterian Missions




By the 1850s, several religious groups had established missions near the Little Traverse Bay. The Mormons had been based at Beaver Island[image: External link], the Jesuit missionaries had been based at L'arbor Croche and Michilimackinac[image: External link], with a Catholic presence in Harbor Springs, then known as "Little Traverse".[10] Andrew Porter, a Presbyterian missionary, arrived at the village of Bear River (as it was then called) in 1852.[11][12]
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 Pioneer Commercial Interests




Amos Fox and Hirem Obed Rose were pioneer entrepreneurs who had made money both during the California Gold Rush and at Northport selling lumber and goods to passing ships. Originally based at Northport, Rose and Fox[13] (or Fox & Rose)[14] expanded their business interests to Charlevoix and Petoskey in the 1850s. Rose made additional money by being a part of a business partnership that extended the railroad from Walton Junction to Traverse City.[15] H.O. Rose, along with Archibald Buttars,[16] established a general merchandise business in Petoskey.[17] After the partnership split, Mr. Rose relocated to Petoskey and in 1873 started Petoskey's first dock.[18] When the Grand Rapids and Indiana Railroad was about to be extended into the Bay View[image: External link] area, Mr Rose purchased much land in that area as well as trolley cars to enable transport from Petoskey to Bay View.[19] Rose contributed to many firsts of Petoskey, including the first dock, the first general store, extensive lime quarries (Michigan Limestone Company, or Petoskey Lime Company[20] ),[21] erection of the Arlington Hotel, lumbering enterprises, first president of the village, harbor improvements in 1893,[22][23] and officiating at early commemorative public events.[24][25][26] Rose's influence on the city are also commemorated by the naming of the H. O. Rose room at the Perry Hotel.[27]
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 Later History




In the late 19th century, Petoskey was also the location where 50,000 passenger pigeon[image: External link] birds were killed daily in massive hunts, leading to their complete extinction in the early 20th century.[28] A state historical marker commemorates the events, including the last great nesting at Crooked Lake in 1878.[29] One hunter was reputed to have personally killed "a million birds" and earned $60,000, the equivalent of $1 million today.[30]

Petoskey is also famous for a high concentration of Petoskey stones[image: External link], the state stone[image: External link] of Michigan. Notable natives are information theorist Claude Shannon, Civil War historian Bruce Catton[image: External link] and actress Megan Boone[image: External link], star of the NBC television series The Blacklist[image: External link] (2013). The city is the boyhood home of singer-songwriter Sufjan Stevens[image: External link].

This city was the northern terminus of the Chicago and West Michigan Railway[image: External link].

The Petoskey stone is named after Odawa Chief Ignatius Petosega[image: External link] (1787–1885). With members descended from the numerous bands in northern Michigan, the Little Traverse Bay Band[image: External link] is a federally recognized tribe that has its headquarters at nearby Harbor Springs, Michigan[image: External link]. It also owns and operates a gaming casino in Petoskey.
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 Geography




Part of Northern Michigan[image: External link], Petoskey is on the southeast shore of the Little Traverse Bay[image: External link] of Lake Michigan[image: External link] at the mouth of the Bear River[image: External link]. According to the United States Census Bureau[image: External link], the city has a total area of 5.29 square miles (13.70 km2), of which 5.09 square miles (13.18 km2) is land and 0.20 square miles (0.52 km2) is water.[2]


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Demographics






	Historical population



	Census
	Pop.
	
	%±



	1880[image: External link]
	1,815
	
	—



	1890[image: External link]
	2,872
	
	58.2%



	1900[image: External link]
	5,285
	
	84.0%



	1910[image: External link]
	4,778
	
	−9.6%



	1920[image: External link]
	5,064
	
	6.0%



	1930[image: External link]
	5,740
	
	13.3%



	1940[image: External link]
	6,019
	
	4.9%



	1950[image: External link]
	6,468
	
	7.5%



	1960[image: External link]
	6,138
	
	−5.1%



	1970[image: External link]
	6,342
	
	3.3%



	1980[image: External link]
	6,097
	
	−3.9%



	1990[image: External link]
	6,056
	
	−0.7%



	2000[image: External link]
	6,080
	
	0.4%



	2010[image: External link]
	5,670
	
	−6.7%



	Est. 2015
	5,719
	[31]
	0.9%



	
U.S. Decennial Census[32]
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 2010 census




As of the census[image: External link][3] of 2010, there were 5,670 people, 2,538 households, and 1,319 families residing in the city. The population density[image: External link] was 1,113.9 inhabitants per square mile (430.1/km2). There were 3,359 housing units at an average density of 659.9 per square mile (254.8/km2). The racial makeup of the city was 91.7% White[image: External link], 0.7% African American[image: External link], 4.7% Native American[image: External link], 0.4% Asian[image: External link], 0.5% from other races[image: External link], and 2.1% from two or more races. Hispanic[image: External link] or Latino[image: External link] of any race were 1.9% of the population.

There were 2,538 households of which 24.3% had children under the age of 18 living with them, 36.7% were married couples[image: External link] living together, 11.8% had a female householder with no husband present, 3.5% had a male householder with no wife present, and 48.0% were non-families. 39.2% of all households were made up of individuals, and 12.2% had someone living alone who was 65 years of age or older. The average household size was 2.10 and the average family size was 2.81.

The median age in the city was 39.8 years. 19.4% of residents were under the age of 18; 11.9% were between the ages of 18 and 24; 24.5% were from 25 to 44; 28.1% were from 45 to 64; and 16.1% were 65 years of age or older. The gender makeup of the city was 47.3% male and 52.7% female.
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 2000 census




As of the census[image: External link][5] of 2000, there were 6,080 people, 2,700 households, and 1,447 families residing in the city. The population density[image: External link] was 1,210.9 per square mile (467.6/km²). There were 3,342 housing units at an average density of 665.6 per square mile (257.0/km²). The racial makeup of the city was 94.18% White[image: External link], 0.33% African American[image: External link], 3.17% Native American[image: External link], 0.81% Asian[image: External link], 0.02% Pacific Islander[image: External link], 0.20% from other races[image: External link], and 1.30% from two or more races. Hispanic[image: External link] or Latino[image: External link] of any race were 1.17% of the population.

There were 2,700 households out of which 27.5% had children under the age of 18 living with them, 39.8% were married couples[image: External link] living together, 11.0% had a female householder with no husband present, and 46.4% were non-families. 39.4% of all households were made up of individuals and 14.6% had someone living alone who was 65 years of age or older. The average household size was 2.14 and the average family size was 2.89.

In the city, the population was spread out with 23.0% under the age of 18, 9.6% from 18 to 24, 28.5% from 25 to 44, 21.7% from 45 to 64, and 17.3% who were 65 years of age or older. The median age was 39 years. For every 100 females there were 85.6 males. For every 100 females age 18 and over, there were 81.2 males.

The median income for a household in the city was $33,657, and the median income for a family was $48,168. Males had a median income of $35,875 versus $25,114 for females. The per capita income[image: External link] for the city was $20,259. About 6.6% of families and 12.0% of the population were below the poverty line[image: External link], including 8.6% of those under age 18 and 8.4% of those age 65 or over.
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 Transportation
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 Airports





	The nearest airports with scheduled passenger service are in Pellston Regional Airport[image: External link][33] and Traverse City Cherry Capital Airport[image: External link].




[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Bus





	
Indian Trails[image: External link] provides daily intercity bus service between St. Ignace[image: External link] and East Lansing, Michigan[image: External link][34] and between Grand Rapids, Michigan[image: External link] and Petoskey.[35] Transfer between the two lines is possible in Petoskey.
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 Rail





	Freight rail service to Petoskey is limited and provided by the Tuscola and Saginaw Bay Railway[image: External link] (TSBY); however, the tracks are owned by the state of Michigan in order to preserve rail service in northern Michigan. Freight traffic includes plastic pellets delivered to a rail/truck transload[image: External link] facility for Petoskey Plastics. Occasional passenger/special excursion trains to Petoskey occur every now and then. Historically, the Northern Arrow[image: External link] and other rail lines provided passenger traffic to Petoskey and Bay View[image: External link], Michigan[image: External link] from as far as Chicago[image: External link] and St. Louis[image: External link], but these were discontinued in the late 20th century.
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 Marina





	The City of Petoskey Department of Parks and Recreation operates a 144-slip marina located in Bayfront Park. The marina offers seasonal and transient slips, gasoline, diesel fuel, boat launch, wireless internet, 30/50 AMP power, water, pump-out, restroom/showers, playground and adjacent park grounds. The Gaslight District is connected to Bayfront Park via a pedestrian tunnel. The marina received initial designation as a "Michigan Clean Marina"[36] in May 2007 and was recertified in 2010.[citation needed[image: External link]]
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 Major highways





	
US 31[image: External link] is a major highway running through the heart of the city. It continues southerly toward Charlevoix[image: External link], Traverse City[image: External link] and Muskegon[image: External link] and northerly to a terminus near Mackinaw City[image: External link].

	
US 131[image: External link] has its northern terminus in the city and continues southerly toward Cadillac[image: External link] and Grand Rapids[image: External link].

	
M-119[image: External link], accessible off US 31 east of the city and Bay View[image: External link], continues around the north side of Little Traverse Bay to Harbor Springs[image: External link] and then to Cross Village[image: External link].

	
C-58[image: External link] begins at C-81 just east of the city and continues to Wolverine[image: External link].

	
C-81[image: External link] is a north-south route passing just to the east of the city.
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 Colleges





	North Central Michigan College[image: External link]
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 Notable people





	
Megan Boone[image: External link], actress, star of NBC series The Blacklist[image: External link]


	
Katie Brown[image: External link], television host

	
Bruce Catton[image: External link], Civil War historian

	
Alan Hewitt[image: External link], musician and keyboardist for the Moody Blues[image: External link][37][38]


	
Claude Shannon, father of information theory


	
Hal Smith[image: External link], voice actor, Otis Campbell[image: External link] on The Andy Griffith Show[image: External link]


	
Sufjan Stevens[image: External link], singer-songwriter
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 Media





	Newspaper




	Petoskey News-Review[image: External link]




	Magazines




	
Traverse[image: External link], is published monthly with a focus on regional interests.




	Local AM radio




	
WLDR[image: External link] (750) - country[image: External link]; simulcast of WLDR-FM Traverse City

	
WJML[image: External link] (1110) - talk

	
WMKT[image: External link] (1270) - news/talk (licensed to Charlevoix[image: External link], studios in Petoskey)

	
WMBN[image: External link] (1340) - adult standards[image: External link]





	Local FM radio




	
WTLI[image: External link] (89.3) - contemporary Christian[image: External link] "Smile FM[image: External link]"

	
WTCK[image: External link] (90.9) - Catholic[image: External link] religious ( Charlevoix[image: External link])

	
WJOG[image: External link] (91.3) - contemporary Christian[image: External link] "Smile FM[image: External link]"

	
WBCM[image: External link] (93.5) - country[image: External link]; simulcast of WTCM-FM Traverse City

	W237DA (95.3) - translator of WFDX[image: External link]-FM Atlanta (classic hits[image: External link])

	
WLXT[image: External link] (96.3) - adult contemporary[image: External link]


	
WKLZ[image: External link] (98.9) - classic rock[image: External link]; simulcast of WKLT-FM Kalkaska

	W259AH (99.7) - translator of WPHN[image: External link]-FM Gaylord (religious)

	
WICV[image: External link] (100.9) - classical[image: External link] (East Jordan[image: External link]); simulcast of WIAA-FM Interlochen

	
WCMW[image: External link] (103.9) - CMU Public Radio[image: External link] (Harbor Springs[image: External link])

	
WKHQ[image: External link] (105.9) - CHR[image: External link]/top 40 (licensed to Charlevoix[image: External link], studios in Petoskey)

	
WLJD[image: External link] (107.9) - Christian[image: External link] ( Charlevoix[image: External link]); simulcast of WLJN-FM
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 Climate




This climatic[image: External link] region has large seasonal temperature differences, with warm to hot (and often humid) summers and cold (sometimes severely cold) winters. According to the Köppen Climate Classification[image: External link] system, Petoskey has a humid continental climate[image: External link], abbreviated "Dfb" on climate maps.[39]



	Climate data for Petoskey, Michigan



	Month
	Jan
	Feb
	Mar
	Apr
	May
	Jun
	Jul
	Aug
	Sep
	Oct
	Nov
	Dec
	Year



	Average high °F (°C)
	28

(−2)
	29

(−2)
	38

(3)
	51

(11)
	62

(17)
	71

(22)
	76

(24)
	76

(24)
	69

(21)
	57

(14)
	44

(7)
	33

(1)
	53

(12)



	Average low °F (°C)
	15

(−9)
	13

(−11)
	21

(−6)
	33

(1)
	42

(6)
	53

(12)
	57

(14)
	58

(14)
	51

(11)
	42

(6)
	32

(0)
	22

(−6)
	37

(3)



	Average precipitation[image: External link] inches (mm)
	2.1

(53)
	1.4

(36)
	1.7

(43)
	2.5

(64)
	2.7

(69)
	2.8

(71)
	2.8

(71)
	3.3

(84)
	3.8

(97)
	3.1

(79)
	2.7

(69)
	2.4

(61)
	31.4

(798)



	Source: Weatherbase [40]
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Medford, Massachusetts






Medford is a city 3.2 miles northwest of downtown Boston[image: External link] on the Mystic River[image: External link] in Middlesex County, Massachusetts[image: External link], United States. In the 2010 U.S. Census, Medford's population was 56,173. It is home to Tufts University.
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 History
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 17th century




Medford was settled in 1630 as part of Charlestown[image: External link]. The area was originally called "Mistick" by Thomas Dudley[image: External link] (a name which persisted for many decades), which his party renamed "Meadford".[1] In 1634, the land north of the Mystic River became the private plantation of former Governor Matthew Cradock[image: External link]; across the river was Ten Hills Farm[image: External link], which belonged to John Winthrop[image: External link], Governor of the Massachusetts Bay colony.[2] The name may have come from a description of the " meadow[image: External link] by the ford[image: External link]" in the Mystic River, or from two locations in England that Cradock may have known: the hamlet of Mayford or Metford in Staffordshire[image: External link] near Caverswall[image: External link], or from the parish of Maidford or Medford (now Towcester[image: External link], Northamptonshire[image: External link]).[3]

In 1637, the first bridge (a toll bridge[image: External link]) across the Mystic River was built at the site of the present-day Cradock Bridge, which carries Main Street into Medford Square.[4] It would be the only bridge across the Mystic until 1787, and as such became a major route for traffic coming into Boston from the north (though ferries and fords were also used).[5] The bridge would be rebuilt in 1880 and 1909.[4]

Until 1656, all of northern Medford was owned by Cradock, his heirs, or Edward Collins. Medford was governed as a "peculiar" or private plantation. As the land began to be divided among several people from different families, the new owners began to meet and make decisions locally and increasingly independently from the Charlestown town meeting. In 1674, a Board of Selectmen was elected, in 1684, the colonial legislature granted the ability to raise money independently, and in 1689, a representative to the legislature was chosen. The town got its own religious meeting room in 1690, and a secular meeting house in 1696.[5]
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 18th and 19th centuries




The land south of the Mystic River was known as "Mistick Field". It was transferred from Charlestown to Medford in 1754.[6] This grant also included the "Charlestown Wood Lots" (the Medford part of the Middlesex Fells), and part of what was at the time Woburn[image: External link] (now Winchester).[7] Parts of Medford were transferred to Charlestown in 1811, Winchester in 1850 ("Upper Medford"), and Malden in 1879. Additional land was transferred to Medford from Malden (1817), Everett (1875), and Malden (1877) again.[3][8]

The population of Medford went from 230 in 1700 to 1,114 in 1800. After 1880, the population rapidly expanded, reaching 18,244 by 1900.[9] Farmland was divided into lots and sold to build residential and commercial buildings, starting in the 1840s and 1850s; government services expanded with the population (schools, police, post office) and technological advancement (gas lighting, electricity, telephones, railways).[8] Tufts University was chartered in 1852 and the Crane Theological School[image: External link] at Tufts opened in 1869.

Medford was incorporated as a city in 1892[10] and was a center of industry, including the manufacture of brick[image: External link][11] and tile[image: External link], rum,[12] Medford Crackers, and clipper[image: External link] ships[13] such as the White Swallow[image: External link] and the Kingfisher[image: External link], both built by Hayden & Cudworth.[14]
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 Transportation




During the 17th century, a handful of major public roads (High Street, Main Street, Salem Street, "the road to Stoneham", and South Street) served the population, but the road network started a long-term expansion in the 18th century.[15] The Medford Turnpike Company was incorporated in 1803, but turned what is now Mystic Avenue over to the city in 1866. The Andover Turnpike Company was incorporated in 1805, but turned what is now Forest Street and Fellsway West over to Medford in 1830.[8]

Other major commercial transportation projects included the Middlesex Canal[image: External link] by 1803,[16] the Boston and Lowell Railroad[image: External link] in West Medford in the 1830s, and the Boston and Maine Railroad[image: External link] to Medford Center in 1847.

A horse-powered street railway[image: External link] began running to Somerville and Charlestown in 1860. The street railway network expanded in the hands of various private companies, and went electric in the late 1890s, when trolleys to Everett and downtown Boston were available.[8] Streetcars were converted to buses in the 20th century. Interstate 93[image: External link] was constructed between 1956 and 1963.[17]
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 Gypsy moth




In 1868, a French astronomer[image: External link] and naturalist, Leopold Trouvelot[image: External link], was attempting to breed a better silkworm[image: External link] using Gypsy moths[image: External link]. Several of the moths[image: External link] escaped from his home, at 27 Myrtle Street. Within ten years, the insect had denuded the vegetation in the neighborhood. It spread over North America.[18][19]
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 Holiday songs




In a tavern and boarding house on High Street (Simpson's Tavern) in the late 19th century, local resident James Pierpont[image: External link] wrote "Jingle Bells[image: External link]" after watching a sleigh[image: External link] race from Medford to Malden[image: External link]. Another local resident, Lydia Maria Child[image: External link] (1802–1880), made a poem out of the trip across town to her grandparents' house[image: External link], now the classic song "Over the River and Through the Woods[image: External link]".
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 Other notables




Medford was home to Fannie Farmer[image: External link], author of one of the world's most famous cookbooks—as well as James Plimpton, the man credited with the 1863 invention of the first practical four-wheeled roller skate[image: External link], which set off a roller craze that quickly spread across the United States and Europe[citation needed[image: External link]].

George Luther Stearns[image: External link], an American industrialist and one of John Brown's Secret Six[image: External link]. His passion for the abolitionist cause shaped his life, bringing him into contact with the likes of Abraham Lincoln[image: External link] and Ralph Waldo Emerson[image: External link] and starting The Nation[image: External link] magazine. He was given the rank of major by Massachusetts Governor John Andrew[image: External link] and spent most of the Civil War recruiting for the 54th[image: External link] and 55th Massachusetts regiments[image: External link] and the 5th cavalry.

Amelia Earhart[image: External link] lived in Medford while working as a social worker in 1925.

Elizabeth Short[image: External link], the victim of an infamous Hollywood murder and who became known as The Black Dahlia[image: External link], was born in Hyde Park[image: External link] (the southernmost neighborhood of the city of Boston[image: External link], Massachusetts) but raised in Medford before going to the West Coast looking for fame.

The Peter Tufts House[image: External link] (350 Riverside Ave.) is thought to be the oldest all-brick building in New England. Another important site is the "Slave Wall" on Grove Street, built by "Pomp," a slave owned by the prominent Brooks family. The Isaac Royall House[image: External link], which once belonged to one of Harvard Law School[image: External link]'s founders, Isaac Royall, Jr.[image: External link], is a National Historic Landmark[image: External link] and a local history museum. The house was used by Continental Army[image: External link] troops, including George Washington[image: External link] and John Stark[image: External link], during the American Revolutionary War[image: External link].

Medford has sent more than its share of athletes to the National Hockey League[image: External link]; Shawn Bates[image: External link], though born in Melrose, MA[image: External link] grew up in Medford, as did Keith Tkachuk[image: External link], Mike Morrison[image: External link], David Sacco[image: External link], and Joe Sacco[image: External link]. Former Red Sox pitcher Bill Monbouquette[image: External link] grew up in Medford.

Medford was home to Michael Bloomberg[image: External link], American businessman[image: External link], philanthropist[image: External link], and the founder of Bloomberg L.P.[image: External link]. He was the Mayor of New York City[image: External link] from 2002-2013. Mayor Bloomberg attended Medford High School and resided in Medford until after he graduated from college at Johns Hopkins University.[20] His mother remained a resident of Medford until her death in 2011.

The only cryobank of amniotic stem cells[image: External link] in the United States is located in Medford, built by Biocell Center[image: External link], a biotechnology company led by Giuseppe Simoni[image: External link].
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 Medford and the law




Medford is home to some famous crimes:


	One of the biggest bank robberies and jewel heists in world history[citation needed[image: External link]] happened on Memorial Day weekend in 1980, when several crooked officers of the Medford Police and Metropolitan District Commission Police forces robbed the Depositors Trust bank in Medford square. The book The Cops Are Robbers: A Convicted Cop's True Story of Police Corruption is based upon this event. Salvatore's Restaurant, located at 55 High Street in Medford Square, is partially in the same location as the bank that was robbed. The private dining room in the restaurant uses the bank's vault door as an entrance way, and the hole in the corner of the ceiling that the robbers crawled through was left intact for nostalgia.[citation needed[image: External link]]


	An admitted Mob execution by Somerville[image: External link]'s Winter Hill Gang[image: External link] of Joe "Indian-Joe" Notarangeli took place at the "Pewter Pot" cafe in Medford Square, now called the "Lighthouse Cafe."[21]


	In October 1989, the FBI recorded a Mafia initiation ceremony[image: External link] held by the Patriarca crime family[image: External link] at a home on Guild St. in Medford.
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 Geography




Medford is located at 42°25′12″N 71°6′29″W[image: External link] (42.419996, −71.107942).[22]

According to the United States Census Bureau[image: External link], the city has a total area of 8.6 square miles (22 km2), of which, 8.1 square miles (21 km2) of it is land and 0.5 square miles (1.3 km2) of it (5.79%) is water.

A park called the Middlesex Fells Reservation[image: External link], to the north, is partly within the city. This 2,060-acre (8 km2) preserve is shared by Medford with the municipalities of Winchester, Stoneham[image: External link], Melrose[image: External link], and Malden[image: External link]. The Mystic River[image: External link] flows roughly west to southeast through the middle of the city.
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 Neighborhoods




People from Medford often identify themselves with a particular neighborhood.


	West Medford

	Fulton Heights/The Heights (North Medford)

	Wellington/Glenwood

	Station Landing

	Brooks Estate

	Lawrence Estates

	South Medford[image: External link]

	The Hillside

	
Tufts University (mostly contiguous, situated on Medford Hillside)[23]
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 Demographics




See also: List of Massachusetts locations by per capita income[image: External link]




	Historical population



	Year
	Pop.
	±%



	1790[image: External link]
	1,029
	—    



	1800[image: External link]
	1,114
	+8.3%



	1810[image: External link]
	1,443
	+29.5%



	1820[image: External link]
	1,474
	+2.1%



	1830[image: External link]
	1,755
	+19.1%



	1840[image: External link]
	2,478
	+41.2%



	1850[image: External link]
	3,749
	+51.3%



	1860[image: External link]
	4,842
	+29.2%



	1870[image: External link]
	5,717
	+18.1%



	1880[image: External link]
	7,573
	+32.5%



	1890[image: External link]
	11,079
	+46.3%



	1900[image: External link]
	18,244
	+64.7%



	1910[image: External link]
	23,150
	+26.9%



	1920[image: External link]
	39,038
	+68.6%



	1930[image: External link]
	59,714
	+53.0%



	1940[image: External link]
	63,083
	+5.6%



	1950[image: External link]
	66,113
	+4.8%



	1960[image: External link]
	64,971
	−1.7%



	1970[image: External link]
	64,397
	−0.9%



	1980[image: External link]
	58,076
	−9.8%



	1990[image: External link]
	57,407
	−1.2%



	2000[image: External link]
	55,765
	−2.9%



	2010[image: External link]
	56,173
	+0.7%



	2015
	57,403
	+2.2%



	* = population estimate.

Source: United States Census[image: External link] records and Population Estimates Program[image: External link] data.[24][25][26][27][28][29][30][31][32][33][34]

Source:
U.S. Decennial Census[35]







Irish-Americans[image: External link] are a strong presence in the city and live in all areas. South Medford[image: External link] is a traditionally Italian[image: External link] neighborhood. West Medford, the most affluent of Medford's many neighborhoods, was once the bastion of some of Boston's elite families— including Peter Chardon Brooks[image: External link], one of the wealthiest men in post-colonial America, and father-in-law to Charles Francis Adams[image: External link] — and is also home to an historic African-American neighborhood[image: External link] that dates to the Civil War.[36]

As of the census[image: External link][37] of 2010, there were 56,173 people, 22,810 households, and 13,207 families residing in the city. The population density[image: External link] was 6,859.9 people per square mile (2,633.4/km²). There were 24,046 housing units at an average density of 2,796.0 per square mile (1,073.5/km²). The racial makeup of the city was 78.6% White[image: External link], 8.80% African American[image: External link], 0.2% Native American[image: External link], 6.9% Asian[image: External link], 0.01% Pacific Islander[image: External link], 2.8% from other races[image: External link], and 2.7% from two or more races. Hispanic[image: External link] or Latino[image: External link] of any race were 4.4% of the population.

There were 22,810 households out of which 22.3% had children under the age of 18 living with them, 42.5% were married couples[image: External link] living together, 11.4% had a female householder with no husband present, and 42.1% were non-families. 24.6% of all households were made up of individuals and 11.1% had someone living alone who was 65 years of age or older. The average household size was 2.38 and the average family size was 3.00.

In the city, the population was spread out with 13.8% under the age of 15, 14.3% from 15 to 24, 31.7% from 25 to 44, 24.9% from 45 to 64, and 15.2% who were 65 years of age or older. The median age was 37.7 years. For every 100 females there were 91.5 males. For every 100 females age 18 and over, there were 89.4 males.[38]

The median income for a household in the city was $52,476, and the median income for a family was $62,409. Males had a median income of $41,704 versus $34,948 for females. The per capita income[image: External link] for the city was $24,707. About 4.1% of families and 6.4% of the population were below the poverty line[image: External link], including 5.7% of those under age 18 and 7.4% of those age 65 or over.

Medford has three Public, educational, and government access[image: External link] (PEG) cable TV[image: External link] channels. The Public-access television[image: External link] channel is TV3[image: External link], The Educational-access television[image: External link] is channel 15 and 16 is the Government-access television[image: External link] (GATV) municipal channel.
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 Education




Medford is home to many schools, public and private.


	Elementary




	Public



Main article: Medford Public Schools § Elementary Schools[image: External link]



	Christopher Columbus Elementary School

	Brooks Elementary School

	John J. McGlynn Elementary School

	Milton Fuller Roberts Elementary School




	Private (non-sectarian)




	Eliot-Pearson Children's School (PK-2)[39]


	Gentle-Dragon Preschool (PK)[40]


	Merry-Go-Round Nursery School (PK)

	Play Academy Learning Center (PK-K)[41]


	Oakland Park Children's Center (PK)

	Six Acres Nursery School (PK-K) (non-sectarian, but run through Medford Jewish Community Center)[42]





	Private (sectarian)




	St. Joseph's (K-8)[43]


	St. Clement's (PK-6)[44]


	St. Raphael's (PK-8)[45]





	Middle School



Main article: Medford Public Schools § Secondary Schools[image: External link]



	John J. McGlynn Middle School

	Madeline Dugger Andrews Middle School




	High School




	Public



Main article: Medford Public Schools § Secondary Schools[image: External link]



	Medford High School[image: External link]

	Medford Vocational Technical High School

	Mascot: Mustang








	Private (sectarian)




	
Saint Clement's High School[image: External link] (7-12)




	College




	Private




	Tufts University




	Miscellaneous education




	Private




	The Japanese Language School of Boston[46][47]
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 Government






	County government: Middlesex County[image: External link]



	
Clerk of Courts[image: External link]:
	Michael A. Sullivan[image: External link]



	
District Attorney[image: External link]:
	Marian Ryan



	
Register of Deeds[image: External link]:
	Richard P. Howe, Jr. (North at Lowell)

Eugene C. Brune (South at Cambridge)



	
Register of Probate:
	Tara E. DeCristofaro



	
County Sheriff[image: External link]:
	
Peter Koutoujian[image: External link] (D)



	State government



	
State Representative(s)[image: External link]:
	
Paul Donato[image: External link] (D)

Sean Garballey[image: External link] (D)

Christine Barber[image: External link] (D)



	
State Senator(s)[image: External link]:
	
Patricia D. Jehlen[image: External link] (D)



	
Governor's Councilor(s)[image: External link]:
	Terrence W. Kennedy (D)



	Federal government



	
U.S. Representative(s)[image: External link]:
	
Katherine Clark[image: External link] (D-5th District[image: External link])



	
U.S. Senators[image: External link]:
	
Elizabeth Warren[image: External link] (D), Ed Markey[image: External link] (D)






	Voter registration and party enrollment as of October 15, 2008[48]



	Party
	Number of voters
	Percentage



	
	Democratic[image: External link]
	16,588
	46.80%



	
	Republican[image: External link]
	2,610
	7.36%



	
	Unaffiliated
	16,054
	45.29%



	
	Minor Parties
	193
	0.54%



	Total
	35,445
	100%
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 Local government





	Stephanie M. Burke, Mayor[49]


	Edward P. Finn, City Clerk

	Teresa Walsh, Director of Personnel[50]


	Louise L.E. Miller, J.D., Chief Procurement Office[51]




City Council



	Frederick N. Dello Russo Jr., President

	Breanna Lungo-Koehn, Vice President

	Richard F. Caraviello

	John C. Falco Jr.

	George A. Scarpelli

	Michael J. Marks

	Adam Knight





School Committee



	Stephanie M. Burke, Chairperson

	Ann Marie Cugno

	Erin DiBennedetto

	Robert E. Skerry Jr.

	Mea Quinn Mustone

	Kathy Kreatz

	Paulette Van der Kloot
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 Local media & news




The City of Medford has several local news and media outlets:


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Print





	
Medford Transcript[52]


	
Medford Daily Mercury[image: External link][53]





[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Television & other





	
Medford Community Cablevision, Inc.[image: External link][54]


	
Medford Cable News[image: External link][55]


	
Medford Patch, published by AOL Inc.[image: External link][56]


	
Made In Medford[57]
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 Transportation




Numerous Massachusetts Bay Transportation Authority[image: External link] bus lines go through Medford—specifically, the 80, 94, 95, 96, 99, 100, 101, 108, and 134 bus routes provide local service and direct connections to nearby areas in Arlington, Somerville, Cambridge, Malden, Charlestown, Winchester, and Woburn, while the 325 and 326 routes provide express service to downtown Boston and the 710 route is contracted to another carrier. The 90, 97, 106, 110, and 112 bus routes additionally terminate at Wellington station with at most one other stop in Medford, providing a direct connection between Medford and nearby areas in Somerville, Everett, Malden, Revere, Chelsea, East Boston, and Melrose. On Medford's east side, Wellington station[image: External link] on the Orange Line[image: External link] provides a connection to Boston and the entire rapid transit system. On the west side, the Lowell Commuter Rail Line[image: External link] stops in West Medford Square[image: External link].

Discussion of bringing the Green Line[image: External link] into Medford, as is mandated by environmental mitigation[image: External link] provisions of the Big Dig[image: External link] project,[58] is ongoing. On February 2, 2009, the state formally endorsed extending the Green Line through Medford[image: External link], terminating near the intersection of Boston Avenue and Mystic Valley Parkway (Massachusetts Route 16). As proposed, the terminus would not have parking facilities. The extension would serve an additional 10,000 potential Green Line riders.

Joseph's Limousine and Transportation (located in Medford) runs a bus line through the city, and also picks up passengers going to other parts of Greater Boston or out of state.

Interstate 93[image: External link] travels roughly north–south through the city. State routes passing through Medford include 16[image: External link], 28[image: External link], 38[image: External link], and 60[image: External link].
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 Points of interest




Further information: List of Registered Historic Places in Medford, Massachusetts[image: External link]



	
Tufts University: Though the Tufts campus is mainly located in Medford, the Somerville[image: External link]-Medford border actually runs through it. The school employs many local residents and has many community service projects that serve the city, especially those run through the Leonard Carmichael Society and the Jonathan M. Tisch College of Citizenship and Public Service[image: External link], the latter of which especially emphasizes public service in Tufts' host communities.

	
Isaac Royall House[image: External link], a 1692 house operated as a non-profit museum.

	
The Unitarian Universalist Church of Medford[image: External link]: Medford's first religious community since 1690.

	
Amelia Earhart[image: External link] residence, 76 Brooks Street

	
John Wade House[image: External link], built 1784, added to the National Register of Historic Places in 1975

	Former site of Fannie Farmer[image: External link]'s house, corner of Paris & Salem Streets

	Grandfather's House[image: External link]

	
Grace Church[image: External link], designed by H. H. Richardson[image: External link]


	
Gravity Research Foundation[image: External link] monument at Tufts University

	Henry Bradlee Jr. House[image: External link]

	
Jingle Bells[image: External link] historical marker, High Street

	Salem Street Burying Ground[image: External link]

	
United States Post Office–Medford Main[image: External link], historic 1937 building
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 Notable people





	
Edwin Adams[image: External link], (1834–1877), stage comedian of the 19th century[59]


	
Lou Antonelli[image: External link], science-fiction writer

	
Rev. Hosea Ballou II[image: External link], Minister of 1st Universalist and first president of Tufts College

	
Shawn Bates[image: External link], professional hockey player, New York Islanders[image: External link]


	
Jessica Biel[image: External link], actress, resident while attending Tufts University

	
Heber R. Bishop[image: External link], 1840-1902, industrialist and financier

	
Michael Bloomberg[image: External link], mayor of New York City[image: External link] (2002-2013)[60]


	
Dale Bozzio[image: External link], lead singer of band Missing Persons, worked with Frank Zappa

	
Mary Carew[image: External link], Olympic gold medalist sprinter, born in Medford

	
Terri Lyne Carrington[image: External link], jazz drummer

	
Lydia Maria Child[image: External link], anti-slave activist, writer of the poem "Over the River and Through the Woods"

	
Martha Coakley[image: External link], attorney general of Massachusetts

	
Thayer David[image: External link], TV and film character actor

	
Edward Dugger[image: External link] (1894-1939), African American military commander

	
Amelia Earhart[image: External link], pioneer aviator, born in Kansas, lived in Medford as a young woman

	
Fannie Farmer[image: External link], culinary expert

	
Frank Fontaine[image: External link], comedian and singer

	
Paul Geary[image: External link], former drummer of hard rock band Extreme[image: External link], music manager for acts such as Godsmack[image: External link]


	
Colonel[image: External link] Edward Needles Hallowell[image: External link], merchant and commander of 54th Massachusetts Volunteer Infantry[image: External link] in the American Civil War[image: External link]


	
Robert Kelly[image: External link], comedian, Tourgasm[image: External link], Comedy Central[image: External link]


	
Kathleen McCartney[image: External link], president of Smith College, former dean of Harvard[image: External link] Graduate School of Education

	
Michael McDowell[image: External link], screenwriter of Beetlejuice[image: External link] and The Nightmare Before Christmas[image: External link] and author of several notable Southern Gothic[image: External link] novels

	
Dave McGillivray[image: External link], race director of Boston Marathon[image: External link]


	
Laurel McGoff[image: External link], actress and singer

	
Maria Menounos[image: External link], Miss Massachusetts Teen USA[image: External link] 1996, media personality (Entertainment Tonight[image: External link], Access Hollywood[image: External link] and Extra[image: External link]), actress, professional wrestler

	
Bill Monbouquette[image: External link], Major League Baseball[image: External link] pitcher 1958-1968 (Red Sox, Tigers, Yankees)

	
Priscilla Morrill[image: External link], actress, played Edie Grant[image: External link] on the Mary Tyler Moore Show[image: External link]


	
John Forbes Nash[image: External link], Princeton professor, winner of Nobel Prize in Economics

	
Julianne Nicholson[image: External link], actress (Ally McBeal[image: External link], Law and Order: Criminal Intent[image: External link], August: Osage County[image: External link])

	
Alexis Ohanian[image: External link], founder of reddit

	
Mike Pagliarulo[image: External link], Major League Baseball[image: External link] player (Yankees, Twins, Padres, Rangers, Orioles)

	
James Pierpont[image: External link], writer of "Jingle Bells"

	Rev. John Pierpont[image: External link]

	
Ruth Posselt[image: External link], classical violinist

	
Robert D. Richardson[image: External link], historian, grew up in the Osgood House

	
William Zebina Ripley[image: External link], economist[image: External link] and racial[image: External link] theorist

	
Joe Rogan[image: External link], comedian, podcaster, UFC host, host of Fear Factor

	
Mark Roopenian[image: External link], NFL player

	
Isaac Royall, Jr.[image: External link], 18th Century benefactor of Harvard

	
David Sacco[image: External link], NHL player

	
Joe Sacco[image: External link], NHL player and coach

	
Claude Shannon, scientist, father of Information Theory and modern digital communications[image: External link][61]


	
Elizabeth Short[image: External link], aspiring actress, brutally mutilated and murdered, dubbed the "Black Dahlia[image: External link]" by the press

	
Clifford Shull[image: External link], Nobel Prize[image: External link]-winning American[image: External link] physicist[image: External link]


	
Rev. Clarence Skinner[image: External link], Dean of Religion at Tufts University, minister Hillside Universalist Church (1917–1920), theologian and pacifist

	
George Luther Stearns[image: External link], industrialist, one of John Brown's Secret Six, lead recruiter of 54th and 55th Regiments

	
Mark T. Sullivan[image: External link], author who has written novels on his own and has co-authored three James Patterson[image: External link] novels

	
Paul Theroux[image: External link], author

	
Keith Tkachuk[image: External link], NHL player

	
Ed Tryon[image: External link], halfback at Colgate University, elected to College Football Hall of Fame in 1963

	
Bob Tufts[image: External link], Major League Baseball pitcher




[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 See also





	Blessing of the Bay[image: External link]

	List of Registered Historic Places in Medford, Massachusetts[image: External link]

	List of Fletcher (Tufts University) alumni[image: External link]
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Mathematics






This article is about the study of topics such as quantity and structure. For other uses, see Mathematics (disambiguation)[image: External link]. "Math" redirects here. For other uses, see Math (disambiguation)[image: External link].

Mathematics (from Greek[image: External link] μάθημα máthēma, “knowledge, study, learning”) is the study of topics such as quantity[image: External link] ( numbers[image: External link]),[2] structure[image: External link],[3] space[image: External link],[2] and change[image: External link].[4][5][6] There is a range of views among mathematicians and philosophers as to the exact scope and definition of mathematics[image: External link].[7][8]

Mathematicians seek out patterns[image: External link][9][10] and use them to formulate new conjectures[image: External link]. Mathematicians resolve the truth or falsity of conjectures by mathematical proof[image: External link]. When mathematical structures are good models of real phenomena, then mathematical reasoning can provide insight or predictions about nature. Through the use of abstraction[image: External link] and logic[image: External link], mathematics developed from counting[image: External link], calculation[image: External link], measurement[image: External link], and the systematic study of the shapes[image: External link] and motions[image: External link] of physical objects. Practical mathematics has been a human activity from as far back as written records[image: External link] exist. The research required to solve mathematical problems can take years or even centuries of sustained inquiry.

Rigorous arguments[image: External link] first appeared in Greek mathematics[image: External link], most notably in Euclid[image: External link]'s Elements[image: External link]. Since the pioneering work of Giuseppe Peano[image: External link] (1858–1932), David Hilbert[image: External link] (1862–1943), and others on axiomatic systems in the late 19th century[image: External link], it has become customary to view mathematical research as establishing truth[image: External link] by rigorous[image: External link] deduction[image: External link] from appropriately chosen axioms[image: External link] and definitions[image: External link]. Mathematics developed at a relatively slow pace until the Renaissance[image: External link], when mathematical innovations interacting with new scientific discoveries[image: External link] led to a rapid increase in the rate of mathematical discovery that has continued to the present day.[11]

Galileo Galilei[image: External link] (1564–1642) said, "The universe cannot be read until we have learned the language and become familiar with the characters in which it is written. It is written in mathematical language, and the letters are triangles, circles and other geometrical figures, without which means it is humanly impossible to comprehend a single word. Without these, one is wandering about in a dark labyrinth."[12] Carl Friedrich Gauss[image: External link] (1777–1855) referred to mathematics as "the Queen of the Sciences".[13] Benjamin Peirce[image: External link] (1809–1880) called mathematics "the science that draws necessary conclusions".[14] David Hilbert said of mathematics: "We are not speaking here of arbitrariness in any sense. Mathematics is not like a game whose tasks are determined by arbitrarily stipulated rules. Rather, it is a conceptual system possessing internal necessity that can only be so and by no means otherwise."[15] Albert Einstein (1879–1955) stated that "as far as the laws of mathematics refer to reality, they are not certain; and as far as they are certain, they do not refer to reality."[16]

Mathematics is essential in many fields, including natural science[image: External link], engineering[image: External link], medicine[image: External link], finance[image: External link] and the social sciences[image: External link]. Applied mathematics[image: External link] has led to entirely new mathematical disciplines, such as statistics[image: External link] and game theory[image: External link]. Mathematicians also engage in pure mathematics[image: External link], or mathematics for its own sake, without having any application in mind. There is no clear line separating pure and applied mathematics, and practical applications for what began as pure mathematics are often discovered.[17]





TOP
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 History




Main article: History of mathematics[image: External link]


The history of mathematics can be seen as an ever-increasing series of abstractions[image: External link]. The first abstraction, which is shared by many animals,[18] was probably that of numbers[image: External link]: the realization that a collection of two apples and a collection of two oranges (for example) have something in common, namely quantity of their members.

As evidenced by tallies[image: External link] found on bone, in addition to recognizing how to count[image: External link] physical objects, prehistoric[image: External link] peoples may have also recognized how to count abstract quantities, like time – days, seasons[image: External link], years.[19]

Evidence for more complex mathematics does not appear until around 3000  BC[image: External link], when the Babylonians[image: External link] and Egyptians began using arithmetic[image: External link], algebra[image: External link] and geometry[image: External link] for taxation[image: External link] and other financial calculations, for building and construction, and for astronomy[image: External link].[20] The earliest uses of mathematics were in trading[image: External link], land measurement[image: External link], painting[image: External link] and weaving[image: External link] patterns and the recording of time.

In Babylonian mathematics[image: External link] elementary arithmetic[image: External link] ( addition[image: External link], subtraction[image: External link], multiplication[image: External link] and division[image: External link]) first appears in the archaeological record. Numeracy[image: External link] pre-dated writing[image: External link] and numeral systems[image: External link] have been many and diverse, with the first known written numerals created by Egyptians[image: External link] in Middle Kingdom[image: External link] texts such as the Rhind Mathematical Papyrus[image: External link].[citation needed[image: External link]]

Between 600 and 300 BC the Ancient Greeks[image: External link] began a systematic study of mathematics in its own right with Greek mathematics[image: External link].[21]

During the Golden Age of Islam[image: External link], especially during the 9th and 10th centuries, mathematics saw many important innovations building on Greek mathematics: most of them include the contributions from Persian mathematicians such as Al-Khwarismi[image: External link], Omar Khayyam[image: External link] and Sharaf al-Dīn al-Ṭūsī[image: External link].

Mathematics has since been greatly extended, and there has been a fruitful interaction between mathematics and science[image: External link], to the benefit of both. Mathematical discoveries continue to be made today. According to Mikhail B. Sevryuk, in the January 2006 issue of the Bulletin of the American Mathematical Society[image: External link], "The number of papers and books included in the Mathematical Reviews[image: External link] database since 1940 (the first year of operation of MR) is now more than 1.9 million, and more than 75 thousand items are added to the database each year. The overwhelming majority of works in this ocean contain new mathematical theorems[image: External link] and their proofs[image: External link]."[22]


[image: TOC] TOC Next [image: Next chapter] 
 Etymology




The word mathematics comes from the Greek[image: External link] μάθημα (máthēma), which, in the ancient Greek language, means "that which is learnt",[23] "what one gets to know", hence also "study" and "science", and in modern Greek just "lesson". The word máthēma is derived from μανθάνω (manthano), while the modern Greek equivalent is μαθαίνω (mathaino), both of which mean "to learn". In Greece, the word for "mathematics" came to have the narrower and more technical meaning "mathematical study" even in Classical times.[24] Its adjective is μαθηματικός (mathēmatikós), meaning "related to learning" or "studious", which likewise further came to mean "mathematical". In particular, μαθηματικὴ τέχνη (mathēmatikḗ tékhnē), Latin[image: External link]: ars mathematica, meant "the mathematical art".

Similarly, one of the two main schools of thought in Pythagoreanism[image: External link] was known as the mathēmatikoi (μαθηματικοί) – which at the time meant "teachers" rather than "mathematicians" in the modern sense.

In Latin, and in English until around 1700, the term mathematics more commonly meant "astrology" (or sometimes "astronomy") rather than "mathematics"; the meaning gradually changed to its present one from about 1500 to 1800. This has resulted in several mistranslations: a particularly notorious one is Saint Augustine[image: External link]'s warning that Christians should beware of mathematici meaning astrologers, which is sometimes mistranslated as a condemnation of mathematicians.[25]

The apparent plural form in English, like the French plural form les mathématiques (and the less commonly used singular derivative la mathématique), goes back to the Latin neuter plural mathematica ( Cicero[image: External link]), based on the Greek plural τα μαθηματικά (ta mathēmatiká), used by Aristotle[image: External link] (384–322 BC), and meaning roughly "all things mathematical"; although it is plausible that English borrowed only the adjective mathematic(al) and formed the noun mathematics anew, after the pattern of physics[image: External link] and metaphysics[image: External link], which were inherited from the Greek.[26] In English, the noun mathematics takes singular verb forms. It is often shortened to maths or, in English-speaking North America, math.[27]
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Main article: Definitions of mathematics[image: External link]


Aristotle[image: External link] defined mathematics as "the science of quantity", and this definition prevailed until the 18th century.[28] Starting in the 19th century, when the study of mathematics increased in rigor and began to address abstract topics such as group theory[image: External link] and projective geometry[image: External link], which have no clear-cut relation to quantity and measurement, mathematicians and philosophers began to propose a variety of new definitions.[29] Some of these definitions emphasize the deductive character of much of mathematics, some emphasize its abstractness, some emphasize certain topics within mathematics. Today, no consensus on the definition of mathematics prevails, even among professionals.[7] There is not even consensus on whether mathematics is an art or a science.[8] A great many professional mathematicians take no interest in a definition of mathematics, or consider it undefinable.[7] Some just say, "Mathematics is what mathematicians do."[7]

Three leading types of definition of mathematics are called logicist[image: External link], intuitionist[image: External link], and formalist[image: External link], each reflecting a different philosophical school of thought.[30] All have severe problems, none has widespread acceptance, and no reconciliation seems possible.[30]

An early definition of mathematics in terms of logic was Benjamin Peirce[image: External link]'s "the science that draws necessary conclusions" (1870).[31] In the Principia Mathematica[image: External link], Bertrand Russell[image: External link] and Alfred North Whitehead[image: External link] advanced the philosophical program known as logicism[image: External link], and attempted to prove that all mathematical concepts, statements, and principles can be defined and proved entirely in terms of symbolic logic[image: External link]. A logicist definition of mathematics is Russell's "All Mathematics is Symbolic Logic" (1903).[32]

Intuitionist[image: External link] definitions, developing from the philosophy of mathematician L.E.J. Brouwer[image: External link], identify mathematics with certain mental phenomena. An example of an intuitionist definition is "Mathematics is the mental activity which consists in carrying out constructs one after the other."[30] A peculiarity of intuitionism is that it rejects some mathematical ideas considered valid according to other definitions. In particular, while other philosophies of mathematics allow objects that can be proved to exist even though they cannot be constructed, intuitionism allows only mathematical objects that one can actually construct.

Formalist[image: External link] definitions identify mathematics with its symbols and the rules for operating on them. Haskell Curry[image: External link] defined mathematics simply as "the science of formal systems".[33] A formal system is a set of symbols, or tokens, and some rules telling how the tokens may be combined into formulas. In formal systems, the word axiom has a special meaning, different from the ordinary meaning of "a self-evident truth". In formal systems, an axiom is a combination of tokens that is included in a given formal system without needing to be derived using the rules of the system.
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Gauss[image: External link] referred to mathematics as "the Queen of the Sciences".[13] In the original Latin Regina Scientiarum, as well as in German[image: External link] Königin der Wissenschaften, the word corresponding to science means a "field of knowledge", and this was the original meaning of "science" in English, also; mathematics is in this sense a field of knowledge. The specialization restricting the meaning of "science" to natural science[image: External link] follows the rise of Baconian science[image: External link], which contrasted "natural science" to scholasticism[image: External link], the Aristotelean method[image: External link] of inquiring from first principles[image: External link]. The role of empirical experimentation and observation is negligible in mathematics, compared to natural sciences such as biology[image: External link], chemistry[image: External link], or physics[image: External link]. Albert Einstein stated that "as far as the laws of mathematics refer to reality, they are not certain; and as far as they are certain, they do not refer to reality."[16] More recently, Marcus du Sautoy[image: External link] has called mathematics "the Queen of Science ... the main driving force behind scientific discovery".[34]

Many philosophers believe that mathematics is not experimentally falsifiable[image: External link], and thus not a science according to the definition of Karl Popper[image: External link].[35] However, in the 1930s Gödel's incompleteness theorems[image: External link] convinced many mathematicians[ who?[image: External link]] that mathematics cannot be reduced to logic alone, and Karl Popper concluded that "most mathematical theories are, like those of physics[image: External link] and biology[image: External link], hypothetico[image: External link]- deductive[image: External link]: pure mathematics therefore turns out to be much closer to the natural sciences whose hypotheses are conjectures, than it seemed even recently."[36] Other thinkers, notably Imre Lakatos[image: External link], have applied a version of falsificationism[image: External link] to mathematics itself.

An alternative view is that certain scientific fields (such as theoretical physics[image: External link]) are mathematics with axioms that are intended to correspond to reality. The theoretical physicist J.M. Ziman[image: External link] proposed that science is public knowledge, and thus includes mathematics.[37] Mathematics shares much in common with many fields in the physical sciences, notably the exploration of the logical consequences[image: External link] of assumptions. Intuition[image: External link] and experimentation[image: External link] also play a role in the formulation of conjectures[image: External link] in both mathematics and the (other) sciences. Experimental mathematics[image: External link] continues to grow in importance within mathematics, and computation and simulation are playing an increasing role in both the sciences and mathematics.

The opinions of mathematicians on this matter are varied. Many mathematicians[ who?[image: External link]] feel that to call their area a science is to downplay the importance of its aesthetic side, and its history in the traditional seven liberal arts[image: External link]; others[ who?[image: External link]] feel that to ignore its connection to the sciences is to turn a blind eye to the fact that the interface between mathematics and its applications in science and engineering[image: External link] has driven much development in mathematics. One way this difference of viewpoint plays out is in the philosophical debate as to whether mathematics is created (as in art) or discovered (as in science). It is common to see universities[image: External link] divided into sections that include a division of Science and Mathematics, indicating that the fields are seen as being allied but that they do not coincide. In practice, mathematicians are typically grouped with scientists at the gross level but separated at finer levels. This is one of many issues considered in the philosophy of mathematics[image: External link].[citation needed[image: External link]]
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Main article: Mathematical beauty[image: External link]


Mathematics arises from many different kinds of problems. At first these were found in commerce[image: External link], land measurement[image: External link], architecture[image: External link] and later astronomy[image: External link]; today, all sciences suggest problems studied by mathematicians, and many problems arise within mathematics itself. For example, the physicist[image: External link] Richard Feynman invented the path integral formulation[image: External link] of quantum mechanics[image: External link] using a combination of mathematical reasoning and physical insight, and today's string theory[image: External link], a still-developing scientific theory which attempts to unify the four fundamental forces of nature[image: External link], continues to inspire new mathematics.[38]

Some mathematics is relevant only in the area that inspired it, and is applied to solve further problems in that area. But often mathematics inspired by one area proves useful in many areas, and joins the general stock of mathematical concepts. A distinction is often made between pure mathematics[image: External link] and applied mathematics[image: External link]. However pure mathematics topics often turn out to have applications, e.g. number theory[image: External link] in cryptography. This remarkable fact, that even the "purest" mathematics often turns out to have practical applications, is what Eugene Wigner has called "the unreasonable effectiveness of mathematics[image: External link]".[39] As in most areas of study, the explosion of knowledge in the scientific age has led to specialization: there are now hundreds of specialized areas in mathematics and the latest Mathematics Subject Classification[image: External link] runs to 46 pages.[40] Several areas of applied mathematics have merged with related traditions outside of mathematics and become disciplines in their own right, including statistics[image: External link], operations research[image: External link], and computer science[image: External link].

For those who are mathematically inclined, there is often a definite aesthetic aspect to much of mathematics. Many mathematicians talk about the elegance of mathematics, its intrinsic aesthetics[image: External link] and inner beauty[image: External link]. Simplicity[image: External link] and generality are valued. There is beauty in a simple and elegant proof[image: External link], such as Euclid[image: External link]'s proof that there are infinitely many prime numbers[image: External link], and in an elegant numerical method[image: External link] that speeds calculation, such as the fast Fourier transform[image: External link]. G.H. Hardy[image: External link] in A Mathematician's Apology[image: External link] expressed the belief that these aesthetic considerations are, in themselves, sufficient to justify the study of pure mathematics. He identified criteria such as significance, unexpectedness, inevitability, and economy as factors that contribute to a mathematical aesthetic.[41] Mathematicians often strive to find proofs that are particularly elegant, proofs from "The Book" of God according to Paul Erdős[image: External link].[42][43] The popularity of recreational mathematics[image: External link] is another sign of the pleasure many find in solving mathematical questions.
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Main article: Mathematical notation[image: External link]


Most of the mathematical notation in use today was not invented until the 16th century.[44] Before that, mathematics was written out in words, limiting mathematical discovery.[45] Euler[image: External link] (1707–1783) was responsible for many of the notations in use today. Modern notation makes mathematics much easier for the professional, but beginners often find it daunting. It is compressed: a few symbols contain a great deal of information. Like musical notation[image: External link], modern mathematical notation has a strict syntax and encodes information that would be difficult to write in any other way.

Mathematical language[image: External link] can be difficult to understand for beginners. Common words such as or and only have more precise meanings than in everyday speech. Moreover, words such as open[image: External link] and field[image: External link] have specialized mathematical meanings. Technical terms such as homeomorphism[image: External link] and integrable[image: External link] have precise meanings in mathematics. Additionally, shorthand phrases such as iff for "if and only if[image: External link]" belong to mathematical jargon[image: External link]. There is a reason for special notation and technical vocabulary: mathematics requires more precision than everyday speech. Mathematicians refer to this precision of language and logic as "rigor".

Mathematical proof[image: External link] is fundamentally a matter of rigor[image: External link]. Mathematicians want their theorems to follow from axioms by means of systematic reasoning. This is to avoid mistaken " theorems[image: External link]", based on fallible intuitions, of which many instances have occurred in the history of the subject.[46] The level of rigor expected in mathematics has varied over time: the Greeks expected detailed arguments, but at the time of Isaac Newton[image: External link] the methods employed were less rigorous. Problems inherent in the definitions used by Newton would lead to a resurgence of careful analysis and formal proof in the 19th century. Misunderstanding the rigor is a cause for some of the common misconceptions of mathematics. Today, mathematicians continue to argue among themselves about computer-assisted proofs[image: External link]. Since large computations are hard to verify, such proofs may not be sufficiently rigorous.[47]

Axioms[image: External link] in traditional thought were "self-evident truths", but that conception is problematic.[48] At a formal level, an axiom is just a string of symbols, which has an intrinsic meaning only in the context of all derivable formulas of an axiomatic system[image: External link]. It was the goal of Hilbert's program[image: External link] to put all of mathematics on a firm axiomatic basis, but according to Gödel's incompleteness theorem[image: External link] every (sufficiently powerful) axiomatic system has undecidable[image: External link] formulas; and so a final axiomatization[image: External link] of mathematics is impossible. Nonetheless mathematics is often imagined to be (as far as its formal content) nothing but set theory[image: External link] in some axiomatization, in the sense that every mathematical statement or proof could be cast into formulas within set theory.[49]
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See also: Areas of mathematics[image: External link] and Glossary of areas of mathematics[image: External link]


Mathematics can, broadly speaking, be subdivided into the study of quantity, structure, space, and change (i.e. arithmetic[image: External link], algebra[image: External link], geometry[image: External link], and analysis[image: External link]). In addition to these main concerns, there are also subdivisions dedicated to exploring links from the heart of mathematics to other fields: to logic[image: External link], to set theory[image: External link] ( foundations[image: External link]), to the empirical mathematics of the various sciences (applied mathematics[image: External link]), and more recently to the rigorous study of uncertainty[image: External link]. While some areas might seem unrelated, the Langlands program[image: External link] has found connections between areas previously thought unconnected, such as Galois groups[image: External link], Riemann surfaces[image: External link] and number theory[image: External link].
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 Foundations and philosophy




In order to clarify the foundations of mathematics[image: External link], the fields of mathematical logic[image: External link] and set theory[image: External link] were developed. Mathematical logic includes the mathematical study of logic[image: External link] and the applications of formal logic to other areas of mathematics; set theory is the branch of mathematics that studies sets[image: External link] or collections of objects. Category theory[image: External link], which deals in an abstract way with mathematical structures[image: External link] and relationships between them, is still in development. The phrase "crisis of foundations" describes the search for a rigorous foundation for mathematics that took place from approximately 1900 to 1930.[50] Some disagreement about the foundations of mathematics continues to the present day. The crisis of foundations was stimulated by a number of controversies at the time, including the controversy over Cantor's set theory[image: External link] and the Brouwer–Hilbert controversy[image: External link].

Mathematical logic is concerned with setting mathematics within a rigorous axiomatic[image: External link] framework, and studying the implications of such a framework. As such, it is home to Gödel's incompleteness theorems[image: External link] which (informally) imply that any effective formal system that contains basic arithmetic, if sound (meaning that all theorems that can be proved are true), is necessarily incomplete (meaning that there are true theorems which cannot be proved in that system). Whatever finite collection of number-theoretical axioms is taken as a foundation, Gödel showed how to construct a formal statement that is a true number-theoretical fact, but which does not follow from those axioms. Therefore, no formal system is a complete axiomatization of full number theory. Modern logic is divided into recursion theory[image: External link], model theory[image: External link], and proof theory[image: External link], and is closely linked to theoretical computer science[image: External link],[citation needed[image: External link]] as well as to category theory[image: External link]. In the context of recursion theory, the impossibility of a full axiomatization of number theory can also be formally demonstrated as a consequence of the MRDP theorem[image: External link].

Theoretical computer science[image: External link] includes computability theory[image: External link], computational complexity theory[image: External link], and information theory. Computability theory examines the limitations of various theoretical models of the computer, including the most well-known model – the Turing machine[image: External link]. Complexity theory is the study of tractability by computer; some problems, although theoretically solvable by computer, are so expensive in terms of time or space that solving them is likely to remain practically unfeasible, even with the rapid advancement of computer hardware. A famous problem is the "P = NP ?[image: External link]" problem, one of the Millennium Prize Problems[image: External link].[51] Finally, information theory is concerned with the amount of data that can be stored on a given medium, and hence deals with concepts such as compression and entropy.
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The study of quantity starts with numbers[image: External link], first the familiar natural numbers[image: External link] and integers[image: External link] ("whole numbers") and arithmetical operations on them, which are characterized in arithmetic[image: External link]. The deeper properties of integers are studied in number theory[image: External link], from which come such popular results as Fermat's Last Theorem[image: External link]. The twin prime[image: External link] conjecture and Goldbach's conjecture[image: External link] are two unsolved problems in number theory.

As the number system is further developed, the integers are recognized as a subset[image: External link] of the rational numbers[image: External link] (" fractions[image: External link]"). These, in turn, are contained within the real numbers[image: External link], which are used to represent continuous[image: External link] quantities. Real numbers are generalized to complex numbers[image: External link]. These are the first steps of a hierarchy of numbers that goes on to include quaternions[image: External link] and octonions[image: External link]. Consideration of the natural numbers also leads to the transfinite numbers[image: External link], which formalize the concept of " infinity[image: External link]". According to the fundamental theorem of algebra[image: External link] all solutions of equations in one unknown with complex coefficients are complex numbers, regardless of degree. Another area of study is the size of sets, which is described with the cardinal numbers[image: External link]. These include the aleph numbers[image: External link], which allow meaningful comparison of the size of infinitely large sets.
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Many mathematical objects, such as sets[image: External link] of numbers and functions[image: External link], exhibit internal structure as a consequence of operations[image: External link] or relations[image: External link] that are defined on the set. Mathematics then studies properties of those sets that can be expressed in terms of that structure; for instance number theory[image: External link] studies properties of the set of integers[image: External link] that can be expressed in terms of arithmetic[image: External link] operations. Moreover, it frequently happens that different such structured sets (or structures[image: External link]) exhibit similar properties, which makes it possible, by a further step of abstraction[image: External link], to state axioms[image: External link] for a class of structures, and then study at once the whole class of structures satisfying these axioms. Thus one can study groups[image: External link], rings[image: External link], fields[image: External link] and other abstract systems; together such studies (for structures defined by algebraic operations) constitute the domain of abstract algebra[image: External link].

By its great generality, abstract algebra can often be applied to seemingly unrelated problems; for instance a number of ancient problems concerning compass and straightedge constructions[image: External link] were finally solved using Galois theory[image: External link], which involves field theory and group theory. Another example of an algebraic theory is linear algebra[image: External link], which is the general study of vector spaces[image: External link], whose elements called vectors[image: External link] have both quantity and direction, and can be used to model (relations between) points in space. This is one example of the phenomenon that the originally unrelated areas of geometry[image: External link] and algebra[image: External link] have very strong interactions in modern mathematics. Combinatorics[image: External link] studies ways of enumerating the number of objects that fit a given structure.


	


	



	Combinatorics[image: External link]
	Number theory[image: External link]
	Group theory[image: External link]
	Graph theory[image: External link]
	Order theory[image: External link]
	Algebra[image: External link]









[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Space




The study of space originates with geometry[image: External link] – in particular, Euclidean geometry[image: External link], which combines space and numbers, and encompasses the well-known Pythagorean theorem[image: External link]. Trigonometry[image: External link] is the branch of mathematics that deals with relationships between the sides and the angles of triangles and with the trigonometric functions. The modern study of space generalizes these ideas to include higher-dimensional geometry, non-Euclidean geometries[image: External link] (which play a central role in general relativity[image: External link]) and topology[image: External link]. Quantity and space both play a role in analytic geometry[image: External link], differential geometry[image: External link], and algebraic geometry[image: External link]. Convex[image: External link] and discrete geometry[image: External link] were developed to solve problems in number theory[image: External link] and functional analysis[image: External link] but now are pursued with an eye on applications in optimization[image: External link] and computer science[image: External link]. Within differential geometry are the concepts of fiber bundles[image: External link] and calculus on manifolds[image: External link], in particular, vector[image: External link] and tensor calculus[image: External link]. Within algebraic geometry is the description of geometric objects as solution sets of polynomial[image: External link] equations, combining the concepts of quantity and space, and also the study of topological groups[image: External link], which combine structure and space. Lie groups[image: External link] are used to study space, structure, and change. Topology[image: External link] in all its many ramifications may have been the greatest growth area in 20th-century mathematics; it includes point-set topology[image: External link], set-theoretic topology[image: External link], algebraic topology[image: External link] and differential topology[image: External link]. In particular, instances of modern-day topology are metrizability theory[image: External link], axiomatic set theory[image: External link], homotopy theory[image: External link], and Morse theory[image: External link]. Topology also includes the now solved Poincaré conjecture[image: External link], and the still unsolved areas of the Hodge conjecture[image: External link]. Other results in geometry and topology, including the four color theorem[image: External link] and Kepler conjecture[image: External link], have been proved only with the help of computers.


	


	Geometry[image: External link]
	Trigonometry[image: External link]
	Differential geometry[image: External link]
	Topology[image: External link]
	Fractal geometry[image: External link]
	Measure theory[image: External link]









[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Change




Understanding and describing change is a common theme in the natural sciences[image: External link], and calculus[image: External link] was developed as a powerful tool to investigate it. Functions[image: External link] arise here, as a central concept describing a changing quantity. The rigorous study of real numbers[image: External link] and functions of a real variable is known as real analysis[image: External link], with complex analysis[image: External link] the equivalent field for the complex numbers[image: External link]. Functional analysis[image: External link] focuses attention on (typically infinite-dimensional) spaces[image: External link] of functions. One of many applications of functional analysis is quantum mechanics[image: External link]. Many problems lead naturally to relationships between a quantity and its rate of change, and these are studied as differential equations[image: External link]. Many phenomena in nature can be described by dynamical systems; chaos theory makes precise the ways in which many of these systems exhibit unpredictable yet still deterministic[image: External link] behavior.
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Applied mathematics[image: External link] concerns itself with mathematical methods that are typically used in science, engineering, business, and industry. Thus, "applied mathematics" is a mathematical science[image: External link] with specialized knowledge. The term applied mathematics also describes the professional[image: External link] specialty in which mathematicians work on practical problems; as a profession focused on practical problems, applied mathematics focuses on the "formulation, study, and use of mathematical models" in science[image: External link], engineering[image: External link], and other areas of mathematical practice.

In the past, practical applications have motivated the development of mathematical theories, which then became the subject of study in pure mathematics, where mathematics is developed primarily for its own sake. Thus, the activity of applied mathematics is vitally connected with research in pure mathematics[image: External link].
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Applied mathematics has significant overlap with the discipline of statistics[image: External link], whose theory is formulated mathematically, especially with probability theory[image: External link]. Statisticians (working as part of a research project) "create data that makes sense" with random sampling[image: External link] and with randomized experiments[image: External link];[52] the design of a statistical sample or experiment specifies the analysis of the data (before the data be available). When reconsidering data from experiments and samples or when analyzing data from observational studies[image: External link], statisticians "make sense of the data" using the art of modelling[image: External link] and the theory of inference[image: External link] – with model selection[image: External link] and estimation[image: External link]; the estimated models and consequential predictions[image: External link] should be tested[image: External link] on new data[image: External link].[53]

Statistical theory[image: External link] studies decision problems[image: External link] such as minimizing the risk[image: External link] (expected loss[image: External link]) of a statistical action, such as using a procedure[image: External link] in, for example, parameter estimation[image: External link], hypothesis testing[image: External link], and selecting the best[image: External link]. In these traditional areas of mathematical statistics[image: External link], a statistical-decision problem is formulated by minimizing an objective function[image: External link], like expected loss or cost[image: External link], under specific constraints: For example, designing a survey often involves minimizing the cost of estimating a population mean with a given level of confidence.[54] Because of its use of optimization[image: External link], the mathematical theory of statistics shares concerns with other decision sciences[image: External link], such as operations research[image: External link], control theory, and mathematical economics[image: External link].[55]
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Computational mathematics[image: External link] proposes and studies methods for solving mathematical problems[image: External link] that are typically too large for human numerical capacity. Numerical analysis[image: External link] studies methods for problems in analysis[image: External link] using functional analysis[image: External link] and approximation theory[image: External link]; numerical analysis includes the study of approximation[image: External link] and discretization[image: External link] broadly with special concern for rounding errors[image: External link]. Numerical analysis and, more broadly, scientific computing also study non-analytic topics of mathematical science, especially algorithmic[image: External link] matrix[image: External link] and graph theory[image: External link]. Other areas of computational mathematics include computer algebra[image: External link] and symbolic computation[image: External link].
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 Mathematical awards




Arguably the most prestigious award in mathematics is the Fields Medal[image: External link],[56][57] established in 1936 and awarded every four years (except around World War II) to as many as four individuals. The Fields Medal is often considered a mathematical equivalent to the Nobel Prize[image: External link].

The Wolf Prize in Mathematics[image: External link], instituted in 1978, recognizes lifetime achievement, and another major international award, the Abel Prize[image: External link], was instituted in 2003. The Chern Medal[image: External link] was introduced in 2010 to recognize lifetime achievement. These accolades are awarded in recognition of a particular body of work, which may be innovational, or provide a solution to an outstanding problem in an established field.

A famous list of 23 open problems[image: External link], called "Hilbert's problems[image: External link]", was compiled in 1900 by German mathematician David Hilbert[image: External link]. This list achieved great celebrity among mathematicians, and at least nine of the problems have now been solved. A new list of seven important problems, titled the "Millennium Prize Problems[image: External link]", was published in 2000. A solution to each of these problems carries a $1 million reward, and only one (the Riemann hypothesis[image: External link]) is duplicated in Hilbert's problems.
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 Notes






	
^ No likeness or description of Euclid's physical appearance made during his lifetime survived antiquity. Therefore, Euclid's depiction in works of art depends on the artist's imagination (see Euclid[image: External link]).


	
^ a b "mathematics, n. "[image: External link]. Oxford English Dictionary. Oxford University Press. 2012. Retrieved June 16, 2012. The science of space, number, quantity, and arrangement, whose methods involve logical reasoning and usually the use of symbolic notation, and which includes geometry, arithmetic, algebra, and analysis.


	
^ Kneebone, G.T. (1963). Mathematical Logic and the Foundations of Mathematics: An Introductory Survey. Dover. pp.  4[image: External link]. ISBN  0-486-41712-3[image: External link]. Mathematics ... is simply the study of abstract structures, or formal patterns of connectedness.
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Electronic Engineering






Electronics engineering, or electronic engineering, is an electrical engineering discipline which utilizes nonlinear and active[image: External link] electrical components (such as semiconductor devices[image: External link], especially transistors[image: External link], diodes[image: External link] and integrated circuits[image: External link]) to design electronic circuits[image: External link], devices[image: External link], microprocessors, microcontrollers[image: External link] and other systems[image: External link]. The discipline typically also designs passive[image: External link] electrical components, usually based on printed circuit boards[image: External link].

Electronics is a subfield within the wider electrical engineering academic subject but denotes a broad engineering field that covers subfields such as analog electronics[image: External link], digital electronics, consumer electronics[image: External link], embedded systems[image: External link] and power electronics[image: External link]. Electronics[image: External link] engineering deals with implementation of applications, principles and algorithms developed within many related fields, for example solid-state physics[image: External link], radio engineering[image: External link], telecommunications[image: External link], control systems[image: External link], signal processing, systems engineering, computer engineering[image: External link], instrumentation engineering[image: External link], electric power control[image: External link], robotics[image: External link], and many others.

The Institute of Electrical and Electronics Engineers (IEEE) is one of the most important and influential organizations for electronics engineers.
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 Relationship to electrical engineering




Electronics is a subfield within the wider electrical engineering academic subject. An academic degree with a major in electronics engineering can be acquired from some universities, while other universities use electrical engineering as the subject. The term electrical engineer[image: External link] is still used in the academic world to include electronic engineers.[1] However, some people consider the term 'electrical engineer' should be reserved for those having specialized in power and heavy current or high voltage engineering, while others consider that power is just one subset of electrical engineering, as well as 'electrical distribution[image: External link] engineering'. The term 'power engineering[image: External link]' is used as a descriptor in that industry. Again, in recent years there has been a growth of new separate-entry degree courses such as 'information engineering[image: External link]', 'systems engineering' and 'communication systems engineering[image: External link]', often followed by academic departments of similar name, which are typically not considered as subfields of electronics engineering but of electrical engineering.[2][3]
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 History




Main article: History of electronic engineering[image: External link]


Electronic engineering as a profession sprang from technological improvements in the telegraph industry in the late 19th century and the radio[image: External link] and the telephone[image: External link] industries in the early 20th century. People were attracted to radio by the technical fascination it inspired, first in receiving and then in transmitting. Many who went into broadcasting in the 1920s were only 'amateurs' in the period before World War I[image: External link].[4]

To a large extent, the modern discipline of electronic engineering was born out of telephone, radio, and television[image: External link] equipment development and the large amount of electronic systems development during World War II of radar[image: External link], sonar[image: External link], communication systems, and advanced munitions and weapon systems. In the interwar years, the subject was known as radio engineering[image: External link] and it was only in the late 1950s that the term electronic engineering started to emerge.[5]
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 Electronics




Main article: Electronics[image: External link]


In the field of electronic engineering, engineers design and test circuits[image: External link] that use the electromagnetic[image: External link] properties of electrical components[image: External link] such as resistors[image: External link], capacitors[image: External link], inductors[image: External link], diodes[image: External link] and transistors[image: External link] to achieve a particular functionality. The tuner circuit[image: External link], which allows the user of a radio to filter[image: External link] out all but a single station, is just one example of such a circuit.

In designing an integrated circuit, electronics engineers first construct circuit schematics[image: External link] that specify the electrical components and describe the interconnections between them. When completed, VLSI[image: External link] engineers convert the schematics into actual layouts, which map the layers of various conductor[image: External link] and semiconductor[image: External link] materials needed to construct the circuit. The conversion from schematics to layouts can be done by software[image: External link] (see electronic design automation[image: External link]) but very often requires human fine-tuning to decrease space and power consumption. Once the layout is complete, it can be sent to a fabrication plant[image: External link] for manufacturing.

For systems of intermediate complexity engineers may use VHDL[image: External link] modelling for programmable logic devices[image: External link] and FPGAs[image: External link]

Integrated circuits[image: External link], FPGAs[image: External link] and other electrical components can then be assembled on printed circuit boards[image: External link] to form more complicated circuits. Today, printed circuit boards are found in most electronic devices including televisions[image: External link], computers and audio players[image: External link].[6]


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Subfields




Electronic engineering has many subfields. This section describes some of the most popular subfields in electronic engineering; although there are engineers who focus exclusively on one subfield, there are also many who focus on a combination of subfields.

Signal processing deals with the analysis and manipulation of signals[image: External link]. Signals can be either analog[image: External link], in which case the signal varies continuously according to the information, or digital[image: External link], in which case the signal varies according to a series of discrete values representing the information.

For analog signals, signal processing may involve the amplification[image: External link] and filtering[image: External link] of audio signals for audio equipment or the modulation[image: External link] and demodulation[image: External link] of signals for telecommunications. For digital signals, signal processing may involve the compression, error checking[image: External link] and error detection[image: External link] of digital signals.

Telecommunications engineering deals with the transmission[image: External link] of information across a channel[image: External link] such as a co-axial cable[image: External link], optical fiber[image: External link] or free space[image: External link].

Transmissions across free space require information to be encoded in a carrier wave[image: External link] in order to shift the information to a carrier frequency[image: External link] suitable for transmission, this is known as modulation[image: External link]. Popular analog modulation techniques include amplitude modulation[image: External link] and frequency modulation[image: External link]. The choice of modulation affects the cost and performance of a system and these two factors must be balanced carefully by the engineer.

Once the transmission characteristics of a system are determined, telecommunication engineers design the transmitters[image: External link] and receivers[image: External link] needed for such systems. These two are sometimes combined to form a two-way communication device known as a transceiver[image: External link]. A key consideration in the design of transmitters is their power consumption[image: External link] as this is closely related to their signal strength[image: External link]. If the signal strength of a transmitter is insufficient the signal's information will be corrupted by noise[image: External link].

Control engineering has a wide range of applications from the flight and propulsion systems of commercial airplanes[image: External link] to the cruise control[image: External link] present in many modern cars[image: External link]. It also plays an important role in industrial automation[image: External link].

Control engineers often utilize feedback[image: External link] when designing control systems[image: External link]. For example, in a car[image: External link] with cruise control[image: External link] the vehicle's speed[image: External link] is continuously monitored and fed back to the system which adjusts the engine's[image: External link] power output accordingly. Where there is regular feedback, control theory can be used to determine how the system responds to such feedback.

Instrumentation engineering deals with the design of devices to measure physical quantities such as pressure[image: External link], flow[image: External link] and temperature[image: External link]. These devices are known as instrumentation[image: External link].

The design of such instrumentation requires a good understanding of physics[image: External link] that often extends beyond electromagnetic theory[image: External link]. For example, radar guns[image: External link] use the Doppler effect[image: External link] to measure the speed of oncoming vehicles. Similarly, thermocouples[image: External link] use the Peltier–Seebeck effect[image: External link] to measure the temperature difference between two points.

Often instrumentation is not used by itself, but instead as the sensors[image: External link] of larger electrical systems. For example, a thermocouple might be used to help ensure a furnace's temperature remains constant. For this reason, instrumentation engineering is often viewed as the counterpart of control engineering.

Computer engineering deals with the design of computers and computer systems. This may involve the design of new computer hardware[image: External link], the design of PDAs[image: External link] or the use of computers to control an industrial plant[image: External link]. Development of embedded systems[image: External link]—systems made for specific tasks (e.g., mobile phones)—is also included in this field. This field includes the micro controller[image: External link] and its applications. Computer engineers may also work on a system's software[image: External link]. However, the design of complex software systems is often the domain of software engineering[image: External link], which is usually considered a separate discipline.

VLSI design engineering VLSI[image: External link] stands for very large scale integration. It deals with fabrication of ICs and various electronics components.
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 Education and training




Electronics engineers typically possess an academic degree[image: External link] with a major in electronic engineering. The length of study for such a degree is usually three or four years and the completed degree may be designated as a Bachelor of Engineering, Bachelor of Science, Bachelor of Applied Science, or Bachelor of Technology depending upon the university. Many UK universities also offer Master of Engineering ( MEng[image: External link]) degrees at graduate level.

Some electronics engineers also choose to pursue a postgraduate[image: External link] degree such as a Master of Science ( MSc[image: External link]), Doctor of Philosophy in Engineering ( PhD[image: External link]), or an Engineering Doctorate ( EngD[image: External link]). The master's degree is being introduced in some European and American Universities as a first degree and the differentiation of an engineer with graduate and postgraduate studies is often difficult. In these cases, experience is taken into account. The master's degree may consist of either research, coursework or a mixture of the two. The Doctor of Philosophy consists of a significant research component and is often viewed as the entry point to academia.

In most countries, a bachelor's degree in engineering represents the first step towards certification and the degree program itself is certified by a professional body. After completing a certified degree program the engineer must satisfy a range of requirements (including work experience requirements) before being certified. Once certified the engineer is designated the title of Professional Engineer (in the United States, Canada and South Africa), Chartered Engineer or Incorporated Engineer (in the United Kingdom, Ireland, India and Zimbabwe), Chartered Professional Engineer (in Australia and New Zealand) or European Engineer (in much of the European Union).

Some trained physicists[image: External link] may also choose to become Electronic Engineers.[7][8]

A degree in electronics generally includes units covering physics[image: External link], chemistry[image: External link], mathematics, project management[image: External link] and specific topics in electrical engineering. Initially such topics cover most, if not all, of the subfields of electronic engineering. Students then choose to specialize in one or more subfields towards the end of the degree.

Fundamental to the discipline are the sciences of physics and mathematics as these help to obtain both a qualitative and quantitative description of how such systems will work. Today most engineering work involves the use of computers and it is commonplace to use computer-aided design[image: External link] and simulation software[image: External link] programs when designing electronic systems. Although most electronic engineers will understand basic circuit theory, the theories employed by engineers generally depend upon the work they do. For example, quantum mechanics[image: External link] and solid state physics[image: External link] might be relevant to an engineer working on VLSI[image: External link] but are largely irrelevant to engineers working with macroscopic electrical systems.

Apart from electromagnetics and network theory, other items in the syllabus are particular to electronics engineering course. Electrical engineering courses have other specialisms such as machines[image: External link], power generation[image: External link] and distribution[image: External link]. This list does not include the extensive engineering mathematics[image: External link] curriculum that is a prerequisite to a degree.[9][10]
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 Electromagnetics




Elements of vector calculus[image: External link]: divergence[image: External link] and curl[image: External link]; Gauss'[image: External link] and Stokes' theorems[image: External link], Maxwell's equations[image: External link]: differential and integral forms. Wave equation[image: External link], Poynting vector[image: External link]. Plane waves[image: External link]: propagation through various media; reflection[image: External link] and refraction[image: External link]; phase[image: External link] and group velocity[image: External link]; skin depth[image: External link]. Transmission lines[image: External link]: characteristic impedance[image: External link]; impedance transformation; Smith chart[image: External link]; impedance matching[image: External link]; pulse excitation. Waveguides[image: External link]: modes in rectangular waveguides; boundary conditions[image: External link]; cut-off frequencies[image: External link]; dispersion relations[image: External link]. Antennas: Dipole antennas[image: External link]; antenna arrays[image: External link]; radiation pattern; reciprocity theorem, antenna gain[image: External link].[11][12]
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 Network analysis




Network graphs: matrices associated with graphs; incidence, fundamental cut set and fundamental circuit matrices. Solution methods: nodal and mesh analysis. Network theorems: superposition, Thevenin and Norton's maximum power transfer, Wye-Delta transformation.[13] Steady state sinusoidal analysis using phasors. Linear constant coefficient differential equations; time domain analysis of simple RLC circuits, Solution of network equations using Laplace transform[image: External link]: frequency domain analysis of RLC circuits. 2-port network parameters: driving point and transfer functions. State equations for networks.[14]
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 Electronic devices and circuits




Electronic devices: Energy bands in silicon, intrinsic and extrinsic silicon. Carrier transport in silicon: diffusion current, drift current, mobility, resistivity. Generation and recombination of carriers. p-n junction[image: External link] diode, Zener diode[image: External link], tunnel diode[image: External link], BJT[image: External link], JFET[image: External link], MOS capacitor[image: External link], MOSFET[image: External link], LED[image: External link], p-i-n[image: External link] and avalanche photo diode[image: External link], LASERs. Device technology: integrated circuit fabrication[image: External link] process, oxidation, diffusion, ion implantation[image: External link], photolithography, n-tub, p-tub and twin-tub CMOS process.[15][16]

Analog circuits: Equivalent circuits (large and small-signal) of diodes, BJTs, JFETs, and MOSFETs. Simple diode circuits, clipping, clamping, rectifier. Biasing and bias stability of transistor and FET amplifiers. Amplifiers: single-and multi-stage, differential, operational, feedback and power. Analysis of amplifiers; frequency response of amplifiers. Simple op-amp[image: External link] circuits. Filters. Sinusoidal oscillators; criterion for oscillation; single-transistor and op-amp configurations. Function generators and wave-shaping circuits, Power supplies.[17]

Digital circuits: Boolean functions[image: External link] ( NOT[image: External link], AND[image: External link], OR[image: External link], XOR[image: External link],...). Logic gates digital IC families ( DTL[image: External link], TTL[image: External link], ECL[image: External link], MOS[image: External link], CMOS[image: External link]). Combinational circuits: arithmetic circuits, code converters, multiplexers[image: External link] and decoders[image: External link]. Sequential circuits[image: External link]: latches and flip-flops, counters and shift-registers. Sample and hold circuits, ADCs[image: External link], DACs[image: External link]. Semiconductor memories[image: External link]. Microprocessor 8086[image: External link]: architecture, programming, memory and I/O interfacing.[18][19]
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 Signals and systems




Definitions and properties of Laplace transform[image: External link], continuous-time and discrete-time Fourier series[image: External link], continuous-time and discrete-time Fourier Transform[image: External link], z-transform[image: External link]. Sampling theorems[image: External link]. Linear Time-Invariant (LTI) Systems[image: External link]: definitions and properties; causality, stability, impulse response, convolution, poles and zeros frequency response, group delay, phase delay. Signal transmission through LTI systems. Random signals and noise: probability[image: External link], random variables[image: External link], probability density function[image: External link], autocorrelation, power spectral density[image: External link], function analogy between vectors & functions.[20][21]
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 Control systems




Basic control system components; block diagrammatic description, reduction of block diagrams — Mason's rule[image: External link]. Open loop and closed loop (negative unity feedback) systems and stability analysis of these systems. Signal flow graphs and their use in determining transfer functions of systems; transient and steady state analysis of LTI control systems and frequency response. Analysis of steady-state disturbance rejection and noise sensitivity.

Tools and techniques for LTI control system analysis and design: root loci, Routh-Hurwitz stability criterion[image: External link], Bode and Nyquist plots[image: External link]. Control system compensators: elements of lead and lag compensation, elements of Proportional-Integral-Derivative controller[image: External link] (PID). Discretization of continuous time systems using Zero-order hold[image: External link] ( ZOH[image: External link]) and ADCs for digital controller implementation. Limitations of digital controllers: aliasing. State variable representation and solution of state equation of LTI control systems. Linearization of Nonlinear dynamical systems with state-space realizations in both frequency and time domains. Fundamental concepts of controllability and observability for MIMO[image: External link] LTI systems. State space realizations: observable and controllable canonical form. Ackermann's formula for state-feedback pole placement. Design of full order and reduced order estimators.[22][23]


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Communications




Analog communication systems: amplitude[image: External link] and angle modulation[image: External link] and demodulation systems, spectral analysis[image: External link] of these operations, superheterodyne[image: External link] noise conditions.

Digital communication systems: pulse-code modulation (PCM), differential pulse-code modulation[image: External link] (DPCM), delta modulation[image: External link] (DM), digital modulation – amplitude, phase- and frequency-shift keying schemes ( ASK[image: External link], PSK[image: External link], FSK[image: External link]), matched-filter receivers, bandwidth consideration and probability of error calculations for these schemes, GSM[image: External link], TDMA[image: External link].[24][25]
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 Professional bodies




Professional bodies of note for electrical engineers include the Institute of Electrical and Electronics Engineers (IEEE) and the Institution of Electrical Engineers[image: External link] (IEE) (now renamed the Institution of Engineering and Technology[image: External link] or IET). Members of the Institution of Engineering and Technology (MIET) are recognised professionally in Europe, as Electrical and computer (technology) engineers. The IEEE claims to produce 30 percent of the world's literature in electrical/electronic engineering, has over 430,000 members, and holds more than 450 IEEE sponsored or cosponsored conferences worldwide each year. SMIEEE[image: External link] is a recognised professional designation[image: External link] in the United States.
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 Project engineering




For most engineers not involved at the cutting edge of system design and development, technical work accounts for only a fraction of the work they do. A lot of time is also spent on tasks such as discussing proposals with clients, preparing budgets and determining project schedules. Many senior engineers manage a team of technicians or other engineers and for this reason project management skills are important. Most engineering projects involve some form of documentation and strong written communication skills are therefore very important.

The workplaces of electronics engineers are just as varied as the types of work they do. Electronics engineers may be found in the pristine laboratory environment of a fabrication plant, the offices of a consulting firm or in a research laboratory. During their working life, electronics engineers may find themselves supervising a wide range of individuals including scientists, electricians, computer programmers and other engineers.

Obsolescence of technical skills is a serious concern for electronics engineers. Membership and participation in technical societies, regular reviews of periodicals in the field and a habit of continued learning are therefore essential to maintaining proficiency. And these are mostly used in the field of consumer electronics products.[26]
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Massachusetts Institute of Technology






"MIT" redirects here. For other uses, see MIT (disambiguation)[image: External link].

The Massachusetts Institute of Technology (MIT) is a private[image: External link] research university[image: External link] in Cambridge, Massachusetts[image: External link], often cited as one of the world's most prestigious universities.[10][11][12][13]

Founded in 1861 in response to the increasing industrialization of the United States[image: External link], MIT adopted a European polytechnic university model[image: External link] and stressed laboratory instruction in applied science and engineering. Researchers worked on computers[image: External link], radar[image: External link], and inertial guidance[image: External link] during World War II and the Cold War[image: External link]. Post-war defense research contributed to the rapid expansion of the faculty and campus under James Killian[image: External link]. The current 168-acre (68.0 ha) campus opened in 1916 and extends over 1 mile (1.6 km) along the northern bank of the Charles River basin[image: External link].

The Institute is traditionally known for its research and education in the physical sciences[image: External link] and engineering[image: External link], and more recently in biology[image: External link], economics[image: External link], linguistics[image: External link], and management[image: External link] as well. MIT is a member of the prestigious Association of American Universities[image: External link] (AAU) and founder of the Amsterdam Institute for Advanced Metropolitan Solutions (AMS Institute)[image: External link]. For several years, MIT's School of Engineering has been ranked first in various international and national university rankings, and the Institute is also often ranked among the world's top universities overall.[10][11][12][13][14] The "Engineers" compete in 31 sports, most teams of which compete in the NCAA[image: External link] Division III[image: External link]'s New England Women's and Men's Athletic Conference[image: External link]; the Division I[image: External link] rowing programs compete as part of the EARC[image: External link] and EAWRC[image: External link].

As of 2015, 85 Nobel laureates[image: External link], 52 National Medal of Science recipients, 65 Marshall Scholars[image: External link], 45 Rhodes Scholars[image: External link], 38 MacArthur Fellows[image: External link], 34 astronauts[image: External link], 19 Turing award winners[image: External link], 16 Chief Scientists of the U.S. Air Force[image: External link], and 6 Fields Medalists[image: External link] have been affiliated with MIT. The school has a strong entrepreneurial culture[image: External link], and the aggregated revenues of companies founded by MIT alumni would rank as the eleventh-largest economy in the world.[15][16]
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 History




Main article: History of the Massachusetts Institute of Technology[image: External link]
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 Foundation and vision






	“
	.... a school of industrial science aiding the advancement, development and practical application of science in connection with arts, agriculture, manufactures, and commerce.
	”



	— Act to Incorporate the Massachusetts Institute of Technology,

Acts of 1861, Chapter 183[17]




In 1859, a proposal was submitted to the Massachusetts General Court[image: External link] to use newly filled lands in Back Bay[image: External link], Boston for a "Conservatory of Art and Science[image: External link]", but the proposal failed.[18][19] A charter for the incorporation[image: External link] of the Massachusetts Institute of Technology, proposed by William Barton Rogers[image: External link], was signed by the governor of Massachusetts[image: External link] on April 10, 1861.[20]

Rogers, a professor from the University of Virginia[image: External link], wanted to establish an institution to address rapid scientific and technological advances.[21][22] He did not wish to found a professional school[image: External link], but a combination with elements of both professional and liberal education[image: External link],[23] proposing that:


The true and only practicable object of a polytechnic school is, as I conceive, the teaching, not of the minute details and manipulations of the arts, which can be done only in the workshop, but the inculcation of those scientific principles which form the basis and explanation of them, and along with this, a full and methodical review of all their leading processes and operations in connection with physical laws.[24]



The Rogers Plan reflected the German research university model[image: External link], emphasizing an independent faculty engaged in research, as well as instruction oriented around seminars and laboratories.[25][26]
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 Early developments




Two days after the charter was issued, the first battle[image: External link] of the Civil War[image: External link] broke out. After a long delay through the war years, MIT's first classes were held in the Mercantile Building in Boston in 1865.[27] The new institute was founded as part of the Morrill Land-Grant Colleges Act[image: External link] to fund institutions "to promote the liberal and practical education of the industrial classes", and was a land-grant school.[28][29] In 1863 under the same act, the Commonwealth of Massachusetts founded the Massachusetts Agricultural College[image: External link], which developed as the University of Massachusetts Amherst[image: External link]. In 1866, the proceeds from land sales went toward new buildings in the Back Bay.[30]

MIT was informally called "Boston Tech".[30] The institute adopted the European polytechnic university model[image: External link] and emphasized laboratory instruction from an early date.[31] Despite chronic financial problems, the institute saw growth in the last two decades of the 19th century under President Francis Amasa Walker[image: External link].[32] Programs in electrical, chemical, marine, and sanitary engineering were introduced,[33][34] new buildings were built, and the size of the student body increased to more than one thousand.[32]

The curriculum drifted to a vocational emphasis, with less focus on theoretical science.[35] The fledgling school still suffered from chronic financial shortages which diverted the attention of the MIT leadership. During these "Boston Tech" years, MIT faculty and alumni rebuffed Harvard University[image: External link] president (and former MIT faculty) Charles W. Eliot[image: External link]'s repeated attempts to merge MIT with Harvard College's Lawrence Scientific School[image: External link].[36] There would be at least six attempts to absorb MIT into Harvard.[37] In its cramped Back Bay location, MIT could not afford to expand its overcrowded facilities, driving a desperate search for a new campus and funding. Eventually the MIT Corporation approved a formal agreement to merge with Harvard, over the vehement objections of MIT faculty, students, and alumni.[37] However, a 1917 decision by the Massachusetts Supreme Judicial Court effectively put an end to the merger scheme.[37]

In 1916, the MIT administration and the MIT charter crossed the Charles River on the ceremonial barge Bucentaur built for the occasion,[38][39] to signify MIT's move to a spacious new campus largely consisting of filled land[image: External link] on a mile-long tract along the Cambridge side of the Charles River.[40][41] The neoclassical[image: External link] "New Technology" campus was designed by William W. Bosworth[image: External link][42] and had been funded largely by anonymous donations from a mysterious "Mr. Smith", starting in 1912. In January 1920, the donor was revealed to be the industrialist George Eastman[image: External link] of Rochester, New York[image: External link], who had invented methods of film production and processing, and founded Eastman Kodak[image: External link]. Between 1912 and 1920, Eastman donated $20 million ($236.6 million in 2015 dollars) in cash and Kodak stock to MIT.[43]
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 Curricular reforms




In the 1930s, President Karl Taylor Compton[image: External link] and Vice-President (effectively Provost[image: External link]) Vannevar Bush emphasized the importance of pure sciences like physics and chemistry and reduced the vocational practice required in shops and drafting studios.[44] The Compton reforms "renewed confidence in the ability of the Institute to develop leadership in science as well as in engineering."[45] Unlike Ivy League[image: External link] schools, MIT catered more to middle-class families, and depended more on tuition[image: External link] than on endowments[image: External link] or grants[image: External link] for its funding.[46] The school was elected to the Association of American Universities[image: External link] in 1934.[47]

Still, as late as 1949, the Lewis Committee lamented in its report on the state of education at MIT that "the Institute is widely conceived as basically a vocational school", a "partly unjustified" perception the committee sought to change. The report comprehensively reviewed the undergraduate curriculum, recommended offering a broader education, and warned against letting engineering and government-sponsored research detract from the sciences and humanities.[48][49] The School of Humanities, Arts, and Social Sciences[image: External link] and the MIT Sloan School of Management[image: External link] were formed in 1950 to compete with the powerful Schools of Science[image: External link] and Engineering[image: External link]. Previously marginalized faculties in the areas of economics, management, political science, and linguistics emerged into cohesive and assertive departments by attracting respected professors and launching competitive graduate programs.[50][51] The School of Humanities, Arts, and Social Sciences continued to develop under the successive terms of the more humanistically oriented[image: External link] presidents Howard W. Johnson[image: External link] and Jerome Wiesner[image: External link] between 1966 and 1980.[52]
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 Defense research




MIT's involvement in military science[image: External link] surged during World War II. In 1941, Vannevar Bush was appointed head of the federal Office of Scientific Research and Development[image: External link] and directed funding to only a select group of universities, including MIT.[53] Engineers and scientists from across the country gathered at MIT's Radiation Laboratory[image: External link], established in 1940 to assist the British military[image: External link] in developing microwave[image: External link] radar[image: External link]. The work done there significantly affected both the war and subsequent research in the area.[54] Other defense projects included gyroscope[image: External link]-based and other complex control systems[image: External link] for gunsight[image: External link], bombsight[image: External link], and inertial navigation[image: External link] under Charles Stark Draper's Instrumentation Laboratory[image: External link];[55][56] the development of a digital computer[image: External link] for flight simulations under Project Whirlwind[image: External link];[57] and high-speed[image: External link] and high-altitude[image: External link] photography under Harold Edgerton[image: External link].[58][59] By the end of the war, MIT became the nation's largest wartime R&D contractor (attracting some criticism of Bush),[53] employing nearly 4000 in the Radiation Laboratory alone[54] and receiving in excess of $100 million ($1.2 billion in 2015 dollars) before 1946.[45] Work on defense projects continued even after then. Post-war government-sponsored research[image: External link] at MIT included SAGE[image: External link] and guidance systems for ballistic missiles[image: External link] and Project Apollo[image: External link].[60]



	“
	...a special type of educational institution which can be defined as a university polarized around science, engineering, and the arts. We might call it a university limited in its objectives but unlimited in the breadth and the thoroughness with which it pursues these objectives.
	”



	— MIT president James Rhyne Killian[image: External link], 1949[61]




These activities affected MIT profoundly. A 1949 report noted the lack of "any great slackening in the pace of life at the Institute" to match the return to peacetime, remembering the "academic tranquility of the prewar years", though acknowledging the significant contributions of military research to the increased emphasis on graduate education and rapid growth of personnel and facilities.[62] The faculty doubled and the graduate student body quintupled during the terms of Karl Taylor Compton[image: External link], president of MIT between 1930 and 1948; James Rhyne Killian[image: External link], president from 1948 to 1957; and Julius Adams Stratton, chancellor from 1952 to 1957, whose institution-building strategies shaped the expanding university. By the 1950s, MIT no longer simply benefited the industries with which it had worked for three decades, and it had developed closer working relationships with new patrons, philanthropic foundations and the federal government.[63]

In late 1960s and early 1970s, student and faculty activists protested against the Vietnam War[image: External link] and MIT's defense research.[64][65] In this period MIT's various departments were researching helicopters, smart bombs and counterinsurgency techniques for the war in Vietnam as well as guidance systems for nuclear missiles.[66] The Union of Concerned Scientists[image: External link] was founded on March 4, 1969 during a meeting of faculty members and students seeking to shift the emphasis on military research toward environmental and social problems.[67] MIT ultimately divested itself from the Instrumentation Laboratory and moved all classified research off-campus to the MIT Lincoln Laboratory[image: External link] facility in 1973 in response to the protests.[68][69] The student body, faculty, and administration remained comparatively unpolarized during what was a tumultuous time for many other universities.[64] Johnson was seen to be highly successful in leading his institution to "greater strength and unity" after these times of turmoil.[70] However six MIT students were sentenced to prison terms at this time and some former student leaders, such as Michael Albert[image: External link] and George Katsiaficas, are still indignant about MIT's role in military research and its suppression of these protests.[71] (Richard Leacock[image: External link]'s film, November Actions, records some of these tumultuous events.[72])

In the 1980s, there was more controversy at MIT over its involvement in SDI (space weaponry) and CBW (chemical and biological warfare) research.[73] More recently, MIT’s research for the military has included work on robots, drones and ‘battle suits’.[74]
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 Recent history




MIT has kept pace with and helped to advance the digital age. In addition to developing the predecessors to modern computing and networking[image: External link] technologies,[75][76] students, staff, and faculty members at Project MAC[image: External link], the Artificial Intelligence Laboratory[image: External link], and the Tech Model Railroad Club[image: External link] wrote some of the earliest interactive computer video games[image: External link] like Spacewar![image: External link] and created much of modern hacker[image: External link] slang[image: External link] and culture.[77] Several major computer-related organizations have originated at MIT since the 1980s: Richard Stallman[image: External link]'s GNU Project[image: External link] and the subsequent Free Software Foundation[image: External link] were founded in the mid-1980s at the AI Lab; the MIT Media Lab[image: External link] was founded in 1985 by Nicholas Negroponte[image: External link] and Jerome Wiesner to promote research into novel uses of computer technology;[78] the World Wide Web Consortium[image: External link] standards organization[image: External link] was founded at the Laboratory for Computer Science[image: External link] in 1994 by Tim Berners-Lee[image: External link];[79] the OpenCourseWare[image: External link] project has made course materials for over 2,000 MIT classes available online free of charge since 2002;[80] and the One Laptop per Child[image: External link] initiative to expand computer education and connectivity to children worldwide was launched in 2005.[81]

MIT was named a sea-grant college[image: External link] in 1976 to support its programs in oceanography and marine sciences and was named a space-grant college[image: External link] in 1989 to support its aeronautics and astronautics programs.[82][83] Despite diminishing government financial support over the past quarter century, MIT launched several successful development campaigns[image: External link] to significantly expand the campus: new dormitories and athletics buildings on west campus; the Tang Center for Management Education[image: External link]; several buildings in the northeast corner of campus supporting research into biology[image: External link], brain and cognitive sciences[image: External link], genomics[image: External link], biotechnology[image: External link], and cancer research[image: External link]; and a number of new "backlot" buildings on Vassar Street including the Stata Center[image: External link].[84] Construction on campus in the 2000s included expansions of the Media Lab, the Sloan School's eastern campus, and graduate residences in the northwest.[85][86] In 2006, President Hockfield launched the MIT Energy Research Council to investigate the interdisciplinary challenges posed by increasing global energy consumption[image: External link].[87]

In 2001, inspired by the open source[image: External link] and open access movements[image: External link],[88] MIT launched OpenCourseWare[image: External link] to make the lecture notes, problem sets[image: External link], syllabuses, exams, and lectures from the great majority of its courses available online for no charge, though without any formal accreditation for coursework completed.[89] While the cost of supporting and hosting the project is high,[90] OCW expanded in 2005 to include other universities as a part of the OpenCourseWare Consortium, which currently includes more than 250 academic institutions with content available in at least six languages.[91] In 2011, MIT announced it would offer formal certification (but not credits or degrees) to online participants completing coursework in its "MITx" program, for a modest fee.[92] The " edX[image: External link]" online platform supporting MITx was initially developed in partnership with Harvard[image: External link] and its analogous "Harvardx" initiative. The courseware platform is open source, and other universities have already joined and added their own course content.[93]

Three days after the Boston Marathon bombing[image: External link] of April 2013, MIT Police[image: External link] patrol officer Sean Collier[image: External link] was fatally shot by the suspects Dzhokhar[image: External link] and Tamerlan Tsarnaev[image: External link], setting off a violent manhunt that shut down the campus and much of the Boston metropolitan area for a day.[94] One week later, Collier's memorial service was attended by more than 10,000 people, in a ceremony hosted by the MIT community with thousands of police officers from the New England region and Canada.[95][96][97] On November 25, 2013, MIT announced the creation of the Collier Medal, to be awarded annually to "an individual or group that embodies the character and qualities that Officer Collier exhibited as a member of the MIT community and in all aspects of his life". The announcement further stated that "Future recipients of the award will include those whose contributions exceed the boundaries of their profession, those who have contributed to building bridges across the community, and those who consistently and selflessly perform acts of kindness".[98][99][100]


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Campus




Main article: Campus of the Massachusetts Institute of Technology[image: External link]


MIT's 168-acre (68.0 ha) campus in the city of Cambridge[image: External link] spans approximately a mile along the north side of the Charles River[image: External link] basin.[6] The campus is divided roughly in half by Massachusetts Avenue[image: External link], with most dormitories and student life facilities to the west and most academic buildings to the east. The bridge closest to MIT is the Harvard Bridge[image: External link], which is known for being marked off in a non-standard unit of length[image: External link] – the smoot[image: External link].[101][102]

The Kendall[image: External link] MBTA Red Line[image: External link] station is located on the northeastern edge of the campus, in Kendall Square[image: External link]. The Cambridge neighborhoods surrounding MIT are a mixture of high tech companies occupying both modern office and rehabilitated industrial buildings, as well as socio-economically diverse residential neighborhoods.[103][104] In early 2016, MIT presented its updated Kendall Square Initiative to the City of Cambridge, with plans for mixed-use educational, retail, residential, startup incubator, and office space in a dense high-rise transit-oriented development[image: External link] plan.[105][106] The MIT Museum will eventually be moved immediately adjacent to a Kendall Square subway entrance, joining the List Visual Arts Center[image: External link] on the eastern end of the campus.[106][107]

Each building at MIT has a number[image: External link] (possibly preceded by a W, N, E, or NW) designation and most have a name as well. Typically, academic and office buildings are referred to primarily by number while residence halls are referred to by name. The organization of building numbers roughly corresponds to the order in which the buildings were built and their location relative (north, west, and east) to the original center cluster of Maclaurin buildings.[108] Many of the buildings are connected above ground as well as through an extensive network of underground tunnels, providing protection from the Cambridge weather as well as a venue for roof and tunnel hacking[image: External link].[109][110]

MIT's on-campus nuclear reactor[image: External link][111] is one of the most powerful university-based nuclear reactors[image: External link] in the United States. The prominence of the reactor's containment building in a densely populated area has been controversial,[112] but MIT maintains that it is well-secured.[113] In 1999 Bill Gates[image: External link] donated US$20 million to MIT for the construction of a computer laboratory named the "William H. Gates Building", and designed by architect Frank Gehry[image: External link]. While Microsoft had previously given financial support to the institution, this was the first personal donation received from Gates.[114]

Other notable campus facilities include a pressurized wind tunnel[image: External link] and a towing tank[image: External link] for testing ship and ocean structure designs.[115][116] MIT's campus-wide wireless network was completed in the fall of 2005 and consists of nearly 3,000 access points covering 9,400,000 square feet (870,000 m2) of campus.[117]

In 2001, the Environmental Protection Agency[image: External link] sued MIT for violating the Clean Water Act[image: External link] and the Clean Air Act[image: External link] with regard to its hazardous waste[image: External link] storage and disposal procedures.[118] MIT settled the suit by paying a $155,000 fine and launching three environmental projects.[119] In connection with capital campaigns to expand the campus, the Institute has also extensively renovated existing buildings to improve their energy efficiency. MIT has also taken steps to reduce its environmental impact by running alternative fuel[image: External link] campus shuttles, subsidizing public transportation passes[image: External link], and building a low-emission cogeneration[image: External link] plant that serves most of the campus electricity, heating, and cooling requirements.[120]

The MIT Police[image: External link] with state and local authorities, in the 2009-2011 period, have investigated reports of 12 forcible sex offenses, 6 robberies, 3 aggravated assaults, 164 burglaries, 1 case of arson, and 4 cases of motor vehicle theft on campus; affecting a community of around 22,000 students and employees.[121]

MIT has substantial commercial real estate[image: External link] holdings in Cambridge on which it pays property taxes[image: External link], plus an additional voluntary payment in lieu of taxes[image: External link] (PILOT) on academic buildings which are legally tax-exempt. As of 2017, it is the largest taxpayer in the city, contributing approximately 14% of the city's annual revenues.[122] Holdings include Technology Square, parts of Kendall Square[image: External link], and many properties in Cambridgeport[image: External link] and Area 4[image: External link] neighboring the educational buildings.[123] The land is held for investment purposes and potential long-term expansion.
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 Architecture




MIT's School of Architecture[image: External link], now the School of Architecture and Planning, was the first in the United States,[124] and it has a history of commissioning progressive buildings.[125][126] The first buildings constructed on the Cambridge campus, completed in 1916, are sometimes called the "Maclaurin buildings" after Institute president Richard Maclaurin[image: External link] who oversaw their construction. Designed by William Welles Bosworth[image: External link], these imposing buildings were built of reinforced concrete[image: External link], a first for a non-industrial – much less university – building in the US.[127] Bosworth's design was influenced by the City Beautiful Movement[image: External link] of the early 1900s,[127] and features the Pantheon[image: External link]-esque Great Dome housing the Barker Engineering Library. The Great Dome overlooks Killian Court, where graduation[image: External link] ceremonies are held each year. The friezes of the limestone-clad buildings around Killian Court are engraved with the names of important scientists and philosophers.[a] The spacious Building 7 atrium at 77 Massachusetts Avenue[image: External link] is regarded as the entrance to the Infinite Corridor[image: External link] and the rest of the campus.[104]

Alvar Aalto[image: External link]'s Baker House (1947), Eero Saarinen[image: External link]'s MIT Chapel[image: External link] and Kresge Auditorium[image: External link] (1955), and I.M. Pei[image: External link]'s Green[image: External link], Dreyfus, Landau, and Wiesner[image: External link] buildings represent high forms of post-war modernist architecture[image: External link].[130][131][132] More recent buildings like Frank Gehry[image: External link]'s Stata Center[image: External link] (2004), Steven Holl[image: External link]'s Simmons Hall[image: External link] (2002), Charles Correa[image: External link]'s Building 46 (2005), and Fumihiko Maki[image: External link]'s Media Lab Extension (2009) stand out among the Boston area's classical architecture and serve as examples of contemporary campus "starchitecture".[125][133] These buildings have not always been well received;[134][135] in 2010, The Princeton Review[image: External link] included MIT in a list of twenty schools whose campuses are "tiny, unsightly, or both".[136]
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 Housing




Main article: Housing at the Massachusetts Institute of Technology[image: External link]


Undergraduates are guaranteed four-year housing in one of MIT's 12 undergraduate dormitories[image: External link].[137] Those living on campus can receive support and mentoring from live-in graduate student tutors, resident advisors, and faculty housemasters.[138] Because housing assignments are made based on the preferences of the students themselves, diverse social atmospheres can be sustained in different living groups; for example, according to the Yale Daily News staff's The Insider's Guide to the Colleges, 2010, "The split between East Campus and West Campus is a significant characteristic of MIT. East Campus has gained a reputation as a thriving counterculture."[139] MIT also has 5 dormitories for single graduate students and 2 apartment buildings on campus for married student families.[140]

MIT has an active Greek and co-op housing[image: External link] system, including thirty-six fraternities[image: External link], sororities[image: External link], and independent living groups (FSILGs).[141] As of 2015, 98% of all undergraduates lived in MIT-affiliated housing; 54% of the men participated in fraternities and 20% of the women were involved in sororities.[142] Most FSILGs are located across the river in Back Bay[image: External link] near where MIT was founded, and there is also a cluster of fraternities on MIT's West Campus that face the Charles River Basin.[143] After the 1997 alcohol-related death of Scott Krueger, a new pledge at the Phi Gamma Delta[image: External link] fraternity, MIT required all freshmen to live in the dormitory system starting in 2002.[144] Because FSILGs had previously housed as many as 300 freshmen off-campus, the new policy could not be implemented until Simmons Hall[image: External link] opened in that year.[145]
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 Organization and administration




MIT is chartered as a non-profit organization and is owned and governed by a privately appointed board of trustees[image: External link] known as the MIT Corporation.[146] The current board consists of 43 members elected to five-year terms,[147] 25 life members who vote until their 75th birthday,[148] 3 elected officers (President, Treasurer, and Secretary),[149] and 4 ex officio[image: External link] members (the president of the alumni association, the Governor of Massachusetts[image: External link], the Massachusetts Secretary of Education, and the Chief Justice of the Massachusetts Supreme Judicial Court[image: External link]).[150][151] The board is chaired by Robert Millard, a co-founder of L-3 Communications Holdings[image: External link].[152][153] The Corporation approves the budget, new programs, degrees and faculty appointments, and elects the President to serve as the chief executive officer of the university and preside over the Institute's faculty.[104][154] MIT's endowment[image: External link] and other financial assets[image: External link] are managed through a subsidiary called MIT Investment Management Company (MITIMCo).[155] Valued at $13.182 billion in 2016, MIT's endowment is the sixth-largest among American colleges and universities.[3]

MIT has five schools ( Science[image: External link], Engineering[image: External link], Architecture and Planning[image: External link], Management[image: External link], and Humanities, Arts, and Social Sciences[image: External link]) and one college (Whitaker College of Health Sciences and Technology[image: External link]), but no schools of law or medicine.[156][b] While faculty committees assert substantial control over many areas of MIT's curriculum, research, student life, and administrative affairs,[158] the chair of each of MIT's 32 academic departments reports to the dean of that department's school, who in turn reports to the Provost under the President.[159] The current president is L. Rafael Reif[image: External link], who formerly served as provost under President Susan Hockfield[image: External link], the first woman to hold the post.[160][161]


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Academics




MIT is a large, highly residential, research university with a majority of enrollments in graduate and professional programs.[162] The university has been accredited[image: External link] by the New England Association of Schools and Colleges[image: External link] since 1929.[163][164] MIT operates on a 4–1–4 academic calendar with the fall semester beginning after Labor Day[image: External link] and ending in mid-December, a 4-week "Independent Activities Period" in the month of January, and the spring semester beginning in early February and ending in late May.[165]

MIT students refer to both their majors and classes using numbers or acronyms alone.[166] Departments and their corresponding majors are numbered in the approximate order of their foundation; for example, Civil and Environmental Engineering is Course 1, while Linguistics and Philosophy is Course 24.[167] Students majoring in Electrical Engineering and Computer Science (EECS), the most popular department, collectively identify themselves as "Course 6". MIT students use a combination of the department's course number and the number assigned to the class to identify their subjects; the introductory calculus-based classical mechanics[image: External link] course is simply "8.01" at MIT.[168][c]
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 Undergraduate program




The four-year, full-time undergraduate program maintains a balance between professional majors and those in the arts and sciences, and has been dubbed "most selective" by U.S. News[image: External link],[171] admitting few transfer students[162] and 8.0% of its applicants in the 2015 admissions cycle.[172] MIT offers 44 undergraduate degrees across its five schools.[173] In the 2010–2011 academic year, 1,161 bachelor of science degrees (abbreviated " SB[image: External link]") were granted, the only type of undergraduate degree MIT now awards.[needs update[image: External link]][174][175] In the 2011 fall term, among students who had designated a major, the School of Engineering was the most popular division, enrolling 63% of students in its 19 degree programs, followed by the School of Science (29%), School of Humanities, Arts, & Social Sciences (3.7%), Sloan School of Management (3.3%), and School of Architecture and Planning (2%).[needs update[image: External link]] The largest undergraduate degree programs were in Electrical Engineering and Computer Science (Course 6–2), Computer Science and Engineering (Course 6–3), Mechanical Engineering (Course 2), Physics (Course 8), and Mathematics (Course 18).[169]

All undergraduates are required to complete a core curriculum called the General Institute Requirements (GIRs).[176] The Science Requirement, generally completed during freshman year as prerequisites for classes in science and engineering majors, comprises two semesters of physics, two semesters of calculus, one semester of chemistry, and one semester of biology. There is a Laboratory Requirement, usually satisfied by an appropriate class in a course major. The Humanities, Arts, and Social Sciences (HASS) Requirement consists of eight semesters of classes in the humanities, arts, and social sciences, including at least one semester from each division as well as the courses required for a designated concentration in a HASS division. Under the Communication Requirement, two of the HASS classes, plus two of the classes taken in the designated major must be "communication-intensive",[177] including "substantial instruction and practice in oral presentation".[178] Finally, all students are required to complete a swimming[image: External link] test;[179] non-varsity athletes must also take four quarters of physical education[image: External link] classes.[176]

Most classes rely on a combination of lectures, recitations led by associate professors or graduate students, weekly problem sets ("p-sets"), and periodic quizzes or tests. While the pace and difficulty of MIT coursework has been compared to "drinking from a fire hose",[180][181] the freshmen retention rate at MIT is similar to other research universities.[171] The "pass/no-record" grading system relieves some pressure for first-year undergraduates. For each class taken in the fall term, freshmen transcripts will either report only that the class was passed, or otherwise not have any record of it. In the spring term, passing grades (A, B, C) appear on the transcript while non-passing grades are again not recorded.[182] (Grading had previously been "pass/no record" all freshman year, but was amended for the Class of 2006 to prevent students from gaming the system[image: External link] by completing required major classes in their freshman year.[183]) Also, freshmen may choose to join alternative learning communities, such as Experimental Study Group[image: External link], Concourse[image: External link], or Terrascope.[182]

In 1969, Margaret MacVicar[image: External link] founded the Undergraduate Research Opportunities Program[image: External link] (UROP) to enable undergraduates to collaborate directly with faculty members and researchers. Students join or initiate research projects ("UROPs") for academic credit, pay, or on a volunteer basis through postings on the UROP website or by contacting faculty members directly.[184] A substantial majority of undergraduates participate.[185][186] Students often become published[image: External link], file patent applications[image: External link], and/or launch start-up companies[image: External link] based upon their experience in UROPs.[187][188]

In 1970, the then-Dean of Institute Relations, Benson R. Snyder, published The Hidden Curriculum[image: External link], arguing that education at MIT was often slighted in favor of following a set of unwritten expectations, and that graduating with good grades was more often the product of figuring out the system rather than a solid education. The successful student, according to Snyder, was the one who was able to discern which of the formal requirements were to be ignored in favor of which unstated norms. For example, organized student groups had compiled "course bibles[image: External link]"—collections of problem-set and examination questions and answers for later students to use as references. This sort of gamesmanship, Snyder argued, hindered development of a creative intellect and contributed to student discontent and unrest.[189][190]
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 Graduate program




MIT's graduate program has high coexistence with the undergraduate program, and many courses are taken by qualified students at both levels. MIT offers a comprehensive doctoral program with degrees in the humanities, social sciences, and STEM fields[image: External link] as well as professional degrees.[162] The Institute offers graduate programs leading to academic degrees such as the Master of Science (MS), various Engineer's Degrees, Doctor of Philosophy (PhD), and Doctor of Science (ScD) and interdisciplinary graduate programs such as the MD-PhD[image: External link] (with Harvard Medical School[image: External link]).[191][192]

Admission to graduate programs is decentralized; applicants apply directly to the department or degree program. More than 90% of doctoral students are supported by fellowships, research assistantships (RAs), or teaching assistantships (TAs).[193]

MIT awarded 1,547 master's degrees and 609 doctoral degrees in the academic year 2010–11.[needs update[image: External link]][174] In the 2011 fall term, the School of Engineering was the most popular academic division, enrolling 45.0% of graduate students, followed by the Sloan School of Management (19%), School of Science (16.9%), School of Architecture and Planning (9.2%), Whitaker College of Health Sciences (5.1%),[d] and School of Humanities, Arts, and Social Sciences (4.7%). The largest graduate degree programs were the Sloan MBA[image: External link], Electrical Engineering and Computer Science, and Mechanical Engineering.[169]
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 Rankings




MIT also places among the top ten in many overall rankings of universities (see right) and rankings based on students' revealed preferences[image: External link].[202][203][204] For several years, U.S. News & World Report[image: External link], the QS World University Rankings[image: External link], and the Academic Ranking of World Universities[image: External link] have ranked MIT's School of Engineering first, as did the 1995 National Research Council[image: External link] report.[205] In the same lists, MIT's strongest showings apart from in engineering are in computer science, the natural sciences, business, architecture, economics, linguistics, mathematics, and, to a lesser extent, political science and philosophy.[10][11][12][13][14]

In 2014, Money magazine[image: External link] ranked MIT as third in the US "Best Colleges for Your Money", based on its assessment of "the most bang for your tuition buck", factoring in quality of education, affordability, and career outcomes.[206] As of 2014, Forbes magazine rated MIT as the second "Most Entrepreneurial University", based on the percentage of alumni and students self-identifying as founders or business owners on LinkedIn[image: External link].[207] In 2015, Brookings Fellow[image: External link] Jonathan Rothwell issued a report "Beyond College Rankings", placing MIT as third in the US, with an estimated 45% value-added to mid-career salary.[208]
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 Collaborations




The university historically pioneered research and training collaborations between academia, industry and government.[209][210]  In 1946, President Compton, Harvard Business School professor Georges Doriot, and Massachusetts Investor Trust chairman Merrill Grisswold founded American Research and Development Corporation[image: External link], the first American venture-capital[image: External link] firm.[211][212]  In 1948, Compton established the MIT Industrial Liaison Program.[213] Throughout the late 1980s and early 1990s, American politicians and business leaders accused MIT and other universities of contributing to a declining economy[image: External link] by transferring[image: External link] taxpayer-funded research and technology to international – especially Japanese[image: External link] – firms that were competing with struggling American businesses.[214][215] On the other hand, MIT's extensive collaboration with the federal government on research projects has led to several MIT leaders serving as presidential scientific advisers[image: External link] since 1940.[e] MIT established a Washington Office in 1991 to continue effective lobbying[image: External link] for research funding and national science policy[image: External link].[217][218]

The U.S. Justice Department[image: External link] began an investigation in 1989, and in 1991 filed an antitrust suit[image: External link] against MIT, the eight Ivy League[image: External link] colleges, and eleven other institutions for allegedly engaging in price-fixing[image: External link] during their annual "Overlap Meetings", which were held to prevent bidding wars over promising prospective students from consuming funds for need-based scholarships.[219][220] While the Ivy League institutions settled[image: External link],[221] MIT contested the charges, arguing that the practice was not anti-competitive because it ensured the availability of aid for the greatest number of students.[222][223] MIT ultimately prevailed when the Justice Department dropped the case in 1994.[224][225]

MIT's proximity[f] to Harvard University[image: External link] ("the other school up the river[image: External link]") has led to a substantial number of research collaborations such as the Harvard-MIT Division of Health Sciences and Technology[image: External link] and the Broad Institute[image: External link].[226] In addition, students at the two schools can cross-register[image: External link] for credits toward their own school's degrees without any additional fees.[226] A cross-registration program between MIT and Wellesley College[image: External link] has also existed since 1969, and in 2002 the Cambridge–MIT Institute[image: External link] launched an undergraduate exchange program between MIT and the University of Cambridge[image: External link].[226] MIT has more modest cross-registration programs with Boston University[image: External link], Brandeis University[image: External link], Tufts University, Massachusetts College of Art[image: External link], and the School of the Museum of Fine Arts, Boston[image: External link].[226]

MIT maintains substantial research and faculty ties with independent research organizations in the Boston area, such as the Charles Stark Draper Laboratory[image: External link], the Whitehead Institute for Biomedical Research[image: External link], and the Woods Hole Oceanographic Institution[image: External link]. Ongoing international research and educational collaborations include the Amsterdam Institute for Advanced Metropolitan Solutions (AMS Institute)[image: External link], Singapore-MIT Alliance[image: External link], MIT-Politecnico di Milano[image: External link],[226][227] MIT- Zaragoza[image: External link] International Logistics Program, and projects in other countries through the MIT International Science and Technology Initiatives (MISTI) program.[226][228]

The mass-market magazine Technology Review[image: External link] is published by MIT through a subsidiary company, as is a special edition that also serves as an alumni magazine[image: External link].[229][230] The MIT Press[image: External link] is a major university press[image: External link], publishing over 200 books and 30 journals annually, emphasizing science and technology as well as arts, architecture, new media, current events, and social issues.[231]


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Libraries, collections and museums




See also: Massachusetts Institute of Technology Libraries[image: External link] and Campus of the Massachusetts Institute of Technology § Artwork[image: External link]


The MIT library system consists of five subject libraries: Barker (Engineering), Dewey (Economics), Hayden (Humanities and Science), Lewis (Music), and Rotch (Arts and Architecture). There are also various specialized libraries and archives. The libraries contain more than 2.9 million printed volumes, 2.4 million microforms, 49,000 print or electronic journal subscriptions, and 670 reference databases. The past decade has seen a trend of increased focus on digital over print resources in the libraries.[232] Notable collections include the Lewis Music Library with an emphasis on 20th and 21st-century music and electronic music,[233] the List Visual Arts Center[image: External link]'s rotating exhibitions of contemporary art,[234] and the Compton Gallery's cross-disciplinary exhibitions.[235] MIT allocates a percentage of the budget for all new construction and renovation to commission and support its extensive public art and outdoor sculpture collection.[236][237]

The MIT Museum was founded in 1971 and collects, preserves, and exhibits artifacts significant to the culture and history of MIT[image: External link]. The museum now engages in significant educational outreach programs for the general public, including the annual Cambridge Science Festival[image: External link], the first celebration of this kind in the United States. Since 2005, its official mission has been, "to engage the wider community with MIT's science, technology and other areas of scholarship in ways that will best serve the nation and the world in the 21st century".[238]
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 Research




MIT was elected to the Association of American Universities[image: External link] in 1934 and remains a research university with a very high level of research activity;[47][162] research expenditures totaled $718.2 million in 2009.[needs update[image: External link]][239] The federal government was the largest source of sponsored research, with the Department of Health and Human Services[image: External link] granting $255.9 million, Department of Defense[image: External link] $97.5 million, Department of Energy[image: External link] $65.8 million, National Science Foundation[image: External link] $61.4 million, and NASA[image: External link] $27.4 million.[239] MIT employs approximately 1300 researchers in addition to faculty.[240] In 2011, MIT faculty and researchers disclosed 632 inventions, were issued 153 patents, earned $85.4 million in cash income, and received $69.6 million in royalties.[241] Through programs like the Deshpande Center, MIT faculty leverage their research and discoveries into multi-million-dollar commercial ventures.[242]

In electronics, magnetic core memory[image: External link], radar[image: External link], single electron transistors[image: External link], and inertial guidance[image: External link] controls were invented or substantially developed by MIT researchers.[243][244] Harold Eugene Edgerton was a pioneer in high speed photography[image: External link] and sonar[image: External link].[245][246] Claude E. Shannon developed much of modern information theory and discovered the application of Boolean logic[image: External link] to digital circuit design theory.[247] In the domain of computer science, MIT faculty and researchers made fundamental contributions to cybernetics, artificial intelligence, computer languages[image: External link], machine learning[image: External link], robotics[image: External link], and cryptography[image: External link].[244][248] At least nine Turing Award[image: External link] laureates and seven recipients of the Draper Prize[image: External link] in engineering have been or are currently associated with MIT.[249][250]

Current and previous physics faculty have won eight Nobel Prizes[image: External link],[251] four Dirac Medals[image: External link],[252] and three Wolf Prizes[image: External link] predominantly for their contributions to subatomic and quantum theory.[253] Members of the chemistry department have been awarded three Nobel Prizes[image: External link] and one Wolf Prize for the discovery of novel syntheses and methods.[251] MIT biologists have been awarded six Nobel Prizes[image: External link] for their contributions to genetics, immunology, oncology, and molecular biology.[251] Professor Eric Lander[image: External link] was one of the principal leaders of the Human Genome Project[image: External link].[254][255] Positronium[image: External link] atoms,[256] synthetic penicillin[image: External link],[257] synthetic self-replicating molecules[image: External link],[258] and the genetic bases for Amyotrophic lateral sclerosis[image: External link] (also known as ALS or Lou Gehrig's disease) and Huntington's disease[image: External link] were first discovered at MIT.[259] Jerome Lettvin[image: External link] transformed the study of cognitive science with his paper "What the frog's eye tells the frog's brain".[260] Researchers developed a system to convert MRI scans into 3D printed physical models.[261]

In the domain of humanities, arts, and social sciences, MIT economists have been awarded five Nobel Prizes[image: External link] and nine John Bates Clark Medals[image: External link].[251][262] Linguists Noam Chomsky[image: External link] and Morris Halle[image: External link] authored seminal texts on generative grammar[image: External link] and phonology[image: External link].[263][264] The MIT Media Lab[image: External link], founded in 1985 within the School of Architecture and Planning[image: External link] and known for its unconventional research,[265][266] has been home to influential researchers such as constructivist[image: External link] educator and Logo[image: External link] creator Seymour Papert[image: External link].[267]

Spanning many of the above fields, MacArthur Fellowships[image: External link] (the so-called "Genius Grants") have been awarded to 38 people associated with MIT.[268] Four Pulitzer Prize[image: External link]–winning writers currently work at or have retired from MIT.[269] Four current or former faculty are members of the American Academy of Arts and Letters[image: External link].[270]

Allegations of research misconduct[image: External link] or improprieties have received substantial press coverage. Professor David Baltimore, a Nobel Laureate[image: External link], became embroiled in a misconduct investigation starting in 1986 that led to Congressional hearings in 1991.[271][272] Professor Ted Postol[image: External link] has accused the MIT administration since 2000 of attempting to whitewash[image: External link] potential research misconduct at the Lincoln Lab facility involving a ballistic missile defense[image: External link] test, though a final investigation into the matter has not been completed.[273][274] Associate Professor Luk Van Parijs[image: External link] was dismissed in 2005 following allegations of scientific misconduct and found guilty of the same by the United States Office of Research Integrity[image: External link] in 2009.[275][276]
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World Wide Web Consortium[image: External link] - Founded in 1994 by Tim Berners-Lee[image: External link], (W3C) is the main international standards organization[image: External link] for the World Wide Web[image: External link][277]


	
VisiCalc[image: External link] - was the first spreadsheet[image: External link] computer program for personal computers[image: External link], originally released for the Apple II[image: External link] by VisiCorp[image: External link]. MIT alum Dan Bricklin[image: External link] and Bob Frankston[image: External link] rented time sharing at night on an MIT mainframe computer (that cost $1/hr for use).

	
Akamai Technologies[image: External link] - Daniel Lewin[image: External link] and Tom Leighton[image: External link] discovered and developed a faster content delivery network[image: External link] and is one of the world's largest distributed computing[image: External link] platforms, responsible for serving between 15 and 30 percent of all web traffic.[278]


	
Cryptography - MIT professors Ron Rivest[image: External link], Adi Shamir[image: External link], and Leonard Adleman[image: External link] developed one of the first practical public-key cryptosystems[image: External link] and started a company RSA (cryptosystem)[image: External link].

	
Flight recorder (black box)[image: External link] - Charles Stark Draper developed the black box at MIT's Instrumentation Laboratory[image: External link]. That lab later made the Apollo Moon landings[image: External link] possible through the Apollo Guidance Computer[image: External link] it designed for NASA[image: External link].

	
Reverse transcription[image: External link] - David Baltimore independently isolated, in 1970 at MIT, two RNA tumour viruses: R-MLV[image: External link] and again RSV[image: External link].[279]


	
Oncogene[image: External link] - Robert Weinberg discovered genetic basis of human cancer.[280]


	
Lithium-ion battery efficiencies[image: External link] - Yet-Ming Chiang and his group at MIT showed a substantial improvement in the performance of lithium batteries by boosting the material's conductivity by doping[image: External link] it[281] with aluminium[image: External link], niobium[image: External link] and zirconium[image: External link].

	
MIT OpenCourseWare[image: External link] - The OpenCourseWare[image: External link] movement started in 1999 when the University of Tübingen[image: External link] in Germany published videos of lectures[image: External link] online for its timms initiative (Tübinger Internet Multimedia Server).[282] The OCW movement only took off, however, with the launch of MIT OpenCourseWare and the Open Learning Initiative at Carnegie Mellon University[283] in October 2002. The movement was soon reinforced by the launch of similar projects at Yale[image: External link], Utah State University[image: External link], the University of Michigan, and the University of California Berkeley[image: External link].

	
Radar[image: External link] - Developed at MIT's Radiation Laboratory[image: External link] during World War II.

	
Lisp (programming language)[image: External link] - John McCarthy invented lisp in 1958 while he was at (MIT). McCarthy published its design in a paper in Communications of the ACM[image: External link] in 1960, entitled "Recursive Functions of Symbolic Expressions and Their Computation by Machine, Part I".[284]


	
SKETCHPAD[image: External link] - invented by Ivan Sutherland as his thesis for his PhD at MIT. It pioneered the way for human–computer interaction[image: External link] (HCI).[285] Sketchpad is considered to be the ancestor of modern computer-aided design[image: External link] (CAD) programs as well as a major breakthrough in the development of computer graphics[image: External link] in general.

	
Project MAC[image: External link] - groundbreaking research in operating systems, artificial intelligence, and the theory of computation[image: External link]. DARPA[image: External link] funded project.

	
Emacs (text editor)[image: External link] - development began during the 1970s at the MIT AI Lab[image: External link].

	
Perdix micro-drone[image: External link] - autonomous drone that uses artificial intelligence to swarm with many other Perdix drones.[286]


	
Electronic ink[image: External link] - developed by Joseph Jacobson[image: External link] at MIT Media Lab[image: External link].[287]


	
GNU Project[image: External link] - Richard Stallman[image: External link] formally founded the free software movement[image: External link] in 1983 by launching the GNU Project[image: External link] at MIT.[288]
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Main articles: Traditions and student activities at MIT[image: External link] and MIT class ring[image: External link]


See also: MIT in popular culture[image: External link]


The faculty and student body place a high value on meritocracy[image: External link] and on technical proficiency.[291][292] MIT has never awarded an honorary degree[image: External link], nor does it award athletic scholarships[image: External link], ad eundem degrees[image: External link], or Latin honors[image: External link] upon graduation.[293] However, MIT has twice awarded honorary professorships: to Winston Churchill[image: External link] in 1949 and Salman Rushdie[image: External link] in 1993.[294]

Many upperclass[image: External link] students and alumni wear a large, heavy, distinctive class ring[image: External link] known as the "Brass Rat[image: External link]".[295][296] Originally created in 1929, the ring's official name is the "Standard Technology Ring."[297] The undergraduate ring design (a separate graduate student version exists as well) varies slightly from year to year to reflect the unique character of the MIT experience for that class, but always features a three-piece design, with the MIT seal and the class year each appearing on a separate face, flanking a large rectangular bezel bearing an image of a beaver[image: External link].[295] The initialism[image: External link] IHTFP[image: External link], representing the informal school motto "I Hate This Fucking Place" and jocularly euphemized as "I Have Truly Found Paradise," "Institute Has The Finest Professors," "It's Hard to Fondle Penguins," and other variations, has occasionally been featured on the ring given its historical prominence in student culture.[298]
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Main article: Traditions and student activities at MIT[image: External link]


See also: Hacks at the Massachusetts Institute of Technology[image: External link]


MIT has over 500 recognized student activity groups,[299] including a campus radio station[image: External link], The Tech[image: External link] student newspaper, an annual entrepreneurship competition[image: External link], and weekly screenings of popular films by the Lecture Series Committee[image: External link]. Less traditional activities include the "world's largest open-shelf collection of science fiction[image: External link]" in English, a model railroad club[image: External link], and a vibrant folk dance[image: External link] scene. Students, faculty, and staff are involved in over 50 educational outreach and public service programs through the MIT Museum, Edgerton Center, and MIT Public Service Center.[300]

The Independent Activities Period[image: External link] is a four-week-long "term" offering hundreds of optional classes, lectures, demonstrations, and other activities throughout the month of January between the Fall and Spring semesters. Some of the most popular recurring IAP activities are the 6.270, 6.370, and MasLab competitions[image: External link],[301] the annual "mystery hunt"[image: External link],[302] and Charm School[image: External link].[303][304] More than 250 students pursue externships annually at companies in the US and abroad.[305][306]

Many MIT students also engage in "hacking", which encompasses both the physical exploration of areas[image: External link] that are generally off-limits (such as rooftops and steam tunnels), as well as elaborate practical jokes[image: External link].[307][308] Recent high-profile hacks have included the abduction of Caltech's cannon[image: External link],[309] reconstructing a Wright Flyer[image: External link] atop the Great Dome,[310] and adorning the John Harvard[image: External link] statue with the Master Chief's Mjölnir Helmet[image: External link].[311]
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Main article: MIT Engineers[image: External link]


MIT sponsors 31 varsity sports and has one of the three broadest NCAA Division III athletic programs.[312][313]  MIT participates in the NCAA's[image: External link] Division III[image: External link], the New England Women's and Men's Athletic Conference[image: External link], the New England Football Conference[image: External link], the Pilgrim League[image: External link] for men's lacrosse, NCAA's[image: External link] Division I Eastern Association of Women's Rowing Colleges (EAWRC)[image: External link] for women's crew, and the Collegiate Water Polo Association (CWPA)[image: External link] for Men's Water Polo. Men's crew competes outside the NCAA in the Eastern Association of Rowing Colleges (EARC)[image: External link]. In April 2009, budget cuts led to MIT eliminating eight of its 41 sports, including the mixed men's and women's teams in alpine skiing and pistol; separate teams for men and women in ice hockey and gymnastics; and men's programs in golf and wrestling.[314][315]
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Demographics of MIT student body[316]




	
	Undergraduate
	Graduate



	White American[image: External link]
	34%
	40.8%



	Asian American[image: External link]
	30%
	9.4%



	Hispanic American[image: External link]
	15%
	3.3%



	African American[image: External link]
	10%
	2.1%



	Native American[image: External link]
	1.0%
	0.4%



	Other/International[image: External link]
	8%
	44.0%




MIT enrolled 4,384 undergraduates and 6,510 graduate students in 2011–2012.[needs update[image: External link]][169] Women constituted 45 percent of undergraduate students.[needs update[image: External link]][169][318] Undergraduate and graduate students were drawn from all 50 states as well as 115 foreign countries.[319]

MIT received 17,909 applications for admission to the undergraduate Class of 2015; 1,742 were admitted (9.7 percent) and 1128 enrolled (64.8 percent).[needs update[image: External link]][142] 19,446 applications were received for graduate and advanced degree program across all departments; 2,991 were admitted (15.4 percent) and 1,880 enrolled (62.8 percent).[needs update[image: External link]][320]

The interquartile range[image: External link] on the SAT was 2090–2340 and 97 percent of students ranked in the top tenth of their high school graduating class.[needs update[image: External link]][142] 97 percent of the Class of 2012 returned as sophomores; 82 percent of the Class of 2007 graduated within 4 years, and 93 percent (91 percent of the men and 95 percent of the women) graduated within 6 years.[142][321]

Undergraduate tuition and fees total $40,732 and annual expenses are estimated at $52,507 as of 2012.[needs update[image: External link]] 62 percent of students received need-based financial aid in the form of scholarships and grants from federal, state, institutional, and external sources averaging $38,964 per student.[needs update[image: External link]][322] Students were awarded a total of $102 million in scholarships and grants, primarily from institutional support ($84 million).[142] The annual increase in expenses has led to a student tradition (dating back to the 1960s) of tongue-in-cheek "tuition riots".[323]

MIT has been nominally co-educational[image: External link] since admitting Ellen Swallow Richards[image: External link] in 1870. Richards also became the first female member of MIT's faculty, specializing in sanitary chemistry[image: External link].[324][325] Female students remained a minority prior to the completion of the first wing of a women's dormitory, McCormick Hall[image: External link], in 1963.[326][327][328] Between 1993 and 2009, the proportion of women rose from 34 percent to 45 percent of undergraduates and from 20 percent to 31 percent of graduate students.[169][329] Women currently outnumber men in Biology, Brain & Cognitive Sciences, Architecture, Urban Planning, and Biological Engineering.[169][318]

A number of student deaths in the late 1990s and early 2000s resulted in considerable media attention to MIT's culture and student life.[330][331] After the alcohol-related death of Scott Krueger in September 1997 as a new member at the Phi Gamma Delta[image: External link] fraternity,[332] MIT began requiring all freshmen to live in the dormitory system.[332][333] The 2000 suicide of MIT undergraduate Elizabeth Shin[image: External link] drew attention to suicides at MIT and created a controversy over whether MIT had an unusually high suicide rate.[334][335] In late 2001 a task force's recommended improvements in student mental health[image: External link] services were implemented,[336][337] including expanding staff and operating hours at the mental health center.[338] These and later cases were significant as well because they sought to prove the negligence and liability of university administrators in loco parentis[image: External link].[334]
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Main article: List of Massachusetts Institute of Technology faculty[image: External link]


As of 2013, MIT had 1,030 faculty members, of whom 225 were women.[4] Faculty are responsible for lecturing classes, advising both graduate and undergraduate students, and sitting on academic committees, as well as conducting original research. Between 1964 and 2009, a total of seventeen faculty and staff members affiliated with MIT were awarded Nobel Prizes (thirteen in the last 25 years).[339] MIT faculty members[image: External link] past or present have won a total of twenty-seven Nobel Prizes, the majority in Economics or Physics.[340] As of October 2013, among current faculty and teaching staff there are 67 Guggenheim Fellows[image: External link], 6 Fulbright Scholars[image: External link], and 22 MacArthur Fellows[image: External link].[4] Faculty members who have made extraordinary contributions to their research field as well as the MIT community are granted appointments as Institute Professors[image: External link] for the remainder of their tenures.

A 1998 MIT study concluded that a systemic bias against female faculty existed in its School of Science,[341] although the study's methods were controversial.[342][343] Since the study, though, women have headed departments within the Schools of Science and of Engineering, and MIT has appointed several female vice presidents, although allegations of sexism continue to be made.[344] Susan Hockfield[image: External link], a molecular neurobiologist[image: External link], was MIT's president from 2004 to 2012 and was the first woman to hold the post.[161]

Tenure outcomes have vaulted MIT into the national spotlight on several occasions. The 1984 dismissal of David F. Noble[image: External link], a historian of technology, became a cause célèbre[image: External link] about the extent to which academics are granted freedom of speech[image: External link] after he published several books and papers critical of MIT's and other research universities' reliance upon financial support from corporations and the military.[345] Former materials science professor Gretchen Kalonji sued MIT in 1994 alleging that she was denied tenure because of sexual discrimination. Several years later, the lawsuit was settled with undisclosed payments, and establishment of a project to encourage women and minorities to seek faculty positions.[344][346][347] In 1997, the Massachusetts Commission Against Discrimination[image: External link] issued a probable cause finding supporting UMass Boston Professor James Jennings' allegations of racial discrimination after a senior faculty search committee in the Department of Urban Studies and Planning did not offer him reciprocal tenure.[348]

In 2006–2007, MIT's denial of tenure to African-American stem cell scientist professor James Sherley[image: External link] reignited accusations of racism in the tenure process, eventually leading to a protracted public dispute with the administration, a brief hunger strike[image: External link], and the resignation of Professor Frank L. Douglas[image: External link] in protest.[349][350] The Boston Globe[image: External link] reported on February 6, 2007: "Less than half of MIT's junior faculty members are granted tenure. After Sherley was initially denied tenure, his case was examined three times before the university established that neither racial discrimination nor conflict of interest affected the decision. Twenty-one of Sherley's colleagues later issued a statement saying that the professor was treated fairly in tenure review."[351]

MIT faculty members have often been recruited to lead other colleges and universities. Founding faculty member Charles W. Eliot[image: External link] was recruited in 1869 to become president of Harvard University, a post he would hold for 40 years, during which he wielded considerable influence on both American higher education and secondary education. MIT alumnus and faculty member George Ellery Hale[image: External link] played a central role in the development of the California Institute of Technology[image: External link] (Caltech), and other faculty members have been key founders of Franklin W. Olin College of Engineering[image: External link] in nearby Needham, Massachusetts[image: External link].

As of 2014, former provost Robert A. Brown[image: External link] is president of Boston University[image: External link]; former provost Mark Wrighton[image: External link] is chancellor of Washington University in St. Louis[image: External link]; former associate provost Alice Gast[image: External link] is president of Lehigh University[image: External link]; and former professor Suh Nam-pyo[image: External link] is president of KAIST[image: External link]. Former dean of the School of Science Robert J. Birgeneau[image: External link] was the chancellor of the University of California, Berkeley[image: External link] (2004–2013); former professor John Maeda[image: External link] was president of Rhode Island School of Design[image: External link] (RISD, 2008–2013); former professor David Baltimore was president of Caltech[image: External link] (1997–2006); and MIT alumnus and former assistant professor Hans Mark[image: External link] served as chancellor of the University of Texas[image: External link] system (1984–1992).

In addition, faculty members have been recruited to lead governmental agencies; for example, former professor Marcia McNutt[image: External link] is president of the National Academy of Sciences[image: External link],[352] urban studies professor Xavier de Souza Briggs[image: External link] is currently the associate director of the White House Office of Management and Budget[image: External link],[353] and biology professor Eric Lander[image: External link] was a co-chair of the President's Council of Advisors on Science and Technology[image: External link].[354] In 2013, faculty member Ernest Moniz[image: External link] was nominated by President Obama and later confirmed as United States Secretary of Energy[image: External link].[355][356] Former professor Hans Mark served as Secretary of the Air Force from 1979 to 1981. Alumna and Institute Professor Sheila Widnall served as Secretary of the Air Force between 1993 and 1997, making her the first female Secretary of the Air Force and first woman to lead an entire branch of the US military in the Department of Defense.

As of 2017, MIT was the second-largest employer in the city of Cambridge.[122] Based on feedback from employees, MIT was ranked #7 as a place to work, among US colleges and universities as of 2013.[357] Surveys cited a "smart", "creative", "friendly" environment, noting that the work-life balance[image: External link] tilts towards a "strong work ethic" but complaining about "low pay" compared to an industry position.[358]
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Main article: List of Massachusetts Institute of Technology alumni[image: External link]


Many of MIT's over 120,000 alumni have had considerable success in scientific research, public service, education, and business. As of 2014, 27 MIT alumni have won the Nobel Prize[image: External link], 47 have been selected as Rhodes Scholars[image: External link], and 61 have been selected as Marshall Scholars[image: External link].[359]

Alumni in American politics and public service include former Chairman of the Federal Reserve[image: External link] Ben Bernanke[image: External link], former MA-1[image: External link] Representative John Olver[image: External link], former CA-13[image: External link] Representative Pete Stark[image: External link], former National Economic Council[image: External link] chairman Lawrence H. Summers[image: External link], and former Council of Economic Advisors[image: External link] chairwoman Christina Romer[image: External link]. MIT alumni in international politics include Foreign Affairs Minister of Iran[image: External link] Ali Akbar Salehi[image: External link], Israeli Prime Minister[image: External link] Benjamin Netanyahu[image: External link], President of Colombia[image: External link] Virgilio Barco Vargas[image: External link], President of the European Central Bank[image: External link] Mario Draghi[image: External link], former Governor of the Reserve Bank of India Raghuram Rajan[image: External link], former British Foreign Minister[image: External link] David Miliband[image: External link], former Greek Prime Minister[image: External link] Lucas Papademos[image: External link], former UN Secretary General[image: External link] Kofi Annan[image: External link], former Iraqi Deputy Prime Minister[image: External link] Ahmed Chalabi[image: External link], former Minister of Education and Culture of The Republic of Indonesia Yahya Muhaimin[image: External link].

MIT alumni founded or co-founded many notable companies, such as Intel, McDonnell[image: External link] Douglas[image: External link], Texas Instruments[image: External link], 3Com[image: External link], Qualcomm, Bose[image: External link], Raytheon, Koch Industries[image: External link], Rockwell International[image: External link], Genentech[image: External link], Dropbox[image: External link], and Campbell Soup[image: External link]. According to the British newspaper, The Guardian[image: External link], "a survey of living MIT alumni found that they have formed 25,800 companies, employing more than three million people including about a quarter of the workforce of Silicon Valley. Those firms collectively generate global revenues of about $1.9 trillion (£1.2 trillion) a year. If MIT were a country, it would have the 11th highest GDP of any nation in the world."[360][361][362]

Prominent institutions of higher education have been led by MIT alumni, including the University of California[image: External link] system, Harvard University[image: External link], New York Institute of Technology[image: External link], Johns Hopkins University[image: External link], Carnegie Mellon University[image: External link], Tufts University[image: External link], Rochester Institute of Technology[image: External link], Rhode Island School of Design (RISD)[image: External link], Northeastern University[image: External link], Lahore University of Management Sciences[image: External link], Rensselaer Polytechnic Institute[image: External link], Tecnológico de Monterrey[image: External link], Purdue University[image: External link], Virginia Polytechnic Institute[image: External link], KAIST[image: External link], and Quaid-e-Azam University[image: External link]. Berklee College of Music[image: External link], the largest independent college of contemporary music in the world, was founded and led by MIT alumnus Lawrence Berk[image: External link] for more than three decades.

More than one third of the United States' manned spaceflights[image: External link] have included MIT-educated astronauts[image: External link] (among them Apollo 11[image: External link] Lunar Module[image: External link] Pilot Buzz Aldrin[image: External link]), more than any university excluding the United States service academies[image: External link].[363] Alumnus and former faculty member Qian Xuesen was instrumental in the PRC rocket program.[364]

Noted alumni in non-scientific fields include author Hugh Lofting[image: External link],[365] sculptor Daniel Chester French[image: External link], guitarist Tom Scholz[image: External link] of the band Boston[image: External link], the British BBC[image: External link] and ITN[image: External link] correspondent and political advisor David Walter[image: External link], The New York Times[image: External link] columnist and Nobel Prize Winning economist Paul Krugman[image: External link], The Bell Curve[image: External link] author Charles Murray[image: External link], United States Supreme Court building[image: External link] architect Cass Gilbert[image: External link],[366] Pritzker Prize[image: External link]-winning architects I.M. Pei[image: External link] and Gordon Bunshaft[image: External link].





[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 See also





	
The Coop[image: External link], campus bookstore

	Engineering[image: External link]

	Glossary of engineering[image: External link]
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^ The friezes of the marble-clad buildings surrounding Killian Court are carved in large Roman letters with the names of Aristotle[image: External link], Newton[image: External link], Pasteur[image: External link], Lavoisier[image: External link], Faraday[image: External link], Archimedes[image: External link], da Vinci[image: External link], Darwin[image: External link], and Copernicus[image: External link]; each of these names is surmounted by a cluster of appropriately related names in smaller letters. Lavoisier, for example, is placed in the company of Boyle[image: External link], Cavendish[image: External link], Priestley[image: External link], Dalton[image: External link], Gay Lussac[image: External link], Berzelius[image: External link], Woehler[image: External link], Liebig[image: External link], Bunsen[image: External link], Mendelejeff[image: External link] [ sic[image: External link]], Perkin[image: External link], and van't Hoff[image: External link].[128][129]


	
^ The Harvard-MIT Division of Health Sciences and Technology (HST) offers joint MD, MD-PhD, or Medical Engineering degrees in collaboration with Harvard Medical School[image: External link].[157]


	
^ Course numbers are sometimes presented in Roman numerals, e.g. "Course XVIII" for mathematics.[169] At least one MIT style guide now discourages this usage.[170] Also, some Course numbers have been re-assigned over time, so that the subject area of a degree may depend on the year it was awarded.[167]


	
^ Figure includes 196 students working on Harvard degrees only.


	
^ Vannevar Bush was the director of the Office of Scientific Research and Development[image: External link] and general advisor to Franklin D. Roosevelt[image: External link] and Harry Truman[image: External link], James Rhyne Killian[image: External link] was Special Assistant for Science and Technology for Dwight D. Eisenhower[image: External link], and Jerome Wiesner[image: External link] advised John F. Kennedy[image: External link] and Lyndon Johnson[image: External link].[216]


	
^ MIT's Building 7 and Harvard's Johnston Gate, the traditional entrances to each school, are 1.72 miles (2.77 km) apart along Massachusetts Avenue[image: External link].
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Institute for Advanced Study






This article is about the institute in Princeton, New Jersey. For other institutions with the same or similar names, see Institute for Advanced Study (disambiguation)[image: External link].

The Institute for Advanced Study (IAS) in Princeton, New Jersey, in the United States, is an independent, postdoctoral research[image: External link] center for theoretical research and intellectual inquiry founded in 1930 by American educator Abraham Flexner[image: External link], together with philanthropists Louis Bamberger[image: External link] and Caroline Bamberger Fuld[image: External link].

The IAS is perhaps best known as the academic home of Albert Einstein, Hermann Weyl, John von Neumann and Kurt Gödel, after their immigration to the United States. Although it is close to and collaborates with Princeton University, Rutgers University[image: External link], and other nearby institutions, it is independent and does not charge tuition or fees.[2]

Flexner's guiding principle in founding the Institute was the pursuit of knowledge for its own sake.[3] There are no degree programs or experimental facilities at the Institute. Research is never contracted or directed; it is left to each individual researcher to pursue their own goals.[4][5] Established during the rise of European fascism[image: External link], the IAS played a key role in the transfer of intellectual capital[image: External link] from Europe to America and soon acquired a reputation at the pinnacle of academic and scientific life—a reputation it has retained.[6][7][8]

It is supported entirely by endowments, grants, and gifts, and is one of the eight American mathematics institutes funded by the National Science Foundation[image: External link].[9] It is the model for the other eight members of the consortium Some Institutes for Advanced Study[image: External link].[8]

The institute consists of four schools—Historical Studies, Mathematics, Natural Sciences, and Social Sciences; there is also a program in theoretical biology[image: External link].
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The Institute was founded in 1930 by Abraham Flexner[image: External link], together with philanthropists Louis Bamberger[image: External link] and Caroline Bamberger Fuld[image: External link].[10][11] Flexner is generally regarded as one of the most important figures in the history of American medicine and played a major role in the reform of medical education.[12] This led to an interest in education generally and as early as 1890 he had founded an experimental school which had no formal curriculum, exams, or grades. It was a great success at preparing students for prestigious colleges and this same philosophy would later guide him in the founding of the Institute for Advanced Study.[13] Flexner had studied European schools such as Heidelberg University[image: External link], All Souls College, Oxford[image: External link], and the Collège de France[image: External link]–and he wanted to establish a similar advanced research center in the United States.[14][15][16]

In his autobiography Abraham Flexner reports a phone call which he received in the fall of 1929 from representatives of the Bamberger siblings that led to their partnership and the eventual founding of the IAS:[17]


	I was working quietly one day when the telephone rang and I was asked to see two gentlemen who wished to discuss with me the possible uses to which a considerable sum of money might be placed. At our interview, I informed them that my competency was limited to the education field and that in this field it seemed to me that the time was ripe for the creation in America of an institute in the field of general scholarship and science, resembling the Rockefeller Institute in the field of medicine—developed by my brother Simon—not a graduate school, training men in the known and to some extent in methods of research, but an institute where everyone—faculty and members—took for granted what was known and published, and in their individual ways, endeavored to advance the frontiers of knowledge.



The Bamberger siblings wanted to use the proceeds from the sale of their department store in Newark, New Jersey[image: External link], to found a dental school as an expression of gratitude to the state of New Jersey.[18] Flexner convinced them to put their money in the service of more abstract research.[19] (There was a brush with near-disaster when the Bambergers pulled their money out of the market just before the Crash of 1929[image: External link].)[20][21] The eminent topologist Oswald Veblen[image: External link][22] at Princeton University, who had long been trying to found a high-level research institute in mathematics, urged Flexner to locate the new institute near Princeton where it would be close to an existing center of learning and a world-class library.[23] In 1932 Veblen resigned from Princeton and became the first professor in the new Institute for Advanced Study. He selected most of the original faculty and also helped the Institute acquire land in Princeton for both the original facility and future expansion.[24][25]

Flexner and Veblen set out to recruit the best mathematicians and physicists they could find.[24] The rise of fascism and the associated anti-semitism forced many prominent mathematicians to flee Europe and some, such as Einstein and Hermann Weyl (whose wife was Jewish), found a home at the new institute.[26] Weyl as a condition of accepting insisted that the Institute also appoint the thirty year old Austrian-Hungarian polymath John von Neumann. Indeed, the IAS became the key lifeline for scholars fleeing Europe.[27] Einstein was Flexner's first coup and shortly after that he was followed by Veblen's brilliant student James Alexander[image: External link] and the wunderkind of logic Kurt Gödel.[28][29] Flexner was fortunate in the luminaries he directly recruited but also in the people that they brought along with them.[30] Thus, by 1934 the fledgeling institute was led by six of the most prominent mathematicians in the world. In 1935 quantum physics pioneer Wolfgang Pauli[image: External link] became a faculty member.[31] With the opening of the Institute for Advanced Study, Princeton replaced Göttingen[image: External link] as the leading center for mathematics in the twentieth century.[32][33]
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For the 6 years from its opening in 1933, until Fuld Hall was finished and opened in 1939, the Institute was housed within Princeton University—in Fine Hall, which housed Princeton's mathematics department.[34] Princeton University's science departments are less than two miles away and informal ties and collaboration between the two institutions occurred from the beginning.[7] This helped start an incorrect impression that it was part of the University, one that has never been completely eradicated.[35]

From the beginning the IAS had a policy of non-discrimination. On June 4, 1930 the Bambergers wrote as follows to the Institute’s Trustees:[36]


	It is fundamental in our purpose, and our express desire, that in the appointments to the staff and faculty, as well as in the admission of workers and students, no account shall be taken, directly or indirectly, of race, religion, or sex. We feel strongly that the spirit characteristic of America at its noblest, above all the pursuit of higher learning, cannot admit of any conditions as to personnel other than those designed to promote the objects for which this institution is established, and particularly with no regard whatever to accidents of race, creed, or sex.



The IAS was a pioneer in women's equality in higher education at a time when even Princeton University did not accept women as graduate students.[37][38] In 1934 the celebrated mathematician Emmy Noether[image: External link] was invited by Flexner and Veblen to be a visiting member and to lecture at the Institute.[39]

Flexner had successfully assembled a faculty of unrivaled prestige[40] in the School of Mathematics which officially opened in 1933. He sought to equal this success in the founding of schools of economics and humanities but this proved to be more difficult. The School of Humanistic Studies and the School of Economics and Politics were established in 1935. All three schools along with the office of the Director moved into the newly built Fuld Hall in 1939.[41] (Ultimately the schools of Humanistic Studies and Economics and Politics were merged into the present day School of Historical Studies established in 1949.)[42] In the beginning, the School of Mathematics included physicists as well as mathematicians. A separate School of Natural Sciences was not established until 1966.[43][44] The School of Social Science was founded in 1973.[45]
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In a 1939 essay Flexner emphasized how James Clerk Maxwell[image: External link], driven only by a desire to know, did abstruse calculations in the field of magnetism and electricity and that these investigations led in a direct line to the entire electrical development of modern times.[3] Citing Maxwell and other theoretical scientists such Gauss[image: External link], Faraday[image: External link], Ehrlich[image: External link] and Einstein, Flexner said, "Throughout the whole history of science most of the really great discoveries which have ultimately proved to be beneficial to mankind have been made by men and women who were driven not by the desire to be useful but merely the desire to satisfy their curiosity."[46]

The IAS Bluebook says, "The Institute for Advanced Study is one of the few institutions in the world where the pursuit of knowledge for its own sake is the ultimate raison d’être. Speculative research, the kind that is fundamental to the advancement of human understanding of the world of nature and of humanity, is not a product that can be made to order. Rather, like artistic creativity, it benefits from a special environment." This was the belief to which Abraham Flexner, the founding Director of the Institute, held passionately, and which continues to inspire the Institute today; Flexner wrote,[47]
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From the day it opened the IAS had a major impact on mathematics, physics, economic theory, and world affairs.[48] In mathematics forty-one out of fifty-seven Fields Medalists[image: External link] have been affiliated with the Institute.[49] Thirty-three Nobel Laureates[image: External link] have been working at the IAS.[50] Of the sixteen Abel Prizes[image: External link] awarded since the establishment of that award in 2003, nine were garnered by Institute professors or visiting scholars.[51][52] Of the fifty-six Cole Prizes[image: External link] awarded since the establishment of that award in 1928, thirty-nine have gone to scholars associated with the IAS at some point in their career.[53] IAS people have won 20 Wolf Prizes[image: External link] in mathematics and physics.[54] Its more than 6,000 former members hold positions of intellectual and scientific leadership throughout the academic world.[55]

Pioneering work on the theory of the stored-program computer[image: External link] as laid down by Alan Turing was done at the IAS by John von Neumann, and the IAS machine[image: External link] built in the basement of the Fuld Hall from 1942 to 1951 under von Neumann's direction introduced the basic architecture of all modern digital computers.[32][56][57] The IAS is the leading center of research in string theory[image: External link] and its generalization M-theory[image: External link] introduced by Edward Witten at the IAS in 1995.[58] The Langlands program[image: External link], a far-reaching approach which unites parts of geometry, mathematical analysis[image: External link], and number theory was introduced by Robert Langlands[image: External link], the mathematician who now occupies Albert Einstein's old office at the institute.[59][60] Langlands was inspired by the work of Hermann Weyl, André Weil[image: External link], and Harish-Chandra[image: External link], all scholars with wide-ranging ties to the Institute, and the IAS maintains the key repository for the papers of Langlands and the Langlands program.[61] The IAS is a main center of research for homotopy type theory[image: External link], a modern approach to the foundations of mathematics which is not based on classical set theory. A special year organized by Institute professor Vladimir Voevodsky[image: External link] and others resulted in a benchmark book in the subject which was published by the Institute in 2013.[62][63]

The Institute is or has been the academic home of many of the best minds of their generation.[64] Among them are Michael Atiyah[image: External link], Enrico Bombieri[image: External link], Shiing-Shen Chern, Pierre Deligne[image: External link], Freeman J. Dyson[image: External link], Albert Einstein, Clifford Geertz[image: External link], Kurt Gödel, Albert Hirschman[image: External link], George F. Kennan[image: External link], Tsung-Dao Lee[image: External link], J. Robert Oppenheimer[image: External link], Erwin Panofsky[image: External link], Atle Selberg[image: External link], John von Neumann, André Weil[image: External link], Hermann Weyl, Frank Wilczek[image: External link], Edward Witten, Chen-Ning Yang[image: External link] and Shing-Tung Yau.
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Flexner’s vision of the kind of results that can emerge in an institution devoted to the pursuit of knowledge for its own sake is illustrated by the "Special Year" programs sponsored by the IAS School of Mathematics.[65] For example, in 2012–13 researchers at the IAS school of mathematics held A Special Year on Univalent Foundations of Mathematics.[66] Intuitionistic type theory[image: External link] was created by the Swedish logician Per Martin-Löf[image: External link]'s in 1972 to serve as an alternative to set theory as a foundation for mathematics. The special year brought together researchers in topology[image: External link], computer science[image: External link], category theory[image: External link], and mathematical logic[image: External link] with the goal of formalizing and extending this theory of foundations. The program was organized by Steve Awodey[image: External link], Thierry Coquand[image: External link] and Vladimir Voevodsky[image: External link], and resulted in a book being published in Homotopy type theory[image: External link].[63] The authors—more than 30 researchers ultimately contributed to the project—noted the essential contribution of the IAS saying,


Special thanks are due to the Institute for Advanced Study, without which this book would obviously never have come to be. It proved to be an ideal setting for the creation of this new branch of mathematics: stimulating, congenial, and supportive. May some trace of this unique atmosphere linger in the pages of this book, and in the future development of this new field of study.[63]

— The Univalent Foundations Program, Institute for Advanced Study Princeton, April 2013



One of the researchers, Andrej Bauer said,


We are a group of two dozen mathematicians who wrote a 600 page book in less than half a year. This is quite amazing, since mathematicians do not normally work together in large groups. But more importantly, the spirit of collaboration that pervaded our group at the Institute for Advanced Study was truly amazing. We did not fragment. We talked, shared ideas, explained things to each other, and completely forgot who did what.[67]

— Andrej Bauer, Mathematics and Computation, June 20, 2013
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The IAS in Princeton is widely recognized as the world's first Institute for Advanced Study[6] It was a hard act to follow and it would be years before any similar institutions were founded. The Center for Advanced Study in the Behavioral Sciences at Stanford was the first such spinoff in 1954. This was followed by the National Humanities Center founded in North Carolina in 1978.[68] These two institutions eventually became the core of a consortium known as Some Institutes for Advanced Study (SIAS)[image: External link]. Considered the Ivy League of advanced research institutes, the SIAS includes the original institute in Princeton and eight other institutes founded explicitly to emulate the model of the original IAS. These nine Institutes for Advanced Study are:[8][69]



	
Center for Advanced Study in the Behavioral Sciences[image: External link] in Stanford, California[image: External link]


	
National Humanities Center[image: External link] in North Carolina[image: External link]


	
Radcliffe Institute for Advanced Study[image: External link] in Cambridge, Massachusetts[image: External link]


	
Netherlands Institute for Advanced Study[image: External link] in Wassenaar[image: External link], the Netherlands[image: External link]


	
Swedish Collegium for Advanced Study[image: External link] in Uppsala, Sweden[image: External link]


	
Berlin Institute for Advanced Study[image: External link] in Berlin, Germany[image: External link]


	
Israel Institute for Advanced Studies[image: External link] in Jerusalem, Israel[image: External link]


	
Nantes Institute for Advanced Study Foundation[image: External link] in Nantes, France[image: External link]


	Institute for Advanced Study in Princeton, New Jersey






In recent years there have been other institutes loosely based on the Princeton original, in some cases established with help from IAS professors. In 1997 IAS professor Chen-Ning Yang[image: External link] helped the Chinese set up the Institute for Advanced Study[image: External link] at Tsinghua University[image: External link] in Beijing[image: External link].[70] The Freiburg Institute for Advanced Studies[image: External link] in Freiburg, Germany[image: External link] was founded in 2007, with IAS director at the time Peter Goddard[image: External link] giving the inaugural address.[16] Princeton IAS professors Andre Weil[image: External link] and Armand Borel[image: External link] helped to establish close contacts with the Ramanujan Institute for Advanced Study in Mathematics[image: External link], founded in 1967 as part of the University of Madras[image: External link] in India.[71]

The prestigious Institut des Hautes Études Scientifiques[image: External link] (IHÉS) founded in 1958 just south of Paris[image: External link] is universally acknowledged to be the French counterpart of the IAS in Princeton.[72][73] Princeton Institute director Robert Oppenheimer[image: External link] had a close relationship with IHÉS founder Léon Motchane[image: External link] and played a major role in helping to get it established.[74]

Neither the Princeton IAS nor SIAS is connected with, and should not be confused with, the Consortium of Institutes of Advanced Studies which comprises some twenty research institutes located throughout Great Britain and Ireland.[75] The name Institute for Advanced Study, along with the acronym IAS, is also used by various other independent institutions throughout the world, some having little to do with the Princeton model.[76] See Institute for Advanced Study (disambiguation)[image: External link] for a complete list.
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Main article: List of faculty members at the Institute for Advanced Study[image: External link]


At any given time, the IAS has a Faculty consisting of twenty-eight eminent academics who are appointed for life. Although the faculty do not teach classes (because there are no classes) they often do give lectures at their own initiative and have the title Professor along with the prestige associated with that title. Furthermore, they direct research and serve as the nucleus of a larger and generally younger group of scholars–the members whom they have the power to select and invite.[77] Each year fellowships are awarded to about 190 visiting members from over 100 universities and research institutions who come to the Institute for periods from one term to a few years. Individuals must apply to become Members at the Institute, and each of the Schools has its own application procedures and deadlines.[78]



	Directors of the IAS



	Name
	Term



	Abraham Flexner[image: External link]
	1930–1939



	Frank Aydelotte[image: External link]
	1939–1947



	J. Robert Oppenheimer[image: External link]
	1947–1966



	Carl Kaysen[image: External link]
	1966–1976



	Harry Woolf[image: External link]
	1976–1987



	Marvin Leonard Goldberger[image: External link]
	1987–1991



	Phillip Griffiths[image: External link]
	1991–2003



	Peter Goddard[image: External link]
	2004–2012



	Robbert Dijkgraaf[image: External link]
	2012–present[79]
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	List of Nobel laureates affiliated with the Institute for Advanced Study[image: External link]

	List of Fields medalists affiliated with the Institute for Advanced Study[image: External link]

	List of Cole Prize winners affiliated with the Institute for Advanced Study[image: External link]

	List of Wolf Prize winners affiliated with the Institute for Advanced Study[image: External link]

	List of Brouwer medalists affiliated with the Institute for Advanced Study[image: External link]

	Some Institutes for Advanced Study[image: External link]
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Alma Mater






For other uses, see Alma mater (disambiguation)[image: External link].

Alma mater ( Latin[image: External link]: alma[image: External link] "nourishing/kind", mater[image: External link] "mother"; pl. [rarely used] almae matres) is an allegorical[image: External link] Latin phrase for a university[image: External link] or college[image: External link]. In modern usage, it is a school or university which an individual has attended, or a song or hymn associated with a school[image: External link].[1] The phrase is variously translated as "nourishing mother", "nursing mother", or "fostering mother", suggesting that a school provides intellectual nourishment to its students.[2] Fine arts will often depict educational institutions using a robed woman as a visual metaphor.

Before its modern usage, Alma mater was an honorific title[image: External link] for various Latin mother goddesses[image: External link], especially Ceres[image: External link] or Cybele[image: External link],[3] and later in Catholicism for the Virgin Mary[image: External link]. It entered academic usage when the University of Bologna[image: External link] adopted the motto "Alma Mater Studiorum" ("nurturing mother of studies"), which describes its heritage as the oldest operating university in the Western world[4]. It is related to alumnus[image: External link], a term used for a university graduate that literally means a "nursling" or "one who is nourished".[5]
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 Etymology




Although alma (nourishing) was a common epithet for Ceres[image: External link], Cybele[image: External link], Venus[image: External link], and other mother goddesses, it was not frequently used in conjunction with mater in classical Latin.[6] In the Oxford Latin Dictionary[image: External link], the phrase is attributed to Lucretius' De rerum natura[image: External link], where it is used as an epithet to describe an earth goddess:



	

Denique caelesti sumus omnes semine oriundi

omnibus ille idem pater est, unde alma liquentis

umoris guttas mater cum terra recepit (2.991–93)




	

We are all sprung from that celestial seed,

all of us have same father, from whom earth,

the nourishing mother, receives drops of liquid moisture








After the fall of Rome[image: External link], the term came into Christian liturgical usage in association with the Virgin Mary[image: External link]. "Alma Redemptoris Mater[image: External link]" is a well-known 11th century antiphon[image: External link] devoted to Mary.[6]

The earliest documented English use of the term to refer to a university is in 1600, when University of Cambridge[image: External link] printer John Legate began using an emblem for the university's press[image: External link].[7][8] The device's first-known appearance is on the title-page of William Perkins[image: External link]' A Golden Chain, where the phrase Alma Mater Cantabrigia ("nourishing mother Cambridge") is inscribed on a pedestal bearing a nude, lactating woman wearing a mural crown[image: External link].[9][10] In English etymological reference works, the first university-related usage is often cited in 1710, when an academic mother-figure is mentioned in a remembrance of Henry More[image: External link] by Richard Ward.[11][12]
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 Special usage




Many historic European universities have adopted Alma Mater as part of the Latin translation of their official name. The University of Bologna[image: External link] Latin name, Alma Mater Studiorum (nourishing mother of studies), refers to its status as the oldest continuously operating university in the world[image: External link]. Other European universities, such as the Alma Mater Lipsiensis[image: External link] in Leipzig, Germany, or Alma Mater Jagiellonica[image: External link], Poland, have similarly used the expression in conjunction with geographical or foundational characteristics. At least one, the Alma Mater Europaea[image: External link] in Salzburg[image: External link], Austria, an international university founded by the European Academy of Sciences and Arts[image: External link] in 2010, uses the term as its official name

In the United States, the College of William & Mary[image: External link] in Williamsburg, Virginia[image: External link], has been called the "Alma Mater of the Nation" because of its ties to the country's founding.[13] At Queen's University[image: External link] in Kingston, Ontario[image: External link], and the University of British Columbia[image: External link] in Vancouver, British Columbia, the main student government is known as the Alma Mater Society.
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 Monuments




The ancient Roman world had many statues of the Alma Mater, some still extant (e.g., at the Palatine Hill[image: External link] in Rome).

Modern sculptures are found in prominent locations on several American university campuses. For example, in the United States: there is a well-known bronze statue of Alma Mater[image: External link] by Daniel Chester French[image: External link] situated on the steps of Columbia University's Low Library[image: External link]; the University of Illinois at Urbana–Champaign[image: External link] also has an Alma Mater[image: External link] statue by Lorado Taft[image: External link]. An altarpiece mural in Yale University's Sterling Memorial Library[image: External link], painted in 1932 by Eugene Savage[image: External link], depicts the Alma Mater as a bearer of light and truth, standing in the midst of the personified arts and sciences.

Outside the United States, there is an Alma Mater sculpture on the steps of the monumental entrance to the Universidad de La Habana[image: External link], in Havana, Cuba. The statue was cast in 1919 by Mario Korbel[image: External link], with Feliciana Villalón Wilson as the inspiration for Alma Mater, and it was installed in its current location in 1927, at the direction of architect Raul Otero.[14]
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University of Michigan






This article is about the main campus located in Ann Arbor, Michigan[image: External link]. For other uses, see University of Michigan (disambiguation)[image: External link].

The University of Michigan (U-M, UM, UMich, or U of M), frequently referred to simply as "Michigan," is a public[image: External link] research university[image: External link] in Ann Arbor, Michigan[image: External link], United States. Founded in 1817 in Detroit[image: External link] as the Catholepistemiad, or University of Michigania, 20 years before the Michigan Territory[image: External link] became a state, the University of Michigan is the state's oldest university. In 1821, the university was officially renamed the University of Michigan. It moved to Ann Arbor[image: External link] in 1837 onto 40 acres (16 ha) of what is now known as Central Campus. Since its establishment in Ann Arbor, the university campus has expanded to include more than 584 major buildings with a combined area of more than 34 million gross square feet (780 acres; 3.2 km2) spread out over a Central Campus and North Campus, two regional campuses in Flint[image: External link] and Dearborn[image: External link], and a Center[image: External link] in Detroit[image: External link]. The University was a founding member of the Association of American Universities[image: External link].

Considered one of the foremost research universities in the United States,[8] Michigan is classified as a Doctoral University with Very High Research by the Carnegie Foundation[image: External link]. Its comprehensive graduate program offers doctoral degrees in the humanities, social sciences, and STEM fields[image: External link] (Science, Technology, Engineering and Mathematics) as well as professional degrees in architecture, business, medicine, law, pharmacy, nursing, social work, public health, and dentistry. Michigan's body of living alumni comprises more than 540,000 people, one of the largest alumni bases of any university in the world.[9]

Besides academic life, Michigan's athletic teams compete in Division I[image: External link] of the NCAA[image: External link] and are collectively known as the Wolverines[image: External link]. They are members of the Big Ten Conference[image: External link].
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 History




Main article: History of the University of Michigan[image: External link]


The University of Michigan was established in Detroit on August 26, 1817[1] as the Catholepistemiad[image: External link], or University of Michigania, by the governor and judges of Michigan Territory[image: External link]. Judge Augustus B. Woodward[image: External link] specifically invited The Rev. John Monteith[image: External link] and Father Gabriel Richard[image: External link], a Catholic priest, to establish the institution. Monteith became its first President and held seven of the professorships, and Richard was Vice President and held the other six professorships. Concurrently, Ann Arbor had set aside 40 acres (16 ha) in the hopes of being selected as the state capital. But when Lansing[image: External link] was chosen as the state capital, the city offered the land for a university. What would become the university moved to Ann Arbor[image: External link] in 1837 thanks to Governor Stevens T. Mason[image: External link]. The original 40 acres (160,000 m2) was the basis of the present Central Campus.[10] The first classes in Ann Arbor were held in 1841, with six freshmen and a sophomore, taught by two professors. Eleven students graduated in the first commencement in 1845.[11]

By 1866, enrollment increased to 1,205 students, many of whom were Civil War[image: External link] veterans. Women were first admitted in 1870.[12] James Burrill Angell[image: External link], who served as the university's president from 1871 to 1909, aggressively expanded U-M's curriculum to include professional studies in dentistry[image: External link], architecture[image: External link], engineering[image: External link], government[image: External link], and medicine[image: External link]. U-M also became the first American university to use the seminar[image: External link] method of study.[13] Among the early students in the School of Medicine was Jose Celso Barbosa[image: External link], who in 1880 graduated as valedictorian and the first Puerto Rican[image: External link] to get a university degree in the United States. He returned to Puerto Rico to practice medicine and also served in high-ranking posts in the government.

From 1900 to 1920, the university constructed many new facilities, including buildings for the dental and pharmacy programs, chemistry, natural sciences, Hill Auditorium[image: External link], large hospital and library complexes, and two residence halls. In 1920 the university reorganized the College of Engineering[image: External link] and formed an advisory committee of 100 industrialists to guide academic research initiatives. The university became a favored choice for bright Jewish students from New York in the 1920s and 1930s, when the Ivy League[image: External link] schools had quotas restricting the number of Jews to be admitted.[14] Because of its high standards, U-M gained the nickname "Harvard of the West."[15] During World War II, U-M's research supported military efforts, such as U.S. Navy[image: External link] projects in proximity fuzes[image: External link], PT boats[image: External link], and radar jamming[image: External link].

After the war, enrollment expanded rapidly and by 1950, it reached 21,000, of which more than one third (or 7,700) were veterans supported by the G.I. Bill[image: External link]. As the Cold War[image: External link] and the Space Race[image: External link] took hold, U-M received numerous government grants for strategic research and helped to develop peacetime uses for nuclear energy[image: External link]. Much of that work, as well as research into alternative energy sources, is pursued via the Memorial Phoenix Project.[16]

In the 1960 Presidential campaign, U.S. Senator John F. Kennedy[image: External link] jokingly referred to himself as "a graduate of the Michigan of the East, Harvard University" in his speech proposing the formation of the Peace Corps[image: External link] speaking to a crowd from the front steps of the Michigan Union[image: External link].[15]

Lyndon B. Johnson gave his speech outlining his Great Society[image: External link] program as the lead speaker during U-M's 1964 spring commencement ceremony.[11] During the 1960s, the university campus was the site of numerous protests against the Vietnam War and university administration. On March 24, 1965, a group of U-M faculty members and 3,000 students held the nation's first ever faculty-led " teach-in[image: External link]" to protest against American policy in Southeast Asia.[17][18] In response to a series of sit-ins[image: External link] in 1966 by Voice, the campus political party of Students for a Democratic Society[image: External link], U-M's administration banned sit-ins. In response, 1,500 students participated in a one-hour sit-in inside the Administration Building, now known as the LSA Building. In April 1968 following the assassination of Dr. Martin Luther King, Jr. a group of several dozen black students occupied the Administration Building to demand that the University make public its 3-year-old commitment as a federal contractor to Affirmative Action and to increase its efforts with respect to recruiting more African American students, faculty and staff. At that time there were no African American coaches, for instance, in the Intercollegiate Athletics Department. The occupation was ended by agreement after 7 hours.

Former U-M student and noted architect Alden B. Dow[image: External link] designed the current Fleming Administration Building, which was completed in 1968. The building's plans were drawn in the early 1960s, before student activism prompted a concern for safety. But the Fleming Building's fortress-like narrow windows, all located above the first floor, and lack of exterior detail at ground level, led to a campus rumor that it was designed to be riot-proof. Dow denied those rumors, claiming the small windows were designed to be energy efficient.[19]

During the 1970s, severe budget constraints slowed the university's physical development; but in the 1980s, the university received increased grants for research in the social and physical sciences. The university's involvement in the anti-missile Strategic Defense Initiative[image: External link] and investments in South Africa[image: External link] caused controversy on campus.[20][21] During the 1980s and 1990s, the university devoted substantial resources to renovating its massive hospital complex and improving the academic facilities on the North Campus. In its 2011 annual financial report, the university announced that it had dedicated $497 million per year in each of the prior 10 years to renovate buildings and infrastructure around the campus. The university also emphasized the development of computer and information technology throughout the campus.

In the early 2000s, U-M faced declining state funding due to state budget shortfalls. At the same time, the university attempted to maintain its high academic standing while keeping tuition[image: External link] costs affordable. There were disputes between U-M's administration and labor unions, notably with the Lecturers' Employees Organization (LEO) and the Graduate Employees Organization (GEO), the union representing graduate student employees. These conflicts led to a series of one-day walkouts by the unions and their supporters.[22] The university is engaged in a $2.5 billion construction campaign.[23]

In 2003, two lawsuits involving U-M's affirmative action[image: External link] admissions policy reached the U.S. Supreme Court[image: External link] (Grutter v. Bollinger[image: External link] and Gratz v. Bollinger[image: External link]). President George W. Bush[image: External link] publicly opposed the policy before the court issued a ruling.[24] The court found that race may be considered as a factor in university admissions in all public universities and private universities that accept federal funding. But, it ruled that a point system was unconstitutional. In the first case, the court upheld the Law School[image: External link] admissions policy, while in the second it ruled against the university's undergraduate admissions policy.

The debate continued because in November 2006, Michigan voters passed Proposal 2[image: External link], banning most affirmative action in university admissions. Under that law, race, gender, and national origin can no longer be considered in admissions.[25] U-M and other organizations were granted a stay from implementation of the law soon after that referendum. This allowed time for proponents of affirmative action to decide legal and constitutional options in response to the initiative results. In April 2014, the Supreme Court ruled in Schuette v. Coalition to Defend Affirmative Action[image: External link] that Proposal 2 did not violate the U.S. Constitution. The admissions office states that it will attempt to achieve a diverse student body by looking at other factors, such as whether the student attended a disadvantaged school, and the level of education of the student's parents.[25]

On May 1, 2014, University of Michigan was named one of 55 higher education institutions under investigation by the Office of Civil Rights "for possible violations of federal law over the handling of sexual violence and harassment complaints." President Barack Obama[image: External link]'s White House Task Force to Protect Students from Sexual Assault[image: External link] was organized for such investigations.[26]

The University of Michigan became more selective in the early 2010s. The acceptance rate declined from 50.6% in 2010 to 26.2% in 2015.[27] The rate of new freshman enrollment has been fairly stable since 2010.
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 Campus




The Ann Arbor campus is divided into four main areas: the North, Central, Medical, and South campuses. The physical infrastructure[image: External link] includes more than 500 major buildings,[28] with a combined area of more than 34 million square feet or 781 acres (3.16 km2).[29] The Central and South Campus areas are contiguous, while the North Campus area is separated from them, primarily by the Huron River[image: External link].[30] There is also leased space in buildings scattered throughout the city, many occupied by organizations affiliated with the University of Michigan Health System. An East Medical Campus has recently been developed on Plymouth Road, with several university-owned buildings for outpatient care, diagnostics and outpatient surgery.[31]

In addition to the U-M Golf Course on South Campus, the university operates a second golf course on Geddes Road called Radrick Farms Golf Course. The golf course is only open to faculty, staff and alumni.[32] Another off-campus facility is the Inglis House, which the university has owned since the 1950s. The Inglis House is a 10,000-square-foot (930 m2) mansion used to hold various social events, including meetings of the board of regents, and to host visiting dignitaries.[33] The university also operates a large office building called Wolverine Tower in southern Ann Arbor near Briarwood Mall[image: External link]. Another major facility is the Matthaei Botanical Gardens[image: External link], which is located on the eastern outskirts of Ann Arbor.[34]

All four campus areas are connected by bus services, the majority of which connect the North and Central campuses. There is a shuttle service connecting the University Hospital, which lies between North and Central campuses, with other medical facilities throughout northeastern Ann Arbor.[35]
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 Central Campus




Central Campus was the original location of U-M when it moved to Ann Arbor in 1837. It originally had a school and dormitory building (where Mason Hall now stands) and several houses for professors on forty acres of land bounded by North University Avenue, South University Avenue, East University Avenue, and State Street. The President's House, located on South University Avenue, is the oldest building on campus as well as the only surviving building from the original forty acre campus.[10] Because Ann Arbor and Central Campus developed simultaneously, there is no distinct boundary between the city and university, and some areas contain a mixture of private and university buildings.[36] Residence halls located on Central Campus are split up into two groups: the Hill Neighborhood and Central Campus.[37]

Central Campus is the location of the College of Literature, Science and the Arts[image: External link], and is immediately adjacent to the medical campus. Most of the graduate and professional schools, including the Ross School of Business[image: External link], the Gerald R. Ford School of Public Policy[image: External link], the Law School[image: External link] and the School of Dentistry[image: External link], are on Central Campus. Two prominent libraries, the Harlan Hatcher Graduate Library[image: External link] and the Shapiro Undergraduate Library[image: External link] (which are connected by a skywalk[image: External link]), are also on Central Campus.[38] as well as museums[image: External link] housing collections in archaeology[image: External link], anthropology[image: External link], paleontology[image: External link], zoology[image: External link], dentistry[image: External link] and art. Ten of the buildings on Central Campus were designed by Detroit-based architect Albert Kahn[image: External link] between 1904 and 1936. The most notable of the Kahn-designed buildings are the Burton Memorial Tower[image: External link] and nearby Hill Auditorium[image: External link].[39]
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 North Campus




North Campus is the most contiguous campus, built independently from the city on a large plot of farm land—approximately 800 acres (3.2 km2)—that the university bought in 1952.[40] It is newer than Central Campus, and thus has more modern architecture[image: External link], whereas most Central Campus buildings are classical or gothic in style. The architect Eero Saarinen[image: External link], based in Birmingham, Michigan[image: External link], created one of the early master plans for North Campus and designed several of its buildings in the 1950s, including the Earl V. Moore School of Music Building[image: External link].[41] North and Central Campuses each have unique bell towers that reflect the predominant architectural styles of their surroundings. Each of the bell towers houses a grand carillon[image: External link]. The North Campus tower is called Lurie Tower[image: External link].[42] The University of Michigan's largest residence hall, Bursley Hall[image: External link], is located on North Campus.[37]

North Campus houses the College of Engineering[image: External link], the School of Music, Theatre & Dance[image: External link], the Stamps School of Art & Design[image: External link], the Taubman College of Architecture and Urban Planning[image: External link], and an annex of the School of Information[image: External link].[43] The campus is served by the Duderstadt Center[image: External link], which houses the Art, Architecture and Engineering Library. The Duderstadt Center also contains multiple computer labs[image: External link], video editing[image: External link] studios, electronic music studios, an audio studio, a video studio, multimedia workspaces, and a 3D[image: External link] virtual reality[image: External link] room.[44] Other libraries located on North Campus include the Gerald R. Ford Presidential Library[image: External link] and the Bentley Historical Library[image: External link].
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 South Campus




South Campus is the site for the athletic programs, including major sports facilities such as Michigan Stadium[image: External link], Crisler Center[image: External link], and Yost Ice Arena[image: External link]. South Campus is also the site of the Buhr library storage facility, Revelli Hall, home of the Michigan Marching Band[image: External link], the Institute for Continuing Legal Education,[45] and the Student Theatre Arts Complex, which provides shop and rehearsal space for student theatre groups.[46] The university's departments of public safety and transportation services offices are located on South Campus.[45]

U-M's golf course is located south of Michigan Stadium and Crisler Arena. It was designed in the late 1920s by Alister MacKenzie[image: External link], the designer of Augusta National Golf Club[image: External link] in Augusta, Georgia[image: External link] (home of The Masters Tournament[image: External link]).[47] The course opened to the public in the spring of 1931. The University of Michigan Golf Course was included in a listing of top holes designed by what Sports Illustrated[image: External link] calls "golf's greatest course architect." The U-M Golf Course's signature No. 6 hole—a 310-yard (280 m) par 4, which plays from an elevated tee to a two-tiered, kidney-shaped green protected by four bunkers—is the second hole on the Alister MacKenzie Dream 18 as selected by a five-person panel that includes three-time Masters champion Nick Faldo[image: External link] and golf course architect Tom Doak[image: External link]. The listing of "the best holes ever designed by Augusta National architect Alister MacKenzie" is featured in SI's Golf Plus special edition previewing the Masters on April 4, 2006.[48]
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 Organization and administration




See also: President of the University of Michigan[image: External link] and Board of Regents of the University of Michigan[image: External link]




	
College/school founding[49]




	College/school
	Year founded



	






	College of Literature, Science, and the Arts[image: External link]
	1841



	School of Medicine[image: External link]
	1850



	College of Engineering[image: External link]
	1854



	School of Law[image: External link]
	1859



	School of Dentistry[image: External link]
	1875



	School of Pharmacy[image: External link]
	1876



	School of Music, Theatre & Dance[image: External link]
	1880



	School of Nursing
	1893



	A. Alfred Taubman College of Architecture & Urban Planning[image: External link]
	1906



	Horace H. Rackham School of Graduate Studies[image: External link]
	1912



	Gerald R. Ford School of Public Policy[image: External link]
	1914



	School of Education[image: External link]
	1921



	Stephen M. Ross School of Business[image: External link]
	1924



	School of Natural Resources & Environment[image: External link]
	1927



	School of Public Health[image: External link]
	1941



	School of Social Work[image: External link]
	1951



	School of Information[image: External link]
	1969



	Penny W. Stamps School of Art & Design[image: External link]
	1974



	School of Kinesiology[image: External link]
	1984




The University of Michigan consists of a flagship campus in Ann Arbor, with two regional campuses in Dearborn[image: External link] and Flint[image: External link]. The Board of Regents, which governs the university and was established by the Organic Act of March 18, 1837, consists of eight members elected at large in biennial state elections[50] for overlapping eight-year terms.[51][52] Between the establishment of the University of Michigan in 1837 and 1850, the Board of Regents ran the university directly; although they were, by law, supposed to appoint a Chancellor to administer the university, they never did. Instead a rotating roster of professors carried out the day-to-day administration duties.[53]

The President of the University of Michigan[image: External link] is the principal executive officer of the university. The office was created by the Michigan Constitution[image: External link] of 1850, which also specified that the president was to be appointed by the Regents of the University of Michigan and preside at their meetings, but without a vote.[54] Today, the president's office is at the Ann Arbor campus, and the president has the privilege of living in the President's House, the university's oldest building, located on Central Campus in Ann Arbor.[55] Mark Schlissel[image: External link] is the 14th and current president of the university and has served since July 2014.

There are thirteen undergraduate schools and colleges.[56] By enrollment, the three largest undergraduate units are the College of Literature, Science, and the Arts[image: External link], the College of Engineering[image: External link], and the Ross School of Business[image: External link].[57] At the graduate level, the Rackham Graduate School[image: External link] serves as the central administrative unit of graduate education at the university.[58] There are 18 graduate schools and colleges, the largest of which are the College of Literature, Science, and the Arts, the College of Engineering, the Law School, and the Ross School of Business. Professional degrees[image: External link] are conferred by the Schools of Architecture, Public Health, Dentistry[image: External link], Law, Medicine[image: External link], Urban Planning and Pharmacy.[57] The Medical School is partnered with the University of Michigan Health System[image: External link], which comprises the university's three hospitals, dozens of outpatient clinics, and many centers for medical care, research, and education.
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 Endowment




As of December 31, 2016, U-M's financial endowment[image: External link] (the "University Endowment Fund") was valued at $10.5 billion.[2] The endowment is primarily used according to the donors' wishes, which include the support of teaching and research. In mid-2000, U-M embarked on a massive fund-raising campaign called "The Michigan Difference," which aimed to raise $2.5 billion, with $800 million designated for the permanent endowment.[59] Slated to run through December 2008, the university announced that the campaign had reached its target 19 months early in May 2007.[60] Ultimately, the campaign raised $3.2 billion over 8 years. Over the course of the capital campaign, 191 additional professorships were endowed, bringing the university total to 471 as of 2009.[61] Like nearly all colleges and universities, U-M suffered significant realized and unrealized losses in its endowment during the second half of 2008. In February 2009, a university spokesperson estimated losses of between 20 and 30 percent.[62]

In November 2013, the university launched the "Victors for Michigan" campaign, which with a $4 billion goal, is its largest fundraising campaign to date.[63][64]
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 Student government




Housed in the Michigan Union, the Central Student Government[image: External link] (CSG) is the central student government of the University. With representatives from each of the University's colleges and schools, including graduate students, CSG represents students and manages student funds on the campus. CSG is a 501(c)(3) organization, independent from the University of Michigan.[65] In recent years CSG has organized airBus, a transportation service between campus and the Detroit Metropolitan Wayne County Airport[image: External link], and has led the university's efforts to register its student population to vote, with its Voice Your Vote Commission (VYV) registering 10,000 students in 2004. VYV also works to improve access to non-partisan voting-related information and increase student voter turnout.[66] CSG was successful at reviving Homecoming[image: External link] activities, including a carnival and parade, for students after a roughly eleven-year absence in October 2007,[67] and during the 2013-14 school year, was instrumental in persuading the University to rescind an unpopular change in student football seating policy at Michigan Stadium.[68] In 2017, CSG successfully petitioned the Ann Arbor City Council to create a Student Advisory Council to give student input into Ann Arbor city affairs.[69]

There are student governance bodies in each college and school, independent of Central Student Government. The two largest colleges at the University of Michigan are the College of Literature, Science, and the Arts (LS&A) and the College of Engineering[image: External link]. Undergraduate students in the LS&A are represented by the LS&A Student Government (LSA SG).[70] Engineering Student Government (ESG) manages undergraduate student government affairs for the College of Engineering. Graduate students enrolled in the Rackham Graduate School are represented by the Rackham Student Government (RSG), and law students are represented by the Law School Student Senate (LSSS). In addition, the students who live in the residence halls are represented by the University of Michigan Residence Halls Association (RHA).[71]

A longstanding goal of the student government is to create a student-designated seat on the Board of Regents, the university's governing body.[72] Such a designation would achieve parity with other Big Ten schools that have student regents. In 2000, students Nick Waun and Scott Trudeau ran for the board on the statewide ballot as third-party nominees. Waun ran for a second time in 2002, along with Matt Petering and Susan Fawcett.[73] Although none of these campaigns has been successful, a poll conducted by the State of Michigan in 1998 concluded that a majority of Michigan voters would approve of such a position if the measure were put before them.[72] A change to the board's makeup would require amending the Michigan Constitution[image: External link].[74]
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 Academics




The University of Michigan is a large, four-year, residential research university accredited by the North Central Association of Colleges and Schools[image: External link].[84][85][86] The four-year, full-time undergraduate program comprises the majority of enrollments and emphasizes instruction in the arts, sciences, and professions with a high level of coexistence between graduate and undergraduate programs. The university has "very high" research activity and the comprehensive graduate program offers doctoral degrees in the humanities, social sciences, and STEM fields[image: External link] as well as professional degrees in medicine, law, and dentistry.[84] U-M has been included on Richard Moll[image: External link]'s list of Public Ivies[image: External link].[87] With over 200 undergraduate majors, and 100 doctoral and 90 master's programs,[88] U-M has conferred 6,490 undergraduate degrees, 4,951 graduate degrees, and 709 first professional degrees in 2011-2012.[89]

National honor societies such as Phi Beta Kappa[image: External link], Phi Kappa Phi[image: External link], and Tau Beta Pi[image: External link] have chapters at U-M.[90] Degrees "with Highest Distinction" are recommended to students who rank in the top 3% of their class, "with High Distinction" to the next 7%, and "with Distinction" to the next 15%. Students earning a minimum overall GPA of 3.4 who have demonstrated high academic achievement and capacity for independent work may be recommended for a degree "with Highest Honors," "with High Honors," or "with Honors."[90] Those students who earn all A's for two or more consecutive terms in a calendar year are recognized as James B. Angell[image: External link] Scholars and are invited to attend the annual Honors Convocation, an event which recognizes undergraduate students with distinguished academic achievements.[90]

Out-of-state undergraduate students pay between $36,001.38 and $43,063.38 annually for tuition while in-state undergraduate students pay between $11,837.38 and $16,363.38 annually.[91] U-M provides financial aid in the form of need-based loans, grants, scholarships, work study, and non-need based scholarships, with 77% of undergraduates in 2007 receiving financial aid.[92][93] For undergraduates in 2008, 46% graduated averaging approximately $25,586 of debt.[93] The university is attempting to increase financial aid availability to students by devoting over $1.53 billion in endowment funds to support financial aid.[94][95][96]
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 Research




See also: List of University of Michigan faculty and staff[image: External link]


Michigan is one of the founding members (1900) of the Association of American Universities[image: External link]. With over 6,200 faculty members, 73 of whom are members of the National Academy[image: External link] and 471 of whom hold an endowed chair in their discipline,[97] the university manages one of the largest annual collegiate research budgets of any university in the United States, totaling about $1 billion in 2009.[98] The Medical School spent the most at over $445 million, while the College of Engineering[image: External link] was second at more than $160 million.[98] U-M also has a technology transfer[image: External link] office, which is the university conduit between laboratory research and corporate commercialization interests. In 2009, the university consummated a deal to purchase a facility formerly owned by Pfizer[image: External link]. The acquisition includes over 170 acres (0.69 km2) of property, and 30 major buildings comprising roughly 1,600,000 square feet (150,000 m2) of wet laboratory space, and 400,000 square feet (37,000 m2) of administrative space. As of the purchase date, the university's intentions for the space were not announced, but the expectation is that the new space will allow the university to ramp up its research and ultimately employ in excess of 2,000 people.[99]

The university is also a major contributor to the medical field with the EKG[image: External link],[100] gastroscope[image: External link],[101] and the announcement of Jonas Salk[image: External link]'s polio vaccine. The university's 13,000-acre (53 km2) biological station[image: External link] in the Northern Lower Peninsula of Michigan[image: External link] is one of only 47 Biosphere Reserves[image: External link] in the United States.[102]

In the mid-1960s U-M researchers worked with IBM[image: External link] to develop a new virtual memory[image: External link] architectural model[103] that became part of IBM's Model 360/67[image: External link] mainframe computer[image: External link] (the 360/67 was initially dubbed the 360/65M where the "M" stood for Michigan).[104] The Michigan Terminal System[image: External link] (MTS), an early time-sharing[image: External link] computer operating system developed at U-M, was the first system outside of IBM to use the 360/67's virtual memory features.[105]

U-M is home to the National Election Studies[image: External link] and the University of Michigan Consumer Sentiment Index[image: External link]. The Correlates of War[image: External link] project, also located at U-M, is an accumulation of scientific knowledge about war. The university is also home to major research centers in optics[image: External link], reconfigurable manufacturing systems, wireless integrated microsystems[image: External link], and social sciences. The University of Michigan Transportation Research Institute and the Life Sciences Institute are located at the university. The Institute for Social Research[image: External link] (ISR), the nation's longest-standing laboratory for interdisciplinary research in the social sciences,[106] is home to the Survey Research Center, Research Center for Group Dynamics, Center for Political Studies, Population Studies Center, and Inter-Consortium for Political and Social Research. Undergraduate students are able to participate in various research projects through the Undergraduate Research Opportunity Program[image: External link] (UROP) as well as the UROP/Creative-Programs.[107]

The U-M library system[image: External link] comprises nineteen individual libraries with twenty-four separate collections—roughly 13.3 million volumes.[108] U-M was the original home of the JSTOR[image: External link] database, which contains about 750,000 digitized pages from the entire pre-1990 backfile of ten journals of history and economics, and has initiated a book digitization program in collaboration with Google[image: External link].[109] The University of Michigan Press[image: External link] is also a part of the U-M library system.

In the late 1960s U-M, together with Michigan State University[image: External link] and Wayne State University[image: External link], founded the Merit Network[image: External link], one of the first university computer networks.[110] The Merit Network was then and remains today administratively hosted by U-M. Another major contribution took place in 1987 when a proposal submitted by the Merit Network together with its partners IBM[image: External link], MCI[image: External link], and the State of Michigan[image: External link] won a national competition to upgrade and expand the National Science Foundation Network[image: External link] (NSFNET) backbone from 56,000 to 1.5 million, and later to 45 million bits per second.[111] In 2006, U-M joined with Michigan State University[image: External link] and Wayne State University[image: External link] to create the University Research Corridor[image: External link]. This effort was undertaken to highlight the capabilities of the state's three leading research institutions and drive the transformation of Michigan's economy.[112] The three universities are electronically interconnected via the Michigan LambdaRail (MiLR, pronounced 'MY-lar'), a high-speed data network providing 10 Gbit/s connections between the three university campuses and other national and international network connection points in Chicago.[113]
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The University of Michigan is a participant in the Big Ten Academic Alliance[image: External link]. The Big Ten Academic Alliance (BTAA) is the academic consortium of the universities in the Big Ten Conference[image: External link]. Engaging in $10 billion in research in 2014-2015, BTAA universities provide powerful insight into important issues in medicine, technology, agriculture, and communities. Students at participating schools are also allowed "in-house" borrowing privileges at other schools' libraries.[114] The BTAA uses collective purchasing and licensing, and has saved member institutions $19 million to date.[115] Course sharing,[116] professional development[image: External link] programs,[117] study abroad[image: External link] and international collaborations,[118] and other initiatives are also part of the BTAA.
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	Fall Admission Statistics



	 
	2016[27]
	2015[27]
	2014[119]
	2013[120]



	Applicants
	55,439
	51,753
	49,776
	46,813



	Admits
	15,862
	13,555
	16,047
	15,570



	Admit rate
	28.6%
	26.2%
	32.2%
	33.3%



	Enrolled
	6,860
	6,269
	6,505
	6,225



	SAT range
	2050-2330
	2040-2280
	1920-2210
	1910-2210



	ACT range
	30-34
	30-34
	29-33
	28-32




In recent years, annual numbers of applications for freshman admission have exceeded 50,000. Around 15,000 students are admitted annually, with a target freshman class of about 6,000 students.[121][122] Students come from all 50 U.S. states[image: External link] and more than 100 countries.[123] Approximately 95 percent of the university's incoming class of 2019 had an unweighted high school[image: External link] GPA of 3.5 and higher, with the average accepted unweighted GPA being a 3.85. The middle 50 percent of admitted applicants reported an SAT[image: External link] score of 2040-2280 (Critical Reading 660-760, Math 690-790, Writing 670-770) and an ACT[image: External link] score of 30-34.[121] Full-time students make up about 97 percent of the student body. Among full-time students, the university has a first-time student retention rate of 97 percent.[124]
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In Fall 2016, the university had an enrollment of 44,718 students: 28,983 undergraduate students[image: External link], 12,565 graduate students[image: External link] and 2.665 first professional[image: External link] students[5][57] in a total of 600 academic programs. Of all students, 37,954 (84.9%) are U.S. citizens[image: External link] or permanent residents[image: External link] and 6,764 (15.1%) are international students[image: External link].[5]



	
Demographics of student body (Fall 2014)[126]




	
	Undergraduate
	Graduate
	Michigan
	U.S. Census



	African American[image: External link]
	4.41%
	5.16%
	14.1%
	12.4%



	Asian American[image: External link]
	13.5%
	12.57%
	2.3%
	4.3%



	European American[image: External link]
	65.17%
	48.5%
	79.6%
	74.1%



	Hispanic American[image: External link]
	4.57%
	6.48%
	3.9%
	14.7%



	Native American[image: External link]
	0.17%
	0.32%
	0.5%
	0.8%



	International student[image: External link]
	6.88%
	26.66%
	N/A
	N/A




In 2014, undergraduates were enrolled in 12 schools: About 61 percent in the College of Literature, Science, and the Arts[image: External link]; 21 percent in the College of Engineering[image: External link]; 5.3 percent in the Ross School of Business[image: External link]; 3.3 percent in the School of Kinesiology[image: External link]; 2.7 percent in the School of Music, Theatre & Dance[image: External link]; and 2 percent in the School of Nursing. Small numbers of undergraduates were enrolled in the colleges or schools of Art & Design, Architecture & Urban Planning, Dentistry, Education, Pharmacy, and Public Policy.[57] In 2014, the School of Information[image: External link] opened to undergraduates, with the new Bachelor of Science in Information degree. Among undergraduates, 70 percent graduate with a bachelor's degree within four years, 86 percent graduate within five years and 88 percent graduating within six years.[124]

Of the university's 12,714 non-professional graduate students, 5,367 are seeking academic doctorates[image: External link] and 6,821 are seeking master's degrees. The largest number of master's degree students are enrolled in the Ross School of Business[image: External link] (1,812 students seeking MBA[image: External link] or Master of Accounting[image: External link] degrees) and the College of Engineering[image: External link] (1,456 students seeking M.S.[image: External link] or M.Eng.[image: External link] degrees). The largest number of doctoral students are enrolled in the College of Literature, Science, and the Arts (2,076) and College of Engineering (1,496). While the majority of U-M's graduate degree-granting schools and colleges have both undergraduate and graduate students, a few schools only issue graduate degrees. Presently, the School of Natural Resources and Environment[image: External link], School of Public Health[image: External link], and School of Social Work[image: External link] only have graduate students.[57]

In Fall 2014, 2,709 Michigan students were enrolled in U-M's professional schools[image: External link]: the School of Dentistry[image: External link] (628 students), Law School[image: External link] (1,047 students), Medical School[image: External link] (1300 students), and College of Pharmacy[image: External link] (436 students).[57]
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Main article: University of Michigan Housing[image: External link]


The University of Michigan's campus housing system can accommodate up to 10,900 people, or nearly 30 percent of the total student population at the university.[127] The residence halls are located in three distinct geographic areas on campus: Central Campus, Hill Area (between Central Campus and the University of Michigan Medical Center) and North Campus. Family housing is located on North Campus and mainly serves graduate students. The largest residence hall has a capacity of 1,240 students,[128] while the smallest accommodates 25 residents.[129] A majority of upper-division and graduate students live in off-campus apartments, houses, and cooperatives[image: External link], with the largest concentrations in the Central and South Campus areas.

The residential system has a number of "living-learning communities" where academic activities and residential life are combined. These communities focus on areas such as research through the Michigan Research Community, medical sciences, community service[image: External link] and the German language[image: External link].[130] The Michigan Research Community and the Women in Science and Engineering Residence Program are housed in Mosher-Jordan Hall. The Residential College (RC), a living-learning community that is a division of the College of Literature, Science and the Arts[image: External link], also has its principal instructional space in East Quad. The Michigan Community Scholars Program, dedicated to civic engagement, community service learning and intercultural understanding and dialogue, is located in West Quad.[131] The Lloyd Hall Scholars Program (LHSP) is located in Alice Lloyd Hall. The Health Sciences Scholars Program (HSSP) is located in Couzens Hall. The North Quad complex houses two additional living-learning communities: the Global Scholars Program[132] and the Max Kade German Program[image: External link].[133] It is "technology-rich," and houses communication-related programs, including the School of Information[image: External link], the Department of Communication Studies, and the Department of Screen Arts and Cultures.[134][135] North Quad is also home to services such as the Language Resource Center and the Sweetland Center for Writing.[136]

The residential system also has a number of "theme communities" where students have the opportunity to be surrounded by students in a residential hall who share similar interests. These communities focus on global leadership, the college transition experience, and internationalism.[137] The Adelia Cheever Program is housed in the Helen Newberry House.[138] The First Year Experience[image: External link] is housed in the Baits II Houses, Northwood Houses, and Markley Hall.[139] The Sophomore Experience is housed in Stockwell Hall and the Transfer Year Experience is housed in Northwood III.[140][141] The newly organized International Impact program is housed in North Quad.[142]
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The University lists 1,438 student organizations.[143] With a history of student activism, some of the most visible groups include those dedicated to causes such as civil rights[image: External link] and labor rights[image: External link]. One group is Students for a Democratic Society[image: External link], which recently reformed with a new chapter on campus as of February 2007. Another student labor campaign organization recently established on campus is the United Students Against Sweatshops (USAS). This group seeks to hold accountable multinational companies that exploit their workers in factories around the world where college apparel is produced. Though the student body generally leans toward left-wing politics[image: External link],[144] there are also conservative groups, such as Young Americans for Freedom[image: External link], and non-partisan groups, such as the Roosevelt Institution.

There are also several engineering projects teams, including the University of Michigan Solar Car Team[image: External link], which has placed first in the North American Solar Challenge[image: External link] six times and third in the World Solar Challenge[image: External link] four times.[145] Michigan Interactive Investments, the TAMID Israel Investment Group[image: External link], and the Michigan Economics Society[146] are also affiliated with the university.

The university also showcases many community service organizations and charitable projects, including Foundation for International Medical Relief of Children[image: External link], Dance Marathon at the University of Michigan,[147] The Detroit Partnership[image: External link], Relay For Life[image: External link], U-M Stars for the Make-A-Wish Foundation, InnoWorks at the University of Michigan, SERVE, Letters to Success, PROVIDES, Circle K[image: External link], Habitat for Humanity[image: External link],[148] and Ann Arbor Reaching Out. Intramural sports[image: External link] are popular, and there are recreation facilities for each of the three campuses.[149]

Fraternities and sororities[image: External link] play a role in the university's social life; approximately 17 percent of undergraduates are involved in Greek life. Membership numbers for the 2009-2010 school year reached the highest in the last two decades. Four different Greek councils—the Interfraternity Council, Multicultural Greek Council, National Pan-Hellenic Council[image: External link], and Panhellenic Association—represent most Greek organizations. Each council has a different recruitment process.[150]

The Michigan Union[image: External link] and Michigan League are student activity centers located on Central Campus; Pierpont Commons is on North Campus. The Michigan Union houses a majority of student groups, including the student government. The William Monroe Trotter House, located east of Central Campus, is a multicultural student center operated by the university's Office of Multi-Ethnic Student Affairs.[151] The University Activities Center (UAC) is a student-run programming organization and is composed of 14 committees.[152] Each group involves students in the planning and execution of a variety of events both on and off campus.

The Michigan Marching Band[image: External link], composed of more than 350 students from almost all of U-M's schools,[153] is the university's marching band[image: External link]. Over 100 years old,[154] the band performs at every home football game and travels to at least one away game a year. The student-run and led University of Michigan Pops Orchestra[image: External link] is another musical ensemble that attracts students from all academic backgrounds. It performs regularly in the Michigan Theater[image: External link]. The University of Michigan Men's Glee Club[image: External link], founded in 1859 and the second oldest such group in the country, is a men's chorus with over 100 members.[155] Its eight-member subset a cappella[image: External link] group, the University of Michigan Friars[image: External link], which was founded in 1955, is the oldest currently running a cappella group on campus.[156]

The University of Michigan also encourages many cultural and ethnic student organizations on campus. There are currently over 317 organizations under this category.[157] There are organizations for almost every culture from the Arab Student Association[158] to African Students Association[159] to even the Egyptian Student Association.[160] These organizations hope to promote various aspects of their culture along with raising political and social awareness around campus by hosting an assortment of events throughout the school year. These clubs also help students make this large University into a smaller community to help find people with similar interests and backgrounds.
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 Media and publications




The student newspaper[image: External link] is The Michigan Daily[image: External link], founded in 1890 and editorially and financially independent of the university. The Daily is published five days a week during academic year, and weekly from May to August. Other student publications at the university include the conservative The Michigan Review[image: External link] and the progressive Michigan Independent. The humor publications Gargoyle[image: External link] and The Michigan Every Three Weekly[image: External link] are also published by Michigan students.

WCBN-FM[image: External link] (88.3 FM) is the student-run college radio[image: External link] station which plays in freeform format[image: External link]. WOLV-TV[image: External link] is the student-run television station that is primarily shown on the university's cable television system.

Several academic journals[image: External link] are published at the university:


	The Law School publishes the well-regarded Michigan Law Review[image: External link] and six other law journals[image: External link]: The Michigan Journal of Environmental and Administrative Law[image: External link], University of Michigan Journal of Law Reform[image: External link], Michigan Journal of Race & Law[image: External link], Michigan Telecommunications and Technology Law Review[image: External link], Michigan Journal of International Law, and Michigan Journal of Gender and Law[image: External link].[161]


	The Ross School of Business publishes the Michigan Journal of Business[image: External link].

	Several undergraduate journals are also published at the university, including the Michigan Journal of Political Science[image: External link], Michigan Journal of History, University of Michigan Undergraduate Research Journal, the Michigan Journal of International Affairs, and the Michigan Journal of Asian Studies.
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Main article: Michigan Wolverines[image: External link]


The University of Michigan's sports teams are called the Wolverines[image: External link]. They participate in the NCAA's[image: External link] Football Bowl Subdivision (formerly Division I-A[image: External link]) and in the Big Ten Conference[image: External link] in all sports except women's water polo, which is a member of the Collegiate Water Polo Association[image: External link]. U-M boasts 27 varsity sports, including 13 men's teams and 14 women's teams.[162] In 10 of the past 14 years concluding in 2009, U-M has finished in the top five of the NACDA Director's Cup[image: External link], a ranking compiled by the National Association of Collegiate Directors of Athletics[image: External link] to tabulate the success of universities in competitive sports. U-M has finished in the top 10 of the Directors' Cup standings in 14 of the award's 16 seasons and has placed in the top six in nine of the last 10 seasons.[163]

The Michigan football[image: External link] program ranks first in NCAA history in total wins (925 through the end of the 2015 season) and second in winning percentage (.730).[164] The team won the first Rose Bowl[image: External link] game in 1902[image: External link]. U-M had 40 consecutive winning seasons from 1968 to 2007, including consecutive bowl game[image: External link] appearances from 1975 to 2007.[165] The Wolverines have won a record 42 Big Ten championships. The program has eleven national championships[image: External link], most recently in 1997,[166] and has produced three Heisman Trophy[image: External link] winners: Tom Harmon[image: External link], Desmond Howard[image: External link] and Charles Woodson[image: External link].[167]

Michigan Stadium[image: External link] is the largest college football stadium in the nation and one of the largest football-only stadiums in the world, with an official capacity of 107,601[168] (the extra seat is said to be "reserved" for Fritz Crisler[image: External link][169]) though attendance—frequently over 111,000 spectators—regularly exceeds the official capacity.[170] The NCAA's record-breaking attendance has become commonplace at Michigan Stadium, especially since the arrival of head coach Bo Schembechler[image: External link]. U-M has fierce rivalries with many teams, including Michigan State[image: External link], Notre Dame[image: External link], and Ohio State[image: External link]; ESPN[image: External link] has referred to the Michigan-Ohio State rivalry[image: External link] as the greatest rivalry[image: External link] in American sports.[171] U-M also has all-time winning records against Michigan State, Notre Dame, and Ohio State.[172]

The men's ice hockey team[image: External link], which plays at Yost Ice Arena[image: External link], has won nine national championships[image: External link],[173] while the men's basketball[image: External link] team, which plays at the Crisler Center[image: External link], has appeared in five Final Fours[image: External link] and won the national championship[image: External link] in 1989. The men's basketball program became involved in a scandal involving payments from a booster[image: External link] during the 1990s. This led to the program being placed on probation for a four-year period. The program also voluntarily vacated victories from its 1992–1993 and 1995–1999 seasons in which the payments took place, as well as its 1992 and 1993 Final Four appearances.[174]

The men's wrestling[image: External link], men's gymnastics[image: External link], and women's volleyball[image: External link] teams compete at the Cliff Keen Arena, dedicated and named after longtime wrestling coach Cliff Keen[image: External link] in 1990.

Through the 2008 Summer Olympic Games[image: External link], 178 U-M students and coaches had participated in the Olympics, winning medals in every Summer Olympics[image: External link] except 1896, and winning gold medals in all but four Olympiads. U-M students have won a total of 151 Olympic medals[image: External link]: 72 gold, 39 silver, and 40 bronze.[175]
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The University of Michigan's fight song[image: External link], "The Victors[image: External link]," was written by student Louis Elbel[image: External link] in 1898 following the last-minute football victory over the University of Chicago[image: External link] that won a league championship. The song was declared by John Philip Sousa[image: External link] as "the greatest college fight song ever written."[176] The song refers to the university as being "the Champions of the West." At the time, U-M was part of the Western Conference, which would later become the Big Ten Conference[image: External link]. Michigan was considered to be on the Western Frontier when it was founded in the old Northwest Territory[image: External link].

Although mainly used at sporting events, the Michigan fight song is often heard at other events as well. President Gerald Ford[image: External link] had it played by the United States Marine Band[image: External link] as his entrance anthem during his term as president from 1974 to 1977, in preference over the more traditional "Hail to the Chief[image: External link]",[177] and the Michigan Marching Band[image: External link] performed a slow-tempo variation of the fight song at his funeral.[178] The fight song is also sung during graduation commencement ceremonies. The university's alma mater song is "The Yellow and Blue[image: External link]." A common rally cry is "Let's Go Blue!" which had a complementary short musical arrangement written by former students Joseph Carl, a sousaphonist, and Albert Ahronheim, a drum major[image: External link].[179]

Before "The Victors" was officially the University's fight song, the song "There'll Be a Hot Time in the Old Town Tonight[image: External link]" was considered to be the school song.[180] After Michigan temporarily withdrew from the Western Conference in 1907, a new Michigan fight song "Varsity" was written in 1911 because the line "champions of the West" was no longer appropriate.[181]
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Main article: List of University of Michigan alumni[image: External link]


In addition to the late U.S. president[image: External link] Gerald Ford[image: External link], the university has produced twenty-six Rhodes Scholars[image: External link]. As of 2012, the university has almost 500,000 living alumni.[182]

More than 250 Michigan graduates have served as legislators[image: External link] as either a United States Senator (40 graduates) or as a Congressional representative (over 200 graduates), including former House Majority Leader Dick Gephardt[image: External link][183] and U.S. Representative Justin Amash[image: External link], who represents Michigan's Third Congressional District[image: External link].[184] Mike Duggan[image: External link], Mayor[image: External link] of Detroit[image: External link], earned his bachelor and law degree at Michigan, while Michigan Governor Rick Snyder[image: External link] earned his bachelor, M.B.A., and J.D. degrees from Michigan. Thomas E. Dewey[image: External link], another Michigan alumnus, was the Governor of New York from 1943 to 1954, and was the Republican Party's presidential nominee in the 1944 and 1948 presidential elections. U-M's contributions to aeronautics include aircraft designer Clarence "Kelly" Johnson[image: External link] of Lockheed[image: External link] Skunk Works[image: External link] fame,[185] Lockheed president Willis Hawkins, and several astronauts including the all-U-M crews of both Gemini 4[image: External link][186] and Apollo 15[image: External link].[187] U-M counts among its matriculants twenty-one billionaires[image: External link] and prominent company founders and co-founders including Google[image: External link] co-founder Larry Page[image: External link][188] and Dr. J. Robert Beyster[image: External link], who founded Science Applications International Corporation[image: External link] (SAIC) in 1969.[189] Several U-M graduates contributed greatly to the field of computer science, including Claude Shannon (who made major contributions to the mathematics of information theory),[190] and Turing Award[image: External link] winners Edgar Codd[image: External link], Stephen Cook[image: External link], Frances E. Allen[image: External link] and Michael Stonebraker[image: External link]. Marjorie Lee Browne[image: External link] received her M.S. in 1939 and her doctoral degree in 1950, becoming the third African American woman to earn a PhD in mathematics.[191][192]

Notable writers who attended U-M include playwright Arthur Miller[image: External link],[183] essayists Susan Orlean[image: External link][183] and Sven Birkerts[image: External link], journalists and editors Mike Wallace[image: External link],[183] Jonathan Chait[image: External link] of The New Republic[image: External link], Daniel Okrent[image: External link],[183] and Sandra Steingraber[image: External link], food critics Ruth Reichl[image: External link] and Gael Greene[image: External link], novelists Brett Ellen Block[image: External link], Elizabeth Kostova[image: External link], Marge Piercy[image: External link],[183] Brad Meltzer[image: External link],[183] Betty Smith[image: External link],[183] and Charles Major[image: External link], screenwriter Judith Guest[image: External link],[183] Pulitzer Prize-winning poet Theodore Roethke[image: External link], National Book Award winners Keith Waldrop[image: External link] and Jesmyn Ward[image: External link], composer/author/puppeteer Forman Brown[image: External link], and Alireza Jafarzadeh[image: External link] (a Middle East analyst, author, and TV commentator).

In Hollywood[image: External link], famous alumni include actors Michael Dunn[image: External link],[183] James Earl Jones[image: External link],[183] David Alan Grier[image: External link],[183] actresses Lucy Liu[image: External link],[183] Gilda Radner[image: External link],[183] and Selma Blair[image: External link],[183] and filmmaker Lawrence Kasdan[image: External link].[183] Many Broadway and musical theatre actors, including Gavin Creel[image: External link],[183] Andrew Keenan-Bolger[image: External link], and his sister Celia Keenan-Bolger[image: External link], attended U-M for musical theatre. The creators of A Very Potter Musical[image: External link], known as StarKid Productions[image: External link], also graduated from the University of Michigan. A member of Starkid, actor and singer Darren Criss[image: External link], is a series regular on the television series Glee[image: External link]. Television director Mark Cendrowski[image: External link] (The Big Bang Theory[image: External link]) is also a Michigan graduate.

Musical graduates include operatic soprano Jessye Norman[image: External link],[183] singer Joe Dassin[image: External link], jazz guitarist Randy Napoleon[image: External link], and Mannheim Steamroller[image: External link] founder Chip Davis[image: External link].[183] Classical composer Frank Ticheli[image: External link] and Broadway composer Andrew Lippa[image: External link] attended. Pop Superstar Madonna[image: External link][183] and rock legend Iggy Pop[image: External link][183] attended but did not graduate.

Other U-M graduates include Donald Kohn[image: External link] (past Vice Chairman of the Board of Governors of the Federal Reserve System[image: External link]), Temel Kotil[image: External link] (president and CEO of Turkish Airlines[image: External link]), current Dean of Harvard Law School[image: External link] Martha Minow[image: External link], assisted-suicide advocate Dr. Jack Kevorkian[image: External link],[183] Weather Underground[image: External link] radical activist Bill Ayers[image: External link],[193] activist Tom Hayden[image: External link],[183] architect Charles Moore[image: External link],[194] Rensis Likert[image: External link] (a sociologist who specialized in management styles and developed the Likert scale[image: External link]), the Swedish Holocaust hero Raoul Wallenberg[image: External link],[195] and Benjamin D. Pritchard[image: External link] (the Civil War general who captured Jefferson Davis[image: External link]).[196] Neurosurgeon and CNN chief medical correspondent Sanjay Gupta[image: External link] attended both college and medical school at U-M.[197] Clarence Darrow[image: External link] attended law school at U-M at a time when many lawyers did not receive any formal education.[183] Frank Murphy[image: External link], who was mayor of Detroit[image: External link], governor of Michigan[image: External link], attorney general of the United States[image: External link], and Supreme Court justice[image: External link] was also a graduate of the Law School.[183] Conservative pundit Ann Coulter[image: External link] is another U-M law school graduate (J.D. 1988).[183] 2016 Republican Presidential Candidate[image: External link] and retired neurosurgeon Ben Carson[image: External link] received his medical degree from the U-M medical school. Dr. Wallace Abbott, the founder of pharmaceutical company Abbott Laboratories[image: External link], graduated from Michigan.

Vaughn R. Walker[image: External link], a federal district judge[image: External link] in California who overturned the controversial California Proposition 8[image: External link] in 2010 and ruled it unconstitutional, received his undergraduate degree from U-M in 1966.[198]

Some notorious graduates of the University are 1910 convicted murderer Dr. Harvey Crippen[image: External link],[183] late 19th-century American serial killer, Herman Webster Mudgett (also known as H. H. Holmes[image: External link]),[183] and "Unabomber" Ted Kaczynski[image: External link].[183]

U-M athletes have starred in Major League Baseball[image: External link], the National Football League[image: External link] and National Basketball Association[image: External link] as well as other professional sports. Notable among recent players is Tom Brady[image: External link] of the New England Patriots[image: External link].[183] Three players have won college football's Heisman Trophy[image: External link], awarded to the player considered the best in the nation: Tom Harmon[image: External link] (1940), Desmond Howard[image: External link] (1991) and Charles Woodson[image: External link] (1997).[167] Professional golfer John Schroeder[image: External link] and Olympic swimmer Michael Phelps[image: External link] also attended the University of Michigan, with the latter studying Sports Marketing and Management. Phelps also swam competitively for Club Wolverine[image: External link], a swimming club associated with the university.[199] National Hockey League[image: External link] players Marty Turco[image: External link], Chris Summers[image: External link], Max Pacioretty[image: External link], Carl Hagelin[image: External link], Brendan Morrison[image: External link],[183] Jack Johnson[image: External link], and Michael Cammalleri[image: External link][183] all played for U-M's ice hockey team. Baseball Hall of Famers George Sisler[image: External link] and Barry Larkin[image: External link] also played baseball at the university.[183]

The university claims the only alumni association with a chapter on the moon[image: External link], established in 1971 when the crew of Apollo 15[image: External link] placed a charter plaque for a new U-M Alumni Association on the lunar surface.[183] The plaque states: "The Alumni Association of The University of Michigan. Charter Number One. This is to certify that The University of Michigan Club of The Moon is a duly constituted unit of the Alumni Association and entitled to all the rights and privileges under the Association's Constitution." According to the Apollo 15 astronauts, several small U-M flags were brought on the mission. The presence of a U-M flag on the moon is a long-held campus myth.[187]
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Thesis






For other uses, see Thesis (disambiguation)[image: External link].

"Dissertation" redirects here. For the novel, see The Dissertation[image: External link].

A thesis or dissertation[1] is a document submitted in support of candidature for an academic degree[image: External link] or professional qualification presenting the author's research and findings.[2] In some contexts, the word "thesis" or a cognate is used for part of a bachelor's or master's course, while "dissertation" is normally applied to a doctorate, while in other contexts, the reverse is true.[3] The term graduate thesis is sometimes used to refer to both master's theses and doctoral dissertations.[4]

The required complexity or quality of research of a thesis or dissertation can vary by country, university, or program, and the required minimum study period may thus vary significantly in duration.

The word dissertation can at times be used to describe a treatise[image: External link] without relation to obtaining an academic degree. The term thesis is also used to refer to the general claim of an essay or similar work.



TOP
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 Etymology




The term "thesis" comes from the Greek θέσις, meaning "something put forth", and refers to an intellectual proposition[image: External link]. "Dissertation" comes from the Latin[image: External link] dissertātiō, meaning "path".
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 Structure and presentation style
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A thesis (or dissertation) may be arranged as a thesis by publication[image: External link] or a monograph[image: External link], with or without appended papers, respectively, though many graduate programs allow candidates to submit a curated collection of published papers. An ordinary monograph has a title page[image: External link], an abstract[image: External link], a table of contents[image: External link], comprising the various chapters (e.g., introduction, literature review, methodology, results, discussion), and a bibliography[image: External link] or (more usually) a references section. They differ in their structure in accordance with the many different areas of study (arts, humanities, social sciences, technology, sciences, etc.) and the differences between them. In a thesis by publication, the chapters constitute an introductory and comprehensive review of the appended published and unpublished article documents.[5] Dissertations normally report on a research project or study, or an extended analysis of a topic. The structure of a thesis or dissertation explains the purpose, the previous research literature which impinges on the topic of the study, the methods used and the findings of the project. Most world universities use a multiple chapter format : a) an introduction, which introduces the research topic, the methodology, as well as its scope and significance; b) a literature review, reviewing relevant literature and showing how this has informed the research issue; c) a methodology chapter, explaining how the research has been designed and why the research methods/population/data collection and analysis being used have been chosen; d) a findings chapter, outlining the findings of the research itself; e) an analysis and discussion chapter, analysing the findings and discussing them in the context of the literature review (this chapter is often divided into two—analysis and discussion); f) a conclusion.[6][7]
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 Style




Degree-awarding institutions often define their own house style[image: External link] that candidates have to follow when preparing a thesis document. In addition to institution-specific house styles, there exist a number of field-specific, national, and international standards and recommendations for the presentation of theses, for instance ISO 7144.[2] Other applicable international standards include ISO 2145[image: External link] on section numbers, ISO 690[image: External link] on bibliographic references, and ISO 31[image: External link] on quantities or units.

Some older house styles specify that front matter[image: External link] (title page, abstract, table of content, etc.) uses a separate page number sequence from the main text, using Roman numerals. The relevant international standard[2] and many newer style guides recognize that this book design[image: External link] practice can cause confusion where electronic document viewers number all pages of a document continuously from the first page, independent of any printed page numbers. They, therefore, avoid the traditional separate number sequence for front matter and require a single sequence of Arabic numerals[image: External link] starting with 1 for the first printed page (the recto[image: External link] of the title page).

Presentation requirements, including pagination, layout, type and color of paper, use of acid-free paper[image: External link] (where a copy of the dissertation will become a permanent part of the library collection), paper size[image: External link], order of components, and citation style, will be checked page by page by the accepting officer before the thesis is accepted and a receipt is issued.

However, strict standards are not always required. Most Italian universities, for example, have only general requirements on the character size and the page formatting, and leave much freedom for the actual typographic details.[8]
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 Thesis committee




A thesis or dissertation committee is a committee that supervises a student's dissertation [9]. These committees, at least in the US model, usually consist of a primary supervisor or advisor and two or more committee members, who supervise the progress of the dissertation and may also act as the examining committee, or jury, at the oral examination of the thesis (see below).

At most universities, the committee is chosen by the student in conjunction with his or her primary adviser, usually after completion of the comprehensive examinations[image: External link] or prospectus meeting, and may consist of members of the comps committee. The committee members are doctors in their field (whether a PhD or other designation) and have the task of reading the dissertation, making suggestions for changes and improvements, and sitting in on the defense. Sometimes, at least one member of the committee must be a professor in a department that is different from that of the student.


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Regional and degree-specific practices and terminologies
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 Argentina




In the Latin American docta[image: External link], the academic dissertation can be referred to as different stages inside the academic program that the student is seeking to achieve into a recognized Argentine University[image: External link], in all the cases the students must develop original contribution in the chosen fields by means of several paper work and essays that comprehend the body of the thesis.[10] Correspondingly to the academic degree, the last phase of an academic thesis is called in Spanish a defensa de grado, defensa magistral or defensa doctoral in cases in which the university candidate is finalizing his or her licentiate[image: External link], master's, or PhD program[image: External link]. According to a committee resolution, the dissertation can be approved or rejected by an academic committee consisting of the thesis director, the thesis coordinator, and at least one evaluator from another recognized university in which the student is pursuing his or her academic program. All the dissertation referees must already have achieved at least the academic degree that the candidate is trying to reach.[11]
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 Canada




At English-speaking Canadian universities[image: External link], writings presented in fulfillment of undergraduate[image: External link] coursework requirements are normally called papers, term papers or essays. A longer paper or essay presented for completion of a 4-year bachelor's degree is sometimes called a major paper. High-quality research papers presented as the empirical study of a "postgraduate" consecutive bachelor with Honours[image: External link] or Baccalaureatus Cum Honore degree are called thesis (Honours Seminar Thesis). Major papers presented as the final project for a master's degree are normally called thesis; and major papers presenting the student's research towards a doctoral degree[image: External link] are called theses or dissertations.

At Canadian universities under the French influenced system,[12] students may have a choice between presenting a "mémoire"', which is a shorter synthetic work (roughly 75 pages) and a thèse which is one hundred pages or more.[citation needed[image: External link]] A synthetic monograph associated with doctoral work is referred to as a "thèse". See also compilation thesis[image: External link]. Either work can be awarded a "mention d'honneur" (excellence) as a result of the decision by the examination committee, although these are rare.

A typical undergraduate paper or essay might be forty pages. Master's theses are approximately one hundred pages. PhD theses are usually over two hundred pages. This may vary greatly by discipline, program, college, or university. However, normally the required minimum study period is primarily depending on the complexity or quality of research requirements.

Theses Canada acquires and preserves a comprehensive collection of Canadian theses at Library and Archives Canada[image: External link]' (LAC) through partnership with Canadian universities who participate in the program.[13]
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 Croatia




At most university faculties[image: External link] in Croatia, a degree is obtained by defending a thesis after having passed all the classes specified in the degree programme. In the Bologna[image: External link] system, the bachelor's thesis, called završni rad (literally "final work" or "concluding work") is usually defended after 3 years of study and is about 30 pages long. Most students with bachelor's degrees continue onto master's programmes which end with a thesis called diplomski rad. The term dissertation is used for a doctoral degree paper (doktorska disertacija).


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Czech Republic




In the Czech Republic, higher education is completed by passing all classes remaining to the educational compendium for given degree and defending a thesis. For bachelors[image: External link] programme the thesis is called bakalářská práce (bachelors thesis), for master's degrees and also doctor of medicine or dentistry degrees it is the diplomová práce (master's thesis), and for Philosophiae doctor (PhD.) degree it is dissertation dizertační práce. Thesis for so called Higher-Professional School (Vyšší odborná škola, VOŠ) is called absolventská práce.
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 Finland




The following types of thesis are used in Finland (names in Finnish/Swedish):


	
Kandidaatintutkielma/kandidatavhandling is the dissertation associated with lower-level academic degrees (bachelor's degree), and at universities of applied science[image: External link].

	
Pro gradu(-tutkielma)/(avhandling )pro gradu, colloquially referred to simply as 'gradu', is the dissertation for master's degrees[image: External link], which make up the majority of degrees conferred in Finland, and this is therefore the most common type of thesis submitted in the country. The equivalent for engineering and architecture students is diplomityö/diplomarbete.

	The highest-level theses are called lisensiaatintutkielma/licentiatavhandling and (tohtorin)väitöskirja/doktorsavhandling, for licentiate[image: External link] and doctoral[image: External link] degrees, respectively.




[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 France




In France, the academic dissertation or thesis is called a thèse and it is reserved for the final work of doctoral candidates. The minimum page length is generally (and not formally) 100 pages (or about 400,000 characters), but is usually several times longer (except for technical theses and for "exact sciences" such as physics and maths).

To complete a master's degree in research, a student is required to write a mémoire[image: External link], the French equivalent of a master's thesis in other higher education systems.

The word dissertation in French is reserved for shorter (1,000–2,000 words), more generic academic treatises.

The defense is called a soutenance.
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 Germany




In Germany, an academic thesis is called Abschlussarbeit or, more specifically, the basic name of the degree complemented by -arbeit (e.g., Diplomarbeit, Masterarbeit, Doktorarbeit). For bachelor's and master's degrees, the name can alternatively be complemented by -thesis instead (e.g., Bachelorthesis).

Length is often given in page count and depends upon departments, faculties, and fields of study. A bachelor's thesis is often 40–60 pages long, a diploma thesis and a master's thesis usually 60–100. The required submission for a doctorate is called a Dissertation or Doktorarbeit. The submission for a Habilitation[image: External link], which is an academic qualification, not an academic degree, is called Habilitationsschrift, not Habilitationsarbeit. PhD by publication is becoming increasingly common in many fields of study[citation needed[image: External link]].

A doctoral degree is often earned with multiple levels of a Latin honors[image: External link] remark for the thesis ranging from summa cum laude (best) to rite (duly). A thesis can also be rejected with a Latin remark (non-rite, non-sufficit or worst as sub omni canone). Bachelor's and master's theses receive numerical grades[image: External link] from 1.0 (best) to 5.0 (failed).
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 India




In India the thesis defense is called a viva voce ( Latin[image: External link] for "by live voice") examination (viva in short). Involved in the viva are two examiners and the candidate. One examiner is an academic from the candidate's own university department (but not one of the candidate's supervisors) and the other is an external examiner[image: External link] from a different university.[14]

In India, PG Qualifications such as MSc Physics accompanies submission of dissertation in Part I and submission of a Project (a working model of an innovation) in Part II. Engineering qualifications such as Diploma, BTech or B.E., MTech or M.Des also involves submission of dissertation. In all the cases, the dissertation can be extended for summer internship at certain research and development[image: External link] organizations or also as PhD synopsis.
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 Indonesia




In Indonesia, the term thesis is used specifically to refer to master's theses. The undergraduate thesis is called skripsi, while the doctoral dissertation is called disertasi. In general, those three terms are usually called as tugas akhir (final assignment), which is mandatory for the completion of a degree. Undergraduate students usually begin to write their final assignment in their third, fourth or fifth enrollment year, depends on the requirements of their respective disciplines and universities. In some universities, students are required to write a proposal skripsi, proposal thesis or thesis proposal before they could write their final assignment. If the thesis proposal is considered to fulfill the qualification by the academic examiners, students then may proceed to write their final assignment.
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In Italy there are normally three types of thesis. In order of complexity: one for the Laurea (equivalent to the UK Bachelor's Degree), another one for the Laurea Magistrale (equivalent to the UK Master's Degree) and then a thesis to complete the Dottorato di Ricerca (PhD). Thesis requirements vary greatly between degrees and disciplines, ranging from as low as 3–4 ECTS credits to more than 30. Thesis work is mandatory for the completion of a degree.
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Malaysian universities often follow the British model for dissertations and degrees. However, a few universities follow the United States model for theses and dissertations. Some public universities have both British and US style PhD programmes. Branch campuses of British, Australian and Middle East universities in Malaysia use the respective models of the home campuses.
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In Pakistan, at undergraduate level the thesis is usually called final year project, as it is completed in the senior year of the degree, the name project usually implies that the work carried out is less extensive than a thesis and bears lesser credit hours too. The undergraduate level project is presented through an elaborate written report and a presentation to the advisor, a board of faculty members and students. At graduate level however, i.e. in MS, some universities allow students to accomplish a project of 6 credits or a thesis of 9 credits, at least one publication [citation needed[image: External link]] is normally considered enough for the awarding of the degree with project and is considered mandatory for the awarding of a degree with thesis. A written report and a public thesis defense is mandatory, in the presence of a board of senior researchers, consisting of members from an outside organization or a university. A PhD candidate is supposed to accomplish extensive research work to fulfill the dissertation requirements with international publications being a mandatory requirement. The defense of the research work is done publicly.
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 Philippines




In the Philippines, an academic thesis is named by the degree, such as bachelor/undergraduate thesis or masteral thesis. However, in Philippine English[image: External link], the term doctorate is typically replaced with doctoral (as in the case of "doctoral dissertation"), though in official documentation the former is still used. The terms thesis and dissertation are commonly used interchangeably in everyday language yet it generally understood that a thesis refers to bachelor/undergraduate and master academic work while a dissertation is named for doctorate work.

The Philippine system is influenced by American collegiate system, in that it requires a research project to be submitted before being allowed to write a thesis. This is mostly given as a prerequisite writing course to the actual thesis and is accomplished in the term period before; supervision is provided by one professor assigned to a class. This is later to be presented in front of an academic panel, often the entire faculty of an academic department, with their recommendations contributing to the acceptance, revision, or rejection of the initial topic. In addition, the presentation of the research project will help the candidate choose their primary thesis adviser.

An undergraduate thesis is completed in the final year of the degree alongside existing seminar (lecture) or laboratory courses, and is often divided into two presentations: proposal and thesis presentations (though this varies across universities), whereas a master thesis or doctorate dissertation is accomplished in the last term alone and is defended once. In most universities, a thesis is required for the bestowment of a degree to a candidate alongside a number of units earned throughout their academic period of stay, though for practice and skills-based degrees a practicum and a written report can be achieved instead. The examination board often consists of 3 to 5 examiners, often professors in a university (with a Masters or PhD degree) depending on the university's examination rules. Required word length, complexity, and contribution to scholarship varies widely across universities in the country.


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Poland




In Poland, a bachelor's degree usually requires a praca licencjacka (bachelor's thesis) or the similar level degree in engineering requires a praca inżynierska (engineer's thesis/bachelor's thesis), the master's degree requires a praca magisterska (master's thesis). The academic dissertation for a PhD is called a dysertacja or praca doktorska. The submission for the Habilitation[image: External link] is called praca habilitacyjna" or dysertacja habilitacyjna". Thus the term dysertacja is reserved for PhD and Habilitation degrees. All the theses need to be "defended" by the author during a special examination for the given degree. Examinations for PhD and Habilitation degrees are public.
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 Portugal and Brazil




In Portugal and Brazil, a dissertation (dissertação) is required for completion of a master or PhD degree. The defense is done in a public presentation in which teachers, students, and the general public can participate. For the PhD a thesis (tese) is presented for defense in a public exam. The exam typically extends over 3 hours. The examination board typically involves 5 to 6 scholars (including the advisor) or other experts with a PhD degree (generally at least half of them must be external to the university where the candidate defends the thesis, but may depend on the University). Each university / faculty defines the length of these documents, but typical numbers of pages are around 60–80 for MSc and 150–250 for PhD.
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 Russia, Kazakhstan, Belarus, Ukraine




In Russia, Kazakhstan, Belarus, and Ukraine an academic dissertation or thesis is called what can be literally translated as a "master's degree work" (thesis), whereas the word dissertation is reserved for doctoral theses (Candidate of Sciences[image: External link]). To complete a master's degree, a student is required to write a thesis and to then defend the work publicly. Length of this manuscript usually is given in page count and depends upon educational institution, its departments, faculties, and fields of study[citation needed[image: External link]]
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 Slovenia




At universities in Slovenia, an academic thesis called diploma thesis is a prerequisite for completing undergraduate studies. The thesis used to be 40–60 pages long, but has been reduced to 20–30 pages in new Bologna process[image: External link] programmes. To complete Master's studies, a candidate must write magistrsko delo (Master's thesis) that is longer and more detailed than the undergraduate thesis. The required submission for the doctorate is called doktorska disertacija (doctoral dissertation). In pre Bologna programmes students were able to skip the preparation and presentation of a Master's thesis and continue straightforward towards doctorate.
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 Slovakia




In Slovakia, higher education is completed by defending a thesis, which is called bachelors thesis "bakalárska práca" for bachelors programme, master's thesis or "diplomová práca" for master's degrees and also doctor of medicine or dentistry degrees and dissertation "dizertačná práca" for Philosophiae doctor (PhD.) degree.
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 Sweden




In Sweden, there are different types of theses. Practices and definitions vary between fields but commonly include the C thesis/Bachelor thesis, which corresponds to 15 HP or 10 weeks of independent studies, D thesis/'/ Magister[image: External link]/one year master's thesis, which corresponds to 15 HP or 10 weeks of independent studies and E Thesis/two-year master's thesis, which corresponds to 30 HP or 20 weeks of independent studies. After that there are two types of post graduate degrees, Licentiate dissertation and PhD dissertation. A licentiate degree is approximately "half a PhD" in terms of size and scope of the thesis. Swedish PhD studies should in theory last for four years, including course work and thesis work, but as many PhD students also teach, the PhD often takes longer to complete.
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 United Kingdom




Outside the academic community, the terms thesis and dissertation are interchangeable. At universities in the United Kingdom, the term thesis is usually associated with PhD/ EngD[image: External link] ( doctoral[image: External link]) and research master's degrees, while dissertation is the more common term for a substantial project submitted as part of a taught master's degree or an undergraduate degree[image: External link] (e.g. BA[image: External link], BSc, BMus[image: External link], BEd, BEng[image: External link] etc.).

Thesis word lengths may differ by faculty/department and are set by individual universities.

A wide range of supervisory arrangements can be found in the British academy, from single supervisors (more usual for undergraduate and Masters level work) to supervisory teams of up to three supervisors. In teams, there will often be a Director of Studies, usually someone with broader experience (perhaps having passed some threshold of successful supervisions). The Director may be involved with regular supervision along with the other supervisors, or may have more of an oversight role, with the other supervisors taking on the more day-to-day responsibilities of supervision.
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In some U.S. doctoral programs, the "dissertation" can take up the major part of the student's total time spent (along with two or three years of classes), and may take years of full-time work to complete.[15] At most universities, dissertation is the term for the required submission for the doctorate, and thesis refers only to the master's degree requirement.

Thesis is also used to describe a cumulative project for a bachelor's degree, and is more common at selective colleges and universities, or for those seeking admittance to graduate school or to obtain an honors[image: External link] academic designation. These are called "senior projects" or "senior theses;" they are generally done in the senior year near graduation after having completed other courses, the independent study period, and the internship or student teaching period (the completion of most of the requirements before the writing of the paper ensures adequate knowledge and aptitude for the challenge). Unlike a dissertation or master's thesis, they are not as long, they do not require a novel contribution to knowledge, or even a very narrow focus on a set subtopic. Like them, they can be lengthy and require months of work, they require supervision by at least one professor adviser, they must be focused on a certain area of knowledge, and they must use an appreciable amount of scholarly citations. They may or may not be defended before a committee, but usually are not; there is generally no preceding examination before the writing of the paper, except for at very few colleges. Because of the nature of the graduate thesis or dissertation having to be more narrow and more novel, the result of original research, these usually have a smaller proportion of the work that is cited from other sources, though the fact that they are lengthier may mean they still have total citations.

Specific undergraduate courses, especially writing-intensive courses or courses taken by upperclassmen, may also require one or more extensive written assignments referred to variously as theses, essays, or papers. Increasingly, high schools are requiring students to complete a senior project or senior thesis on a chosen topic during the final year as a prerequisite for graduation.[16] The extended essay[image: External link] component of the International Baccalaureate Diploma Programme[image: External link], offered in a growing number of American high schools, is another example of this trend.

Generally speaking, a dissertation is judged as to whether or not it makes an original and unique contribution to scholarship. Lesser projects (a master's thesis, for example) are judged by whether or not they demonstrate mastery of available scholarship in the presentation of an idea.[ dubious[image: External link] – discuss[image: External link]]

The required complexity or quality of research of a thesis may vary significantly among universities or programs.
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One of the requirements for certain advanced degrees is often an oral examination (a.k.a. viva voce examination or just viva). This examination normally occurs after the dissertation is finished but before it is submitted to the university, and may comprise a presentation by the student and questions posed by an examining committee or jury. In North America, an initial oral examination in the field of specialization may take place just before the student settles down to work on the dissertation. An additional oral exam may take place after the dissertation is completed and is known as a thesis or dissertation "defense," which at some universities may be a mere formality and at others may result in the student being required to make significant revisions. In the UK and certain other English-speaking countries, an oral examination is called a viva voce.
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 Examination results




The result of the examination may be given immediately following deliberation by the examiners (in which case the candidate may immediately be considered to have received his or her degree), or at a later date, in which case the examiners may prepare a defense report that is forwarded to a Board or Committee of Postgraduate Studies, which then officially recommends the candidate for the degree.

Potential decisions (or "verdicts") include:


	Accepted/pass with no corrections.




	The thesis is accepted as presented. A grade may be awarded, though in many countries PhDs are not graded at all, and in others only one of the theoretically possible grades (the highest) is ever used in practice.[17]





	The thesis must be revised.




	Revisions (for example, correction of numerous grammatical or spelling errors; clarification of concepts or methodology; addition of sections) are required. One or more members of the jury or the thesis supervisor will make the decision on the acceptability of revisions and provide written confirmation that they have been satisfactorily completed. If, as is often the case, the needed revisions are relatively modest, the examiners may all sign the thesis with the verbal understanding that the candidate will review the revised thesis with his or her supervisor before submitting the completed version.




	Extensive revision required.




	The thesis must be revised extensively and undergo the evaluation and defense process again from the beginning with the same examiners. Problems may include theoretical or methodological issues. A candidate who is not recommended for the degree after the second defense must normally withdraw from the program.




	Unacceptable.




	The thesis is unacceptable and the candidate must withdraw from the program.




	This verdict is given only when the thesis requires major revisions and when the examination makes it clear that the candidate is incapable of making such revisions.



At most North American institutions the latter two verdicts are extremely rare, for two reasons. First, to obtain the status of doctoral candidates, graduate students typically write a qualifying examination or comprehensive examination, which often includes an oral defense. Students who pass the qualifying examination are deemed capable of completing scholarly work independently and are allowed to proceed with working on a dissertation. Second, since the thesis supervisor (and the other members of the advisory committee) will normally have reviewed the thesis extensively before recommending the student proceed to the defense, such an outcome would be regarded as a major failure not only on the part of the candidate but also by the candidate's supervisor (who should have recognized the substandard quality of the dissertation long before the defense was allowed to take place). It is also fairly rare for a thesis to be accepted without any revisions; the most common outcome of a defense is for the examiners to specify minor revisions (which the candidate typically completes in a few days or weeks).

On the other hand, at universities on the British pattern it is not uncommon for theses to be failed at the viva stage,[citation needed[image: External link]] in which case either a major rewrite is required, followed by a new viva, or the thesis may be awarded the lesser degree of M.Phil (Master of Philosophy[image: External link]) instead, preventing the candidate from resubmitting the thesis.
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 Australia




In Australia, doctoral theses are usually examined by three examiners although some, like the Australian Catholic University and the University of New South Wales, have shifted to using only two examiners; without a live defense except in extremely rare exceptions. In the case of a master's degree by research the thesis is usually examined by only two examiners. Typically one of these examiners will be from within the candidate's own department; the other(s) will usually be from other universities and often from overseas. Following submission of the thesis, copies are sent by mail to examiners and then reports sent back to the institution.

Similar to a master's degree by research thesis, a thesis for the research component of a master's degree by coursework is also usually examined by two examiners, one from the candidate's department and one from another university. For an Honours year, which is a fourth year in addition to the usual three-year bachelor's degree, the thesis is also examined by two examiners, though both are usually from the candidate's own department. Honours and Master's by coursework theses do not require an oral defense before they are accepted.
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 Germany




In Germany, a thesis is usually examined with an oral examination. This applies to almost all Diplom[image: External link], Magister[image: External link], master's and doctoral degrees as well as to most bachelor's degrees. However, a process that allows for revisions of the thesis is usually only implemented for doctoral degrees.

There are several different kinds of oral examinations used in practice. The Disputation, also called Verteidigung ("defense"), is usually public (at least to members of the university) and is focused on the topic of the thesis. In contrast, the Rigorosum is not held in public and also encompasses fields in addition to the topic of the thesis. The Rigorosum is only common for doctoral degrees. Another term for an oral examination is Kolloquium, which generally refers to a usually public scientific discussion and is often used synonymously with Verteidigung.

In each case, what exactly is expected differs between universities and between faculties. Some universities also demand a combination of several of these forms.
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 Malaysia




Like the British model, the PHD or MPhil student is required to submit their theses or dissertation for examination by two or three examiners. The first examiner is from the university concerned, the second examiner is from another local university and the third examiner is from a suitable foreign university (usually from Commonwealth countries). The choice of examiners must be approved by the university senate. In some public universities, a PhD or MPhil candidate may also have to show a number publications in peer reviewed academic journals as part of the requirement. An oral viva is conducted after the examiners have submitted their reports to the university. The oral viva session is attended by the Oral Viva chairman, a rapporteur with a PhD qualification, the first examiner, the second examiner and sometimes the third examiner.

Branch campuses of British, Australian and Middle East universities in Malaysia use the respective models of the home campuses to examine their PhD or MPhil candidates.
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 Philippines




In the Philippines, a thesis is followed by an oral defense. In most universities, this applies to all bachelor, master, and doctorate degrees. However, the oral defense is held in once per semester (usually in the middle or by the end) with a presentation of revisions (so-called "plenary presentation") at the end of each semester. The oral defense is typically not held in public for bachelor and master oral defenses, however a colloquium is held for doctorate degrees.
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 Portugal




In Portugal, a thesis is examined with an oral defense, which includes an initial presentation by the candidate followed by an extensive questioning/answering period. Typical duration for the total exam is 1 hour 30 minutes for the MSc and 3 hours for the PhD.
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 North America




In North America, the thesis defense or oral defense is the final examination for doctoral[image: External link] candidates, and sometimes for master's candidates.

The examining committee normally consists of the thesis committee, usually a given number of professors mainly from the student's university plus his or her primary supervisor, an external examiner[image: External link] (someone not otherwise connected to the university), and a chair person. Each committee member will have been given a completed copy of the dissertation prior to the defense, and will come prepared to ask questions about the thesis itself and the subject matter. In many schools, master's thesis defenses are restricted to the examinee and the examiners, but doctoral defenses are open to the public.

The typical format will see the candidate giving a short (20–40-minute) presentation of his or her research, followed by one to two hours of questions.

At some U.S. institutions, a longer public lecture (known as a "thesis talk" or "thesis seminar") by the candidate will accompany the defense itself, in which case only the candidate, the examiners, and other members of the faculty may attend the actual defense.
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 Russia and Ukraine




A student in Ukraine or Russia has to complete a thesis and then defend it in front of their department. Sometimes the defense meeting is made up of the learning institute's professionals, and sometimes the students peers are allowed to view or join in. After the presentation and defense of the thesis, the final conclusion of the department should be that none of them have reservations on the content and quality of the thesis.

A conclusion on the thesis has to be approved by the rector of the educational institute. This conclusion (final grade so to speak) of the thesis can be defended/argued not only in the thesis council at, but also in any other thesis council of Russia or Ukraine.
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 Spain




The Diploma de estudios avanzados[image: External link] (DEA) can last two years and candidates must complete coursework and demonstrate their ability to research the specific topics they have studied. After completing this part of the PhD, students begin a dissertation on a set topic. The dissertation must reach a minimum length depending on the subject and it is valued more highly if it contains field research. Once candidates have finished their written dissertations, they must present them before a committee. Following this presentation, the examiners will ask questions.
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 United Kingdom, Ireland and Hong Kong




In Hong Kong, Ireland and the United Kingdom, the thesis defense is called a viva voce ( Latin[image: External link] for "by live voice") examination (viva for short). A typical viva lasts for approximately 3 hours, though there is no formal time limit. Involved in the viva are two examiners and the candidate. Usually, one examiner is an academic from the candidate's own university department (but not one of the candidate's supervisors) and the other is an external examiner[image: External link] from a different university. Increasingly, the examination may involve a third academic, the 'chair'; this person, from the candidate's institution, acts as an impartial observer with oversight of the examination process to ensure that the examination is fair. The 'chair' does not ask academic questions of the candidate.[18]

In the United Kingdom, there are only two or at most three examiners, and in many universities the examination is held in private. The candidate's primary supervisor is not permitted to ask or answer questions during the viva, and their presence is not necessary. However, some universities permit members of the faculty or the university to attend. At the University of Oxford, for instance, any member of the University may attend a DPhil viva (the University's regulations require that details of the examination and its time and place be published formally in advance) provided he or she attends in full academic dress.[19]
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 Submission of the thesis




A submission of the thesis is the last formal requirement for most students after the defense. By the final deadline[image: External link], the student must submit a complete copy of the thesis to the appropriate body within the accepting institution, along with the appropriate forms, bearing the signatures of the primary supervisor, the examiners, and, in some cases, the head of the student's department. Other required forms may include library authorizations (giving the university library permission to make the thesis available as part of its collection) and copyright[image: External link] permissions (in the event that the student has incorporated copyrighted materials in the thesis). Many large scientific publishing houses (e.g. Taylor & Francis[image: External link], Elsevier[image: External link]) use copyright agreements that allow the authors to incorporate their published articles into dissertations without separate authorization.

Failure to submit the thesis by the deadline may result in graduation (and granting of the degree) being delayed. At most U.S. institutions, there will also be various fees (for binding, microfilming, copyright registration, and the like), which must be paid before the degree will be granted.

Once all the paperwork is in order, copies of the thesis may be made available in one or more university libraries[image: External link]. Specialist abstracting services exist to publicize the content of these beyond the institutions in which they are produced. Many institutions now insist on submission of digitized as well as printed copies of theses; the digitized versions of successful theses are often made available online.
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Doctoral Advisor






A doctoral advisor (also dissertation director or dissertation advisor) is an advanced member of a university[image: External link] faculty[image: External link] whose role is to guide graduate students[image: External link] who are candidates for a doctorate[image: External link], helping them select coursework, as well as shaping, refining and directing the students' choice of sub- discipline[image: External link] in which they will be examined or on which they will write a dissertation[image: External link].[1] Students generally choose advisors based on their areas of interest within their discipline, their desire to work closely with particular graduate faculty, and the willingness and availability of those faculty to work with them.

In some countries, the student's advisor serves as the chair of the doctoral examination or dissertation committees. In some cases, though, the person who serves those roles may be different from the faculty member who has most closely advised the student. For instance, in the Dutch academic system[image: External link], only full professors (hoogleraren) may chair doctoral examinations, so students who have been advised by lower-ranked faculty members will have a full professor as their official advisor (or promotor) and their actual advisor as co-promotor.[2] In other countries, such as Spain, the doctoral advisor has the role of a mentor, but is not allowed to form part of the examination committee. This is a body of 5 experts independently selected by the rectorate among 10 candidates proposed by the university's department.

An academic genealogy[image: External link] may be traced based on student's doctoral advisors, going up and down the lines of academic "descent" in a manner analogous to a traditional genealogy[image: External link].
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Frank Lauren Hitchcock






Frank Lauren Hitchcock (March 6, 1875 – May 31, 1957) was an American[image: External link] mathematician and physicist[image: External link] known for his formulation of the transportation problem[image: External link] in 1941.
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 Academic life




Frank did his preparatory study at Phillips Andover Academy[image: External link]. He entered Harvard University[image: External link] and completed his bachelor's degree in 1896. Then he began teaching, first in Paris[image: External link] and at Kenyon College[image: External link] in Gambier, Ohio[image: External link]. From 1904 to 1906 he taught chemistry[image: External link] at North Dakota State University[image: External link], Fargo[image: External link].

Hitchcock returned to Massachusetts and began to teach at Massachusetts Institute of Technology and study at the graduate level at Harvard. In 1910 he obtained a Ph.D. with a thesis entitled, Vector Functions of a Point. Hitchcock stayed at MIT until retirement, publishing his analysis of optimal distribution in 1941.
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 Personal life




Frank Hitchcock was descended from New England[image: External link] forebears. His mother was Susan Ida Porter (b. January 1, 1848, Middlebury[image: External link], Vermont[image: External link]) and his father was Elisha Pike Hitchcock. His parents married on June 27, 1866. Frank was born March 6, 1875, in New York City[image: External link].[1]

He had two sisters, Mary E. Hitchcock and Viola M. Hitchcock, and two brothers, George P. Hitchcock and Ernest Van Ness Hitchcock. Although Frank was born in New York City, he was raised in Pittsford[image: External link], Vermont[image: External link].

Frank married Margaret Johnson Blakely (d. May 22, 1925) in Paris[image: External link], France on May 25, 1899. They had three children, Lauren Blakely (b. March 18, 1900), John Edward (b. January 28, 1906, d. July 26, 1909), and George Blakely, January 12, 1910. At the time of his death Frank had 11 grandchildren and 6 great-grandsons.
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Danny Hillis






William Daniel "Danny" Hillis (born September 25, 1956) is an American inventor, engineer, mathematician, entrepreneur, and author. He co-founded Thinking Machines Corporation[image: External link], a company that developed the Connection Machine[image: External link], a parallel[image: External link] supercomputer designed by Hillis at MIT[image: External link]. He is also co-founder of the Long Now Foundation[image: External link], Applied Minds[image: External link], Metaweb Technologies[image: External link], Applied Proteomics, and author of The Pattern on the Stone: The Simple Ideas That Make Computers Work[image: External link]. He is Judge Widney Professor of Engineering and Medicine at the University of Southern California.[1]
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 Early life




Hillis was born in Baltimore[image: External link], Maryland[image: External link] in 1956. His father, William Hillis, was a US Air Force[image: External link] epidemiologist[image: External link] studying hepatitis[image: External link] in Africa and relocated with his family through Rwanda[image: External link], Burundi[image: External link], Republic of the Congo[image: External link], and Kenya[image: External link]. He spent a brief part of his childhood in Calcutta[image: External link], India when his father was a visiting faculty at ISI, Calcutta[image: External link].[2] During these years the young Hillis was home schooled[image: External link] by his mother Argye Briggs Hillis, a biostatistician[image: External link],[3] and developed an early appreciation for mathematics and biology[image: External link].[4] His younger brother is David Hillis[image: External link], a professor of evolutionary biology[image: External link] at the University of Texas at Austin[image: External link], and his sister is Argye E. Hillis, a professor of neurology[image: External link] at Johns Hopkins University[image: External link].[5]
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 Education and research




In 1978 Hillis graduated from MIT[image: External link] with a BS degree in mathematics, followed in 1981 with an MS degree in Electrical Engineering and Computer Science[image: External link] (EECS), specializing in robotics[image: External link].[6]

During this time Hillis worked at the MIT Logo[image: External link] Laboratory developing computer hardware and software for children. He designed computer-oriented toys and games for the Milton Bradley Company[image: External link], and co-founded Terrapin Software – a producer of computer software for elementary schools. He also built a digital computer composed of Tinkertoys[image: External link] that is on display at the Museum of Science, Boston[image: External link].[7]

Hillis' major research, however, was into parallel computing[image: External link]. Hillis designed the Connection Machine[image: External link], a parallel supercomputer; in 1983 Hillis co-founded Thinking Machines Corporation[image: External link] to produce and market supercomputers based on this design. In 1985, continuing this research, Hillis received a PhD in EECS[image: External link] from MIT[image: External link] under doctoral advisers Gerald Jay Sussman[image: External link], Marvin Minsky and Claude Shannon. The thesis won the ACM Distinguished Dissertation prize for 1985.
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 Thinking Machines




Main article: Thinking Machines Corporation[image: External link]


Hillis co-founded Thinking Machines Corporation in 1983 while doing his doctoral work at MIT. The company was to develop Hillis' Connection Machine[image: External link] design into commercial parallel supercomputers, and to explore computational pathways to building artificial intelligence. Hillis' ambitions are represented by the company's motto: "We're building a machine that will be proud of us," and Hillis' parallel architecture was to be the main component for this task:


Clearly, the organizing principle of the brain is parallelism. It's using massive parallelism. The information is in the connection between a lot of very simple parallel units working together. So if we built a computer that was more along that system of organization, it would likely be able to do the same kinds of things the brain does.[8]



At Thinking Machines Corporation, Hillis built a technical team with many people that would later become leaders in science and industry including Brewster Kahle[image: External link], Guy Steele[image: External link], Sydney Brenner[image: External link], David Waltz[image: External link], Jack Schwartz[image: External link], Stephen Wolfram[image: External link], and Eric Lander[image: External link]. He even recruited Richard Feynman to spend his summers there. In 1990, Thinking Machines was the market leader in parallel supercomputers, with sales of about $65 million.[9]
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 Disney Imagineering




During 1994, however, Thinking Machines filed for bankruptcy. In 1996, after a short stint as a professor at the MIT Media Lab[image: External link], Hillis joined The Walt Disney Company[image: External link] full-time in the newly created role of Disney Fellow and Vice President, Research and Development, Walt Disney Imagineering[image: External link], which Hillis claimed was an early ambition of his:


I've wanted to work at Disney ever since I was a child... I remember listening to Walt Disney[image: External link] on television describing the 'Imagineers' who designed Disneyland. I decided then that someday I would be an Imagineer. Later, I became interested in a different kind of magic – the magic of computers. Now I finally have the perfect job – bringing computer magic into Disney.[10]



At Disney, Hillis developed new technologies as well as business strategies for Disney's theme parks, television, motion pictures, Internet and consumer products businesses. He also designed new theme park rides, a full sized walking robot dinosaur and various micro mechanical devices.[11]
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 Applied Minds




Main articles: Applied Minds[image: External link] and Metaweb[image: External link]


Hillis left Disney in 2000, taking with him Bran Ferren[image: External link], President of the Walt Disney Imagineering, R&D Creative Technologies division. Together, Ferren and Hillis founded Applied Minds[image: External link], a company aimed at providing technology and consulting services to firms in an array of industries, including aerospace, electronics, and toys. In July 2005, Hillis and others from Applied Minds initiated Metaweb[image: External link] Technologies, Inc. to develop a semantic data storage infrastructure for the Internet, and Freebase[image: External link], an "open, shared database of the world's knowledge". When Metaweb was acquired by Google[image: External link], the technology became the basis of Google’s Knowledge Graph[image: External link].[12] Hillis, together with Dr. David B. Agus, cofounded a spinoff of Applied Minds called Applied Proteomics Inc which designed and prototyped a machine that measures the level of proteins in the blood for medical diagnosis.[13]

Hillis’ work with Agus on cancer led to the founding of the University of Southern California Physical Sciences-Oncology Center (USC PS-OC), funded by the National Cancer Institute (NCI). Hillis is the principal investigator of this program.
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 The Long Now Foundation and the Clock of the Long Now




Main article: Long Now Foundation[image: External link]


In 1993, with Thinking Machines facing its demise, Hillis wrote about long-term thinking and suggested a project to build a clock designed to function for millennia:


When I was a child, people used to talk about what would happen by the year 2000. Now, thirty years later, they still talk about what will happen by the year 2000. The future has been shrinking by one year per year for my entire life. I think it is time for us to start a long-term project that gets people thinking past the mental barrier of the Millennium[image: External link]. I would like to propose a large (think Stonehenge[image: External link]) mechanical clock, powered by seasonal temperature changes. It ticks once a year, bongs once a century, and the cuckoo comes out every millennium.



This clock became the Clock of the Long Now[image: External link], a name coined by the songwriter and composer, Brian Eno[image: External link]. Hillis wrote an article for Wired magazine[image: External link] suggesting a clock that would last over 10,000 years. The project led directly to the founding of the Long Now Foundation[image: External link] in 1996 by Hillis and others, including Stewart Brand[image: External link], Brian Eno, Esther Dyson[image: External link], and Mitch Kapor[image: External link].
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 Philosophy of mind




Hillis asserts that parallelism itself is approximately the main ingredient of intelligence; that there is not anything else required to make a mind result from a distributed network of processors. Hillis believes that


...intelligence is just a whole lot of little things, thousands of them. And what will happen is we'll learn about each one at a time, and as we do it, machines will be more and more like people. It will be a gradual process, and that's been happening.



This is not so different from Marvin Minsky's Society of Mind[image: External link] theory, which holds that mind is a collection of agents, each one taking care of a particular aspect of intelligence, and communicating with one another, exchanging information as required.

Some artificial intelligence theorists have other opinions – that it's not the underlying computational mode that’s crucial, but rather particular algorithms (of reasoning, memory, perception, etc.). Others argue that the right combination of "little things" is needed to give rise to the overall emergent patterns of coordinated activity that constitute real intelligence.

Hillis is one of a small number of people who have made a serious attempt to create such a "thinking machine" and his ambitions are clear:


"I'd like to find a way for consciousness to transcend human flesh. Building a thinking machine is really a search for a kind of Earthly immortality. Something much more intelligent than we can exist. Making a thinking machine is my way to reach out to that." [6]
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 "The Pattern on the Stone"




Main article: The Pattern on the Stone: The Simple Ideas That Make Computers Work[image: External link]


Hillis' 1998 popular science[image: External link] book The Pattern on the Stone attempts to explain concepts from computer science[image: External link] for laymen using simple language, metaphor and analogy. It moves from Boolean algebra[image: External link] through topics such as information theory, parallel computing[image: External link], cryptography, algorithms[image: External link], heuristics[image: External link], Turing machines[image: External link], and promising technologies such as quantum computing[image: External link] and emergent systems.


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 References






	
^ http://about.usc.edu/faculty/named-chairs-and-professorships/[image: External link]


	
^ Hillis, D. (1998) The pattern on the stone: The simple ideas that make computers work. Basic Books. ISBN 0-465-02595-1[image: External link]


	
^ Levy, Steven[image: External link] (2005-10-10). "The Mind of an Inventor"[image: External link]. Newsweek[image: External link]. Archived from the original[image: External link] on 2007-03-29. Retrieved 2007-04-29.


	
^ Lazere, Cathy A. (1998). Out of Their Minds: The Lives and Discoveries of 15 Great Computer Scientists. Springer[image: External link]. ISBN  0-387-98269-8[image: External link].


	
^ "Dr. Argye Hillis"[image: External link]. Johns Hopkins Medicine. Archived from the original[image: External link] on May 2, 2012.


	
^ a b "Dan David Prize – Dr. Daniel Hillis"[image: External link]. Archived from the original[image: External link] on December 4, 2011. Retrieved 2007-04-29.


	
^ "Retro Thing: The Tinkertoy Computer"[image: External link]. Retrieved 2009-10-15.


	
^ Kumar, Vikas (2004-08-27). "If Tomorrow Comes"[image: External link] (Reprint). Economic Times of India[image: External link]. Retrieved 2007-04-29.


	
^ "The Rise and Fall of Thinking Machines"[image: External link]. Retrieved 2012-09-02.


	
^ I've wanted to work at Disney... W. Daniel Hillis quote[image: External link] Retrieved on May 31, 2007


	
^ "Edge – The Third Culture – W. Daniel Hillis"[image: External link]. Retrieved 2008-02-16.


	
^ "Google Gives Search a Refresh"[image: External link]. Wall Street Journal.


	
^ "Applied Proteomics"[image: External link]. Applied Proteomics Inc. Retrieved March 9, 2011.







[image: TOC] TOC [image: Previous chapter] Previous 
 External links





	
Metaweb Technologies, Inc.[image: External link], a spinoff of Applied Minds

	Original Goertzel bio[image: External link]

	
Applied Minds, Inc.[image: External link] Applied Minds LLC

	Applied Proteomics, Inc.[image: External link]

	The Long Now Foundation[image: External link]

	John Battelle's Searchblog: A Morning with Danny Hillis[image: External link]

	
Hillis's Biography[image: External link] at The Long Now Foundation[image: External link]


	
Hillis's Biography[image: External link] at Edge.org[image: External link]


	
The Rise and Fall of Thinking Machines Corporation[image: External link], Inc. Magazine[image: External link], September 1995

	
Video snippet of Hillis[image: External link] in 1993 Nova program discussing superstar physicist friend Richard Feynman and asking "Why does spaghetti break in three pieces?"[image: External link]


	2002 Dan David Prize laureate[image: External link]

	
Danny Hillis[image: External link] at TED[image: External link]






Categories[image: External link]:

	1956 births[image: External link]

	Living people[image: External link]

	Writers from Baltimore[image: External link]

	Computer designers[image: External link]

	Massachusetts Institute of Technology alumni[image: External link]

	Grace Murray Hopper Award laureates[image: External link]

	Fellows of the Association for Computing Machinery[image: External link]

	Wikimedia Foundation Advisory Board members[image: External link]

	Hertz Foundation Graduate Fellows[image: External link]

	Members of the United States National Academy of Engineering[image: External link]

	American transhumanists[image: External link]
















This page was last edited on 4 June 2017, at 00:22.




	This text is based on the Wikipedia article Danny Hillis: https://en.wikipedia.org/wiki/Danny_Hillis [image: External link] which is released under the Creative Commons Attribution-ShareAlike 3.0 Unported License available online at: http://creativecommons.org/licenses/by-sa/3.0/legalcode [image: External link]

List of authors: https://tools.wmflabs.org/xtools/wikihistory/wh.php?page_title=Danny_Hillis [image: External link]












Back to main article 



Contents




	1 Biography

	2 Awards

	3 Quotes

	4 Patents

	5 Publications

	6 See also

	7 References

	8 External links





Ivan Sutherland






For other people named Ivan Sutherland, see Ivan Sutherland (disambiguation)[image: External link].

Ivan Edward Sutherland (born May 16, 1938)[1] is an American computer scientist[image: External link] and Internet pioneer[image: External link], widely regarded as the "father of computer graphics."[2] His early work in computer graphics[image: External link] as well as his teaching[image: External link] with David C. Evans[image: External link] in that subject at the University of Utah in the 1970s was pioneering in the field. Sutherland, Evans, and his students from that era invented several foundations of modern computer graphics. He received the Turing Award[image: External link] from the Association for Computing Machinery[image: External link] in 1988 for the invention of Sketchpad[image: External link], an early predecessor to the sort of graphical user interface[image: External link] that has become ubiquitous in personal computers. He is a member of the National Academy of Engineering[image: External link], as well as the National Academy of Sciences[image: External link] among many other major awards. In 2012 he was awarded the Kyoto Prize in Advanced Technology[image: External link] for "pioneering achievements in the development of computer graphics and interactive interfaces".[3]
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 Biography




Sutherland earned his Bachelor's degree in electrical engineering from the Carnegie Institute of Technology[image: External link] (now Carnegie Mellon University), his master's degree from Caltech[image: External link], and his Ph.D. from MIT[image: External link] in EECS[image: External link] in 1963.

He invented Sketchpad[image: External link] in 1962 while at MIT. Professor Claude Shannon signed on to supervise Sutherland’s computer drawing thesis. Among others on his thesis committee were Marvin Minsky and Steven Coons[image: External link]. Sketchpad was an innovative program that influenced alternative forms of interaction with computers. Sketchpad could accept constraints and specified relationships among segments and arcs, including the diameter of arcs. It could draw both horizontal and vertical lines and combine them into figures and shapes. Figures could be copied, moved, rotated, or resized, retaining their basic properties. Sketchpad also had the first window-drawing program and clipping algorithm, which allowed zooming. Sketchpad ran on the Lincoln TX-2[image: External link] computer and influenced Douglas Engelbart[image: External link]'s oN-Line System[image: External link]. Sketchpad, in turn, was influenced by the conceptual Memex[image: External link] as envisioned by Vannevar Bush in his influential paper "As We May Think[image: External link]".

Sutherland replaced J. C. R. Licklider[image: External link] as the head of the US Defense Department Advanced Research Project Agency[image: External link]'s Information Processing Techniques Office[image: External link] (IPTO), when Licklider returned to MIT in 1964.[4][5]

From 1965 to 1968, Sutherland was an Associate Professor of Electrical Engineering at Harvard University[image: External link]. Work with student Danny Cohen[image: External link] in 1967 led to the development of the Cohen–Sutherland[image: External link] computer graphics line clipping algorithm. In 1968, with the help of his student Bob Sproull[image: External link], he created the first virtual reality[image: External link] and augmented reality[image: External link] head-mounted display[image: External link] system, named The Sword of Damocles[image: External link].

From 1968 to 1974, Sutherland was a professor at the University of Utah[image: External link]. Among his students there were Alan Kay[image: External link], inventor of the Smalltalk[image: External link] language, Henri Gouraud[image: External link] who devised the Gouraud shading[image: External link] technique, Frank Crow[image: External link], who went on to develop antialiasing[image: External link] methods, and Edwin Catmull[image: External link], computer graphics scientist, co-founder of Pixar[image: External link] and now President of Walt Disney[image: External link] and Pixar Animation Studios.

In 1968 he co-founded Evans and Sutherland[image: External link] with his friend and colleague David C. Evans[image: External link]. The company has done pioneering work in the field of real-time hardware, accelerated 3D computer graphics[image: External link], and printer[image: External link] languages. Former employees of Evans and Sutherland included the future founders of Adobe[image: External link] (John Warnock[image: External link]) and Silicon Graphics[image: External link] (Jim Clark[image: External link]).

From 1974 to 1978 he was the Fletcher Jones Professor of Computer Science at California Institute of Technology[image: External link], where he was the founding head of that school's Computer Science department. He then founded a consulting firm, Sutherland, Sproull and Associates, which was purchased by Sun Microsystems[image: External link] to form the seed of its research division, Sun Labs.

Sutherland was a Fellow and Vice President at Sun Microsystems[image: External link]. Sutherland was a visiting scholar in the Computer Science Division at University of California, Berkeley[image: External link] (Fall 2005–Spring 2008). On May 28, 2006, Ivan Sutherland married Marly Roncken. Sutherland and Marly Roncken are leading the research in Asynchronous Systems at Portland State University[image: External link].[6]

He has two children, Juliet and Dean, and four grandchildren, Belle, Robert, William and Rose. Ivan's elder brother, Bert Sutherland, is also a prominent computer science researcher.
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Computer History Museum[image: External link] Fellow "for the Sketchpad computer-aided design system and for lifelong contributions to computer graphics and education," 2005[7]


	
R&D 100 Award, 2004 (team)[8]


	
IEEE John von Neumann Medal[image: External link], 1998[9]


	
The Franklin Institute's Certificate of Merit[image: External link], 1996

	
Association for Computing Machinery[image: External link] Fellow, 1994[10]


	
Electronic Frontier Foundation[image: External link] EFF Pioneer Award, 1994[11]


	
ACM Software System Award[image: External link], 1993[12]


	
Turing Award[image: External link], 1988[13]


	
Computerworld[image: External link] Honors Program, Leadership Award, 1987[14]


	
IEEE Emanuel R. Piore Award[image: External link], 1986[15]


	Member, United States National Academy of Sciences[image: External link], 1978[16]


	
National Academy of Engineering[image: External link] member, 1973[17]


	
National Academy of Engineering[image: External link] First Zworykin Award, 1972

	
CyberEdge Journal Virtual Reality Pioneer Award, 1996

	
Kyoto Prize 2012, in the category of advanced technology.[18]


	
National Inventors Hall of Fame Inductee 2016.[19]
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 Quotes





	"A display connected to a digital computer gives us a chance to gain familiarity with concepts not realizable in the physical world. It is a looking glass into a mathematical wonderland."[20]


	"The ultimate display would, of course, be a room within which the computer can control the existence of matter. A chair displayed in such a room would be good enough to sit in. Handcuffs displayed in such a room would be confining, and a bullet displayed in such a room would be fatal."[20]


	When asked, "How could you possibly have done the first interactive graphics program, the first non-procedural programming language, the first object oriented software system, all in one year?" Ivan replied: "Well, I didn't know it was hard."[21]


	"It’s not an idea until you write it down."[22]


	"Without the fun, none of us would go on!"[23]
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 Patents




Sutherland has more than 60 patents, including:


	US Patent 7,636,361 (2009) Apparatus and method for high-throughput asynchronous communication with flow control[image: External link]

	US Patent 7,417,993 (2008) Apparatus and method for high-throughput asynchronous communication[image: External link]

	US Patent 7,384,804 (2008) Method and apparatus for electronically aligning capacitively coupled mini-bars[image: External link]

	US patent 3,889,107 (1975) System of polygon sorting by dissection[image: External link]

	US patent 3,816,726 (1974) Computer Graphics Clipping System for Polygons[image: External link]

	US patent 3,732,557 (1973) Incremental Position-Indicating System[image: External link]

	US patent 3,684,876 (1972) Vector Computing System as for use in a Matrix Computer[image: External link]

	US patent 3,639,736 (1972) Display Windowing by Clipping[image: External link]
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SketchPad[image: External link], 2004 from "CAD software – history of CAD CAM" by CADAZZ

	Sutherland's 1963 Ph.D. Thesis from Massachusetts Institute of Technology republished in 2003 by University of Cambridge as Technical Report Number 574, Sketchpad, A Man-Machine Graphical Communication System[image: External link]. His thesis supervisor was Claude Shannon, father of information theory.

	
Duchess Chips for Process-Specific Wire Capacitance Characterization, The[image: External link], by Jon Lexau, Jonathan Gainsley, Ann Coulthard and Ivan E. Sutherland, Sun Microsystems Laboratories[image: External link] Report Number TR-2001-100, October 2001

	
Technology And Courage[image: External link] by Ivan Sutherland, Sun Microsystems Laboratories[image: External link] Perspectives Essay Series, Perspectives-96-1 (April 1996)

	
Biography[image: External link], "Ivan Sutherland" circa 1996, hosted by the Georgia Institute of Technology[image: External link] College of Computing

	
Counterflow Pipeline Processor Architecture[image: External link], by Ivan E. Sutherland, Charles E. Molnar (Charles Molnar[image: External link]), and Robert F. Sproull (Bob Sproull[image: External link]), Sun Microsystems Laboratories[image: External link] Report Number TR-94-25, April 1994

	
Oral history interview with Ivan Sutherland[image: External link] at Charles Babbage Institute[image: External link], University of Minnesota, Minneapolis. Sutherland describes his tenure as head of the Information Processing Techniques Office (IPTO) from 1963 to 1965. He discusses the existing programs as established by J. C. R. Licklider[image: External link] and the new initiatives started while he was there: projects in graphics and networking, the ILLIAC IV[image: External link], and the Macromodule program.
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Bert Sutherland






For other people named William Sutherland, see William Sutherland (disambiguation)[image: External link].

William Robert "Bert" Sutherland (born May 10, 1936),[1] older brother of Ivan Sutherland, was the longtime manager of three prominent research labs, including Sun Microsystems[image: External link] Laboratories (1992–1998), the Systems Science Laboratory at Xerox PARC[image: External link] (1975–1981), and the Computer Science Division of Bolt, Beranek and Newman[image: External link], Inc. which helped develop the ARPANET[image: External link].

In these roles, Sutherland participated in the creation of the personal computer, the technology of advanced microprocessors, the Smalltalk[image: External link] programming language, the Java programming language[image: External link] and the Internet.

Unlike traditional corporate research managers, Sutherland added individuals from fields like psychology[image: External link], cognitive science[image: External link], and anthropology[image: External link] to enhance the work of his technology staff. He also directed his scientists to take their research, like the Xerox Alto[image: External link] "personal" computer, outside of the lab to allow people to use it in a corporate setting and to observe their interaction with it.

In addition, Sutherland fostered a collaboration between the Caltech[image: External link] researchers developing techniques of very large-scale integrated circuits[image: External link] (VLSI) – his brother Ivan and Carver Mead[image: External link] – and Lynn Conway[image: External link] of his PARC staff. With PARC resources made available by Sutherland, Mead and Conway developed a textbook and university syllabus that helped expedite the development and distribution of a technology whose impact is now immeasurable.[2]

Sutherland said that a research lab is primarily a teaching institution, "teaching whatever is new so that the new can become familiar, old, and used widely."[3]

Sutherland received his Bachelor's Degree[image: External link] in Electrical Engineering[image: External link] from Rensselaer Polytechnic Institute[image: External link], and his master's degree and Ph.D. from MIT[image: External link]; his thesis advisor was Claude Shannon. During his military service in the United States Navy[image: External link], he was awarded the Legion of Merit[image: External link] as a Carrier ASW[image: External link] plane commander.
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Information Theory






Not to be confused with information science[image: External link].

Information theory studies the quantification[image: External link], storage[image: External link], and communication of information. It was originally proposed by Claude E. Shannon in 1948 to find fundamental limits on signal processing and communication operations such as data compression, in a landmark paper entitled "A Mathematical Theory of Communication". Now this theory has found applications in many other areas, including statistical inference[image: External link], natural language processing, cryptography, neurobiology[image: External link],[1] the evolution[2] and function[3] of molecular codes, model selection in ecology[image: External link],[4] thermal physics[image: External link],[5] quantum computing[image: External link], linguistics[image: External link], plagiarism detection[image: External link],[6] pattern recognition[image: External link], and anomaly detection[image: External link].[7]

A key measure in information theory is "entropy". Entropy quantifies the amount of uncertainty involved in the value of a random variable[image: External link] or the outcome of a random process[image: External link]. For example, identifying the outcome of a fair coin flip[image: External link] (with two equally likely outcomes) provides less information (lower entropy) than specifying the outcome from a roll of a die[image: External link] (with six equally likely outcomes). Some other important measures in information theory are mutual information[image: External link], channel capacity, error exponents[image: External link], and relative entropy[image: External link].

Applications of fundamental topics of information theory include lossless data compression[image: External link] (e.g. ZIP files[image: External link]), lossy data compression[image: External link] (e.g. MP3s[image: External link] and JPEGs[image: External link]), and channel coding (e.g. for digital subscriber line (DSL)[image: External link]).

The field is at the intersection of mathematics, statistics[image: External link], computer science[image: External link], physics[image: External link], neurobiology[image: External link], and electrical engineering. Its impact has been crucial to the success of the Voyager[image: External link] missions to deep space, the invention of the compact disc[image: External link], the feasibility of mobile phones[image: External link], the development of the Internet[image: External link], the study of linguistics[image: External link] and of human perception, the understanding of black holes[image: External link], and numerous other fields. Important sub-fields of information theory include source coding[image: External link], channel coding[image: External link], algorithmic complexity theory[image: External link], algorithmic information theory[image: External link], information-theoretic security, and measures of information.
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Information theory studies the transmission, processing, utilization, and extraction of information. Abstractly, information can be thought of as the resolution of uncertainty. In the case of communication of information over a noisy channel, this abstract concept was made concrete in 1948 by Claude Shannon in his paper "A Mathematical Theory of Communication", in which "information" is thought of as a set of possible messages, where the goal is to send these messages over a noisy channel, and then to have the receiver reconstruct the message with low probability of error, in spite of the channel noise. Shannon's main result, the noisy-channel coding theorem showed that, in the limit of many channel uses, the rate of information that is asymptotically achievable is equal to the channel capacity, a quantity dependent merely on the statistics of the channel over which the messages are sent.[1]

Information theory is closely associated with a collection of pure and applied disciplines that have been investigated and reduced to engineering practice under a variety of rubrics[image: External link] throughout the world over the past half century or more: adaptive systems[image: External link], anticipatory systems[image: External link], artificial intelligence, complex systems, complexity science[image: External link], cybernetics, informatics[image: External link], machine learning[image: External link], along with systems sciences of many descriptions. Information theory is a broad and deep mathematical theory, with equally broad and deep applications, amongst which is the vital field of coding theory[image: External link].

Coding theory is concerned with finding explicit methods, called codes, for increasing the efficiency and reducing the error rate of data communication over noisy channels to near the channel capacity. These codes can be roughly subdivided into data compression (source coding) and error-correction[image: External link] (channel coding) techniques. In the latter case, it took many years to find the methods Shannon's work proved were possible. A third class of information theory codes are cryptographic algorithms (both codes[image: External link] and ciphers[image: External link]). Concepts, methods and results from coding theory and information theory are widely used in cryptography and cryptanalysis. See the article ban (unit)[image: External link] for a historical application.

Information theory is also used in information retrieval[image: External link], intelligence gathering[image: External link], gambling[image: External link], statistics[image: External link], and even in musical composition[image: External link].
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 Historical background




Main article: History of information theory[image: External link]


The landmark event that established the discipline of information theory and brought it to immediate worldwide attention was the publication of Claude E. Shannon's classic paper "A Mathematical Theory of Communication" in the Bell System Technical Journal in July and October 1948.

Prior to this paper, limited information-theoretic ideas had been developed at Bell Labs, all implicitly assuming events of equal probability. Harry Nyquist's 1924 paper, Certain Factors Affecting Telegraph Speed, contains a theoretical section quantifying "intelligence" and the "line speed" at which it can be transmitted by a communication system, giving the relation W = K log m (recalling Boltzmann's constant[image: External link]), where W is the speed of transmission of intelligence, m is the number of different voltage levels to choose from at each time step, and K is a constant. Ralph Hartley[image: External link]'s 1928 paper, Transmission of Information, uses the word information as a measurable quantity, reflecting the receiver's ability to distinguish one sequence of symbols[image: External link] from any other, thus quantifying information as H = log Sn = n log S, where S was the number of possible symbols, and n the number of symbols in a transmission. The unit of information was therefore the decimal digit[image: External link], much later renamed the hartley[image: External link] in his honour as a unit or scale or measure of information. Alan Turing in 1940 used similar ideas as part of the statistical analysis of the breaking of the German second world war Enigma[image: External link] ciphers.

Much of the mathematics behind information theory with events of different probabilities were developed for the field of thermodynamics[image: External link] by Ludwig Boltzmann[image: External link] and J. Willard Gibbs[image: External link]. Connections between information-theoretic entropy and thermodynamic entropy, including the important contributions by Rolf Landauer[image: External link] in the 1960s, are explored in Entropy in thermodynamics and information theory.

In Shannon's revolutionary and groundbreaking paper, the work for which had been substantially completed at Bell Labs by the end of 1944, Shannon for the first time introduced the qualitative and quantitative model of communication as a statistical process underlying information theory, opening with the assertion that


	"The fundamental problem of communication is that of reproducing at one point, either exactly or approximately, a message selected at another point."



With it came the ideas of


	the information entropy and redundancy[image: External link] of a source, and its relevance through the source coding theorem[image: External link];

	the mutual information[image: External link], and the channel capacity of a noisy channel, including the promise of perfect loss-free communication given by the noisy-channel coding theorem;

	the practical result of the Shannon–Hartley law for the channel capacity of a Gaussian channel[image: External link]; as well as

	the bit[image: External link]—a new way of seeing the most fundamental unit of information.
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 Quantities of information




Main article: Quantities of information[image: External link]


Information theory is based on probability theory[image: External link] and statistics[image: External link]. Information theory often concerns itself with measures of information of the distributions associated with random variables. Important quantities of information are entropy, a measure of information in a single random variable[image: External link], and mutual information[image: External link], a measure of information in common between two random variables. The former quantity is a property of the probability distribution of a random variable and gives a limit on the rate at which data generated by independent samples with the given distribution can be reliably compressed. The latter is a property of the joint distribution of two random variables, and is the maximum rate of reliable communication across a noisy channel[image: External link] in the limit of long block lengths, when the channel statistics are determined by the joint distribution.

The choice of logarithmic base in the following formulae determines the unit[image: External link] of information entropy that is used. A common unit of information is the bit[image: External link], based on the binary logarithm[image: External link]. Other units include the nat[image: External link], which is based on the natural logarithm[image: External link], and the hartley[image: External link], which is based on the common logarithm[image: External link].

In what follows, an expression of the form p log p is considered by convention to be equal to zero whenever p = 0. This is justified because for any logarithmic base.
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 Entropy of an information source




Based on the probability mass function[image: External link] of each source symbol to be communicated, the Shannon entropy H, in units of bits (per symbol), is given by


	



where pi is the probability of occurrence of the i-th possible value of the source symbol. This equation gives the entropy in the units of "bits" (per symbol) because it uses a logarithm of base 2, and this base-2 measure of entropy has sometimes been called the "shannon" in his honor. Entropy is also commonly computed using the natural logarithm[image: External link] (base e[image: External link], where e is Euler's number[image: External link]), which produces a measurement of entropy in " nats[image: External link]" per symbol and sometimes simplifies the analysis by avoiding the need to include extra constants in the formulas. Other bases are also possible, but less commonly used. For example, a logarithm of base 28 = 256 will produce a measurement in bytes[image: External link] per symbol, and a logarithm of base 10 will produce a measurement in decimal digits (or hartleys) per symbol.

Intuitively, the entropy HX of a discrete random variable X is a measure of the amount of uncertainty associated with the value of X when only its distribution is known.

The entropy of a source that emits a sequence of N symbols that are independent and identically distributed[image: External link] (iid) is N·H bits (per message of N symbols). If the source data symbols are identically distributed but not independent, the entropy of a message of length N will be less than N·H.

If one transmits 1000 bits (0s and 1s), and the value of each of these bits is known to the receiver (has a specific value with certainty) ahead of transmission, it is clear that no information is transmitted. If, however, each bit is independently equally likely to be 0 or 1, 1000 shannons of information (more often called bits) have been transmitted. Between these two extremes, information can be quantified as follows. If 𝕏 is the set of all messages {x1, …, xn} that X could be, and p(x) is the probability of some , then the entropy, H, of X is defined:[8]


	



(Here, I(x) is the self-information[image: External link], which is the entropy contribution of an individual message, and 𝔼X is the expected value[image: External link].) A property of entropy is that it is maximized when all the messages in the message space are equiprobable p(x) = 1/n; i.e., most unpredictable, in which case H(X) = log n.

The special case of information entropy for a random variable with two outcomes is the binary entropy function[image: External link], usually taken to the logarithmic base 2, thus having the shannon (Sh) as unit:
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 Joint entropy




The joint entropy[image: External link] of two discrete random variables X and Y is merely the entropy of their pairing: (X, Y). This implies that if X and Y are independent[image: External link], then their joint entropy is the sum of their individual entropies.

For example, if (X, Y) represents the position of a chess piece — X the row and Y the column, then the joint entropy of the row of the piece and the column of the piece will be the entropy of the position of the piece.


	



Despite similar notation, joint entropy should not be confused with cross entropy[image: External link].
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 Conditional entropy (equivocation)




The conditional entropy[image: External link] or conditional uncertainty of X given random variable Y (also called the equivocation of X about Y) is the average conditional entropy over Y:[9]


	



Because entropy can be conditioned on a random variable or on that random variable being a certain value, care should be taken not to confuse these two definitions of conditional entropy, the former of which is in more common use. A basic property of this form of conditional entropy is that:
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 Mutual information (transinformation)




Mutual information[image: External link] measures the amount of information that can be obtained about one random variable by observing another. It is important in communication where it can be used to maximize the amount of information shared between sent and received signals. The mutual information of X relative to Y is given by:


	



where SI (Specific mutual Information) is the pointwise mutual information[image: External link].

A basic property of the mutual information is that


	



That is, knowing Y, we can save an average of I(X; Y) bits in encoding X compared to not knowing Y.

Mutual information is symmetric[image: External link]:


	



Mutual information can be expressed as the average Kullback–Leibler divergence[image: External link] (information gain) between the posterior probability distribution[image: External link] of X given the value of Y and the prior distribution[image: External link] on X:


	



In other words, this is a measure of how much, on the average, the probability distribution on X will change if we are given the value of Y. This is often recalculated as the divergence from the product of the marginal distributions to the actual joint distribution:


	



Mutual information is closely related to the log-likelihood ratio test[image: External link] in the context of contingency tables and the multinomial distribution[image: External link] and to Pearson's χ2 test[image: External link]: mutual information can be considered a statistic for assessing independence between a pair of variables, and has a well-specified asymptotic distribution.
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 Kullback–Leibler divergence (information gain)




The Kullback–Leibler divergence[image: External link] (or information divergence, information gain, or relative entropy) is a way of comparing two distributions: a "true" probability distribution[image: External link] p(X), and an arbitrary probability distribution q(X). If we compress data in a manner that assumes q(X) is the distribution underlying some data, when, in reality, p(X) is the correct distribution, the Kullback–Leibler divergence is the number of average additional bits per datum necessary for compression. It is thus defined


	



Although it is sometimes used as a 'distance metric', KL divergence is not a true metric[image: External link] since it is not symmetric and does not satisfy the triangle inequality[image: External link] (making it a semi-quasimetric).

Another interpretation of the KL divergence is the "unnecessary surprise" introduced by a prior from the truth: suppose a number X is about to be drawn randomly from a discrete set with probability distribution p(x). If Alice knows the true distribution p(x), while Bob believes (has a prior[image: External link]) that the distribution is q(x), then Bob will be more surprised[image: External link] than Alice, on average, upon seeing the value of X. The KL divergence is the (objective) expected value of Bob's (subjective) surprisal[image: External link] minus Alice's surprisal, measured in bits if the log is in base 2. In this way, the extent to which Bob's prior is "wrong" can be quantified in terms of how "unnecessarily surprised" it is expected to make him.
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 Other quantities




Other important information theoretic quantities include Rényi entropy[image: External link] (a generalization of entropy), differential entropy[image: External link] (a generalization of quantities of information to continuous distributions), and the conditional mutual information[image: External link].
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 Coding theory




Main article: Coding theory[image: External link]


Coding theory[image: External link] is one of the most important and direct applications of information theory. It can be subdivided into source coding theory and channel coding[image: External link] theory. Using a statistical description for data, information theory quantifies the number of bits needed to describe the data, which is the information entropy of the source.


	Data compression (source coding): There are two formulations for the compression problem:

	
lossless data compression[image: External link]: the data must be reconstructed exactly;

	
lossy data compression[image: External link]: allocates bits needed to reconstruct the data, within a specified fidelity level measured by a distortion function. This subset of information theory is called rate–distortion theory.




	Error-correcting codes (channel coding): While data compression removes as much redundancy[image: External link] as possible, an error correcting code adds just the right kind of redundancy (i.e., error correction[image: External link]) needed to transmit the data efficiently and faithfully across a noisy channel.



This division of coding theory into compression and transmission is justified by the information transmission theorems, or source–channel separation theorems that justify the use of bits as the universal currency for information in many contexts. However, these theorems only hold in the situation where one transmitting user wishes to communicate to one receiving user. In scenarios with more than one transmitter (the multiple-access channel), more than one receiver (the broadcast channel) or intermediary "helpers" (the relay channel[image: External link]), or more general networks[image: External link], compression followed by transmission may no longer be optimal. Network information theory refers to these multi-agent communication models.
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 Source theory




Any process that generates successive messages can be considered a source[image: External link] of information. A memoryless source is one in which each message is an independent identically distributed random variable[image: External link], whereas the properties of ergodicity[image: External link] and stationarity[image: External link] impose less restrictive constraints. All such sources are stochastic[image: External link]. These terms are well studied in their own right outside information theory.
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 Rate




Information rate[image: External link] is the average entropy per symbol. For memoryless sources, this is merely the entropy of each symbol, while, in the case of a stationary stochastic process, it is


	



that is, the conditional entropy of a symbol given all the previous symbols generated. For the more general case of a process that is not necessarily stationary, the average rate is


	



that is, the limit of the joint entropy per symbol. For stationary sources, these two expressions give the same result.[10]

It is common in information theory to speak of the "rate" or "entropy" of a language. This is appropriate, for example, when the source of information is English prose. The rate of a source of information is related to its redundancy[image: External link] and how well it can be compressed, the subject of source coding.
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 Channel capacity




Main article: Channel capacity


Communications over a channel—such as an ethernet[image: External link] cable[image: External link]—is the primary motivation of information theory. As anyone who's ever used a telephone (mobile or landline) knows, however, such channels often fail to produce exact reconstruction of a signal; noise, periods of silence, and other forms of signal corruption often degrade quality.

Consider the communications process over a discrete channel. A simple model of the process is shown below:



Here X represents the space of messages transmitted, and Y the space of messages received during a unit time over our channel. Let p(y|x) be the conditional probability[image: External link] distribution function of Y given X. We will consider p(y|x) to be an inherent fixed property of our communications channel (representing the nature of the noise[image: External link] of our channel). Then the joint distribution of X and Y is completely determined by our channel and by our choice of f(x), the marginal distribution of messages we choose to send over the channel. Under these constraints, we would like to maximize the rate of information, or the signal[image: External link], we can communicate over the channel. The appropriate measure for this is the mutual information[image: External link], and this maximum mutual information is called the channel capacity and is given by:


	



This capacity has the following property related to communicating at information rate R (where R is usually bits per symbol). For any information rate R < C and coding error ε > 0, for large enough N, there exists a code of length N and rate ≥ R and a decoding algorithm, such that the maximal probability of block error is ≤ ε; that is, it is always possible to transmit with arbitrarily small block error. In addition, for any rate R > C, it is impossible to transmit with arbitrarily small block error.

Channel coding[image: External link] is concerned with finding such nearly optimal codes[image: External link] that can be used to transmit data over a noisy channel with a small coding error at a rate near the channel capacity.
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 Capacity of particular channel models





	A continuous-time analog communications channel subject to Gaussian noise[image: External link] — see Shannon–Hartley theorem.

	A binary symmetric channel[image: External link] (BSC) with crossover probability p is a binary input, binary output channel that flips the input bit with probability p. The BSC has a capacity of 1 − Hb(p) bits per channel use, where Hb is the binary entropy function[image: External link] to the base-2 logarithm:




	A binary erasure channel[image: External link] (BEC) with erasure probability p is a binary input, ternary output channel. The possible channel outputs are 0, 1, and a third symbol 'e' called an erasure. The erasure represents complete loss of information about an input bit. The capacity of the BEC is 1 − p bits per channel use.
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Information theoretic concepts apply to cryptography and cryptanalysis. Turing[image: External link]'s information unit, the ban[image: External link], was used in the Ultra[image: External link] project, breaking the German Enigma machine[image: External link] code and hastening the end of World War II in Europe[image: External link]. Shannon himself defined an important concept now called the unicity distance[image: External link]. Based on the redundancy[image: External link] of the plaintext[image: External link], it attempts to give a minimum amount of ciphertext[image: External link] necessary to ensure unique decipherability.

Information theory leads us to believe it is much more difficult to keep secrets than it might first appear. A brute force attack[image: External link] can break systems based on asymmetric key algorithms[image: External link] or on most commonly used methods of symmetric key algorithms[image: External link] (sometimes called secret key algorithms), such as block ciphers. The security of all such methods currently comes from the assumption that no known attack can break them in a practical amount of time.

Information theoretic security[image: External link] refers to methods such as the one-time pad that are not vulnerable to such brute force attacks. In such cases, the positive conditional mutual information[image: External link] between the plaintext[image: External link] and ciphertext[image: External link] (conditioned on the key[image: External link]) can ensure proper transmission, while the unconditional mutual information between the plaintext and ciphertext remains zero, resulting in absolutely secure communications. In other words, an eavesdropper would not be able to improve his or her guess of the plaintext by gaining knowledge of the ciphertext but not of the key. However, as in any other cryptographic system, care must be used to correctly apply even information-theoretically secure methods; the Venona project was able to crack the one-time pads of the Soviet Union due to their improper reuse of key material.
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Pseudorandom number generators[image: External link] are widely available in computer language libraries and application programs. They are, almost universally, unsuited to cryptographic use as they do not evade the deterministic nature of modern computer equipment and software. A class of improved random number generators is termed cryptographically secure pseudorandom number generators[image: External link], but even they require random seeds[image: External link] external to the software to work as intended. These can be obtained via extractors[image: External link], if done carefully. The measure of sufficient randomness in extractors is min-entropy[image: External link], a value related to Shannon entropy through Rényi entropy[image: External link]; Rényi entropy is also used in evaluating randomness in cryptographic systems. Although related, the distinctions among these measures mean that a random variable[image: External link] with high Shannon entropy is not necessarily satisfactory for use in an extractor and so for cryptography uses.
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One early commercial application of information theory was in the field of seismic oil exploration. Work in this field made it possible to strip off and separate the unwanted noise from the desired seismic signal. Information theory and digital signal processing[image: External link] offer a major improvement of resolution and image clarity over previous analog methods.[11]
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Concepts from information theory such as redundancy and code control have been used by semioticians such as Umberto Eco[image: External link] and Ferruccio Rossi-Landi to explain ideology as a form of message transmission whereby a dominant social class emits its message by using signs that exhibit a high degree of redundancy such that only one message is decoded among a selection of competing ones.[12]
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Information theory also has applications in gambling and investing[image: External link], black holes[image: External link], and bioinformatics[image: External link].
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A Mathematical Theory of Communication






"A Mathematical Theory of Communication" is an influential[1][2] 1948 article[3][4] by mathematician Claude E. Shannon. It was renamed The Mathematical Theory of Communication in the book,[5] a small but significant title change after realizing the generality of this work.

Description

The article was the founding work of the field of information theory. It was later published in 1949 as a book titled The Mathematical Theory of Communication (ISBN 0-252-72546-8[image: External link]), which was published as a paperback[image: External link] in 1963 (ISBN 0-252-72548-4[image: External link]). The book contains an additional article by Warren Weaver, providing an overview of the theory for a more general audience. Shannon's article laid out the basic elements of communication:


	An information source that produces a message

	A transmitter that operates on the message to create a signal[image: External link] which can be sent through a channel

	A channel, which is the medium over which the signal, carrying the information that composes the message, is sent

	A receiver, which transforms the signal back into the message intended for delivery

	A destination, which can be a person or a machine, for whom or which the message is intended



It also developed the concepts of information entropy and redundancy[image: External link], and introduced the term bit[image: External link] (which Shannon credited to John Tukey) as a unit of information.
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A Symbolic Analysis of Relay and Switching Circuits






A Symbolic Analysis of Relay and Switching Circuits is the title of a master's thesis[image: External link] written by computer science[image: External link] pioneer Claude E. Shannon[image: External link] while attending the Massachusetts Institute of Technology (MIT) in 1937. In his thesis, Shannon, a dual degree graduate of the University of Michigan, proved that Boolean algebra[image: External link][1] could be used to simplify the arrangement of the relays[image: External link] that were the building blocks of the electromechanical automatic telephone exchanges[image: External link] of the day. Shannon went on to prove that it should also be possible to use arrangements of relays to solve Boolean algebra problems.

The utilization of the binary[image: External link] properties of electrical switches to perform logic functions is the basic concept that underlies all electronic digital computer[image: External link] designs. Shannon's thesis became the foundation of practical digital circuit design when it became widely known among the electrical engineering community during and after World War II. At the time, the methods employed to design logic circuits were ad hoc[image: External link] in nature and lacked the theoretical discipline that Shannon's paper supplied to later projects.

Psychologist Howard Gardner described Shannon's thesis as "possibly the most important, and also the most famous, master's thesis of the century".[2] A version of the paper was published in the 1938 issue of the Transactions of the American Institute of Electrical Engineers[image: External link],[3] and in 1940, it earned Shannon the Alfred Noble American Institute of American Engineers Award.
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Beta Distribution






Not to be confused with Beta function[image: External link].

In probability theory[image: External link] and statistics[image: External link], the beta distribution is a family of continuous probability distributions[image: External link] defined on the interval [0, 1] parametrized[image: External link] by two positive shape parameters[image: External link], denoted by α and β, that appear as exponents of the random variable and control the shape of the distribution.

The beta distribution has been applied to model the behavior of random variables[image: External link] limited to intervals of finite length in a wide variety of disciplines.

In Bayesian inference[image: External link], the beta distribution is the conjugate prior probability distribution[image: External link] for the Bernoulli[image: External link], binomial[image: External link], negative binomial[image: External link] and geometric distributions[image: External link]. For example, the beta distribution can be used in Bayesian analysis to describe initial knowledge concerning probability of success such as the probability that a space vehicle will successfully complete a specified mission. The beta distribution is a suitable model for the random behavior of percentages and proportions.

The usual formulation of the beta distribution is also known as the beta distribution of the first kind, whereas beta distribution of the second kind is an alternative name for the beta prime distribution[image: External link].
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The probability density function[image: External link] (pdf) of the beta distribution, for 0 ≤ x ≤ 1, and shape parameters α, β > 0, is a power function[image: External link] of the variable x and of its reflection[image: External link] (1 − x) as follows:


	



where Γ(z) is the gamma function[image: External link]. The beta function[image: External link], , is a normalization constant[image: External link] to ensure that the total probability integrates to 1. In the above equations x is a realization[image: External link]—an observed value that actually occurred—of a random process[image: External link] X.

This definition includes both ends x = 0 and x = 1, which is consistent with definitions for other continuous distributions supported on a bounded interval[image: External link] which are special cases of the beta distribution, for example the arcsine distribution[image: External link], and consistent with several authors, like N. L. Johnson[image: External link] and S. Kotz[image: External link].[1][2][3][4] However, the inclusion of x = 0 and x = 1 does not work for α, β < 1; accordingly, several other authors, including W. Feller,[5][6][7] choose to exclude the ends x = 0 and x = 1, (so that the two ends are not actually part of the domain of the density function) and consider instead 0 < x < 1.

Several authors, including N. L. Johnson[image: External link] and S. Kotz[image: External link],[1] use the symbols p and q (instead of α and β) for the shape parameters of the beta distribution, reminiscent of the symbols traditionally used for the parameters of the Bernoulli distribution[image: External link], because the beta distribution approaches the Bernoulli distribution in the limit when both shape parameters α and β approach the value of zero.

In the following, a random variable X beta-distributed with parameters α and β will be denoted by:[8][9]


	



Other notations for beta-distributed random variables used in the statistical literature are [10] and .[5]
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The probability density function satisfies the differential equation
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The cumulative distribution function[image: External link] is


	



where is the incomplete beta function[image: External link] and is the regularized incomplete beta function[image: External link].
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The mode[image: External link] of a Beta distributed random variable[image: External link] X with α, β > 1 is the most likely value of the distribution (corresponding to the peak in the PDF), and is given by the following expression:[1]


	



When both parameters are less than one (α, β < 1), this is the anti-mode: the lowest point of the probability density curve.[3]

Letting α = β, the expression for the mode simplifies to 1/2, showing that for α = β > 1 the mode (resp. anti-mode when α, β < 1), is at the center of the distribution: it is symmetric in those cases. See "Shapes" section in this article for a full list of mode cases, for arbitrary values of α and β. For several of these cases, the maximum value of the density function occurs at one or both ends. In some cases the (maximum) value of the density function occurring at the end is finite. For example, in the case of α = 2, β = 1 (or α = 1, β = 2), the density function becomes a right-triangle distribution[image: External link] which is finite at both ends. In several other cases there is a singularity[image: External link] at one end, where the value of the density function approaches infinity. For example, in the case α = β = 1/2, the Beta distribution simplifies to become the arcsine distribution[image: External link]. There is debate among mathematicians about some of these cases and whether the ends (x = 0, and x = 1) can be called modes or not.[6][8]


	Whether the ends are part of the domain[image: External link] of the density function

	Whether a singularity[image: External link] can ever be called a mode


	Whether cases with two maxima should be called bimodal
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 Median




The median of the beta distribution is the unique real number for which the regularized incomplete beta function[image: External link] . There is no general closed-form expression[image: External link] for the median[image: External link] of the beta distribution for arbitrary values of α and β. Closed-form expressions[image: External link] for particular values of the parameters α and β follow:[citation needed[image: External link]]


	For symmetric cases α = β, median = 1/2.

	For α = 1 and β > 0, median (this case is the mirror-image[image: External link] of the power function [0,1] distribution)

	For α > 0 and β = 1, median = (this case is the power function [0,1] distribution[6])

	For α = 3 and β = 2, median = 0.6142724318676105..., the real solution to the quartic equation[image: External link] 1 − 8x3 + 6x4 = 0, which lies in [0,1].

	For α = 2 and β = 3, median = 0.38572756813238945... = 1−median(Beta(3, 2))



The following are the limits with one parameter finite (non-zero) and the other approaching these limits:[citation needed[image: External link]]


	



A reasonable approximation of the value of the median of the beta distribution, for both α and β greater or equal to one, is given by the formula[11]


	



When α, β ≥ 1, the relative error[image: External link] (the absolute error[image: External link] divided by the median) in this approximation is less than 4% and for both α ≥ 2 and β ≥ 2 it is less than 1%. The absolute error[image: External link] divided by the difference between the mean and the mode is similarly small:
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 Mean




The expected value[image: External link] (mean) (μ) of a Beta distribution random variable[image: External link] X with two parameters α and β is a function of only the ratio β/α of these parameters:[1]


	



Letting α = β in the above expression one obtains μ = 1/2, showing that for α = β the mean is at the center of the distribution: it is symmetric. Also, the following limits can be obtained from the above expression:


	



Therefore, for β/α → 0, or for α/β → ∞, the mean is located at the right end, x = 1. For these limit ratios, the beta distribution becomes a one-point degenerate distribution[image: External link] with a Dirac delta function[image: External link] spike at the right end, x = 1, with probability 1, and zero probability everywhere else. There is 100% probability (absolute certainty) concentrated at the right end, x = 1.

Similarly, for β/α → ∞, or for α/β → 0, the mean is located at the left end, x = 0. The beta distribution becomes a 1-point Degenerate distribution[image: External link] with a Dirac delta function[image: External link] spike at the left end, x = 0, with probability 1, and zero probability everywhere else. There is 100% probability (absolute certainty) concentrated at the left end, x = 0. Following are the limits with one parameter finite (non-zero) and the other approaching these limits:


	



While for typical unimodal distributions (with centrally located modes, inflexion points at both sides of the mode, and longer tails) (with Beta(α, β) such that α, β > 2) it is known that the sample mean (as an estimate of location) is not as robust[image: External link] as the sample median, the opposite is the case for uniform or "U-shaped" bimodal distributions (with Beta(α, β) such that α, β ≤ 1), with the modes located at the ends of the distribution. As Mosteller and Tukey remark ([12] p. 207) "the average of the two extreme observations uses all the sample information. This illustrates how, for short-tailed distributions, the extreme observations should get more weight." By contrast, it follows that the median of "U-shaped" bimodal distributions with modes at the edge of the distribution (with Beta(α, β) such that α, β ≤ 1) is not robust, as the sample median drops the extreme sample observations from consideration. A practical application of this occurs for example for random walks[image: External link], since the probability for the time of the last visit to the origin in a random walk is distributed as the arcsine distribution[image: External link] Beta(1/2, 1/2):[5][13] the mean of a number of realizations[image: External link] of a random walk is a much more robust estimator than the median (which is an inappropriate sample measure estimate in this case).
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 Geometric mean




The logarithm of the geometric mean[image: External link] GX of a distribution with random variable[image: External link] X is the arithmetic mean of ln(X), or, equivalently, its expected value:


	



For a beta distribution, the expected value integral gives:


	



where ψ is the digamma function[image: External link].

Therefore, the geometric mean of a beta distribution with shape parameters α and β is the exponential of the digamma functions of α and β as follows:


	



While for a beta distribution with equal shape parameters α = β, it follows that skewness = 0 and mode = mean = median = 1/2, the geometric mean is less than 1/2: 0 < GX < 1/2. The reason for this is that the logarithmic transformation strongly weights the values of X close to zero, as ln(X) strongly tends towards negative infinity as X approaches zero, while ln(X) flattens towards zero as X → 1.

Along a line α = β, the following limits apply:


	



Following are the limits with one parameter finite (non-zero) and the other approaching these limits:


	



The accompanying plot shows the difference between the mean and the geometric mean for shape parameters α and β from zero to 2. Besides the fact that the difference between them approaches zero as α and β approach infinity and that the difference becomes large for values of α and β approaching zero, one can observe an evident asymmetry of the geometric mean with respect to the shape parameters α and β. The difference between the geometric mean and the mean is larger for small values of α in relation to β than when exchanging the magnitudes of β and α.

N. L.Johnson[image: External link] and S. Kotz[image: External link][1] suggest the logarithmic approximation to the digamma function ψ(α) ≈ ln(α − 1/2) which results in the following approximation to the geometric mean:


	



Numerical values for the relative error[image: External link] in this approximation follow: [(α = β = 1): 9.39%]; [(α = β = 2): 1.29%]; [(α = 2, β = 3): 1.51%]; [(α = 3, β = 2): 0.44%]; [(α = β = 3): 0.51%]; [(α = β = 4): 0.26%]; [(α = 3, β = 4): 0.55%]; [(α = 4, β = 3): 0.24%].

Similarly, one can calculate the value of shape parameters required for the geometric mean to equal 1/2. Given the value of the parameter β, what would be the value of the other parameter, α, required for the geometric mean to equal 1/2?. The answer is that (for β > 1), the value of α required tends towards β + 1/2 as β → ∞. For example, all these couples have the same geometric mean of 1/2: [β = 1, α = 1.4427], [β = 2, α = 2.46958], [β = 3, α = 3.47943], [β = 4, α = 4.48449], [β = 5, α = 5.48756], [β = 10, α = 10.4938], [β = 100, α = 100.499].

The fundamental property of the geometric mean, which can be proven to be false for any other mean, is


	



This makes the geometric mean the only correct mean when averaging normalized results, that is results that are presented as ratios to reference values.[14] This is relevant because the beta distribution is a suitable model for the random behavior of percentages and it is particularly suitable to the statistical modelling of proportions. The geometric mean plays a central role in maximum likelihood estimation, see section "Parameter estimation, maximum likelihood." Actually, when performing maximum likelihood estimation, besides the geometric mean[image: External link] GX based on the random variable X, also another geometric mean appears naturally: the geometric mean[image: External link] based on the linear transformation ––(1 − X), the mirror-image of X, denoted by G(1−X):


	



Along a line α = β, the following limits apply:


	



Following are the limits with one parameter finite (non-zero) and the other approaching these limits:


	



It has the following approximate value:


	



Although both GX and G(1−X) are asymmetric, in the case that both shape parameters are equal α = β, the geometric means are equal: GX = G(1−X). This equality follows from the following symmetry displayed between both geometric means:
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 Harmonic mean




The inverse of the harmonic mean[image: External link] (HX) of a distribution with random variable[image: External link] X is the arithmetic mean of 1/X, or, equivalently, its expected value. Therefore, the harmonic mean[image: External link] (HX) of a beta distribution with shape parameters α and β is:


	



The harmonic mean[image: External link] (HX) of a Beta distribution with α < 1 is undefined, because its defining expression is not bounded in [0, 1] for shape parameter α less than unity.

Letting α = β in the above expression one obtains


	



showing that for α = β the harmonic mean ranges from 0, for α = β = 1, to 1/2, for α = β → ∞.

Following are the limits with one parameter finite (non-zero) and the other approaching these limits:


	



The harmonic mean plays a role in maximum likelihood estimation for the four parameter case, in addition to the geometric mean. Actually, when performing maximum likelihood estimation for the four parameter case, besides the harmonic mean HX based on the random variable X, also another harmonic mean appears naturally: the harmonic mean based on the linear transformation (1 − X), the mirror-image of X, denoted by H(1 − X):


	



The harmonic mean[image: External link] (H(1 − X)) of a Beta distribution with β < 1 is undefined, because its defining expression is not bounded in [0, 1] for shape parameter β less than unity.

Letting α = β in the above expression one obtains


	



showing that for α = β the harmonic mean ranges from 0, for α = β = 1, to 1/2, for α = β → ∞.

Following are the limits with one parameter finite (non-zero) and the other approaching these limits:


	



Although both HX and H(1−X) are asymmetric, in the case that both shape parameters are equal α = β, the harmonic means are equal: HX = H(1−X). This equality follows from the following symmetry displayed between both harmonic means:
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 Variance




The variance[image: External link] (the second moment centered on the mean) of a Beta distribution random variable[image: External link] X with parameters α and β is:[1][15]


	



Letting α = β in the above expression one obtains


	



showing that for α = β the variance decreases monotonically as α = β increases. Setting α = β = 0 in this expression, one finds the maximum variance var(X) = 1/4[1] which only occurs approaching the limit, at α = β = 0.

The beta distribution may also be parametrized[image: External link] in terms of its mean μ (0 < μ < 1) and sample size ν = α + β (ν > 0) (see section below titled "Mean and sample size"):


	



Using this parametrization[image: External link], one can express the variance in terms of the mean μ and the sample size ν as follows:


	



Since ν = (α + β) > 0, it must follow that var(X) < μ(1 − μ)

For a symmetric distribution, the mean is at the middle of the distribution, μ = 1/2, and therefore:


	



Also, the following limits (with only the noted variable approaching the limit) can be obtained from the above expressions:
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 Geometric variance and covariance




The logarithm of the geometric variance, ln(varGX), of a distribution with random variable[image: External link] X is the second moment of the logarithm of X centered on the geometric mean of X, (ln(GX):


	



and therefore, the geometric variance is:


	



In the Fisher information[image: External link] matrix, and the curvature of the log likelihood function[image: External link], the logarithm of the geometric variance of the reflected[image: External link] variable (1 − X) and the logarithm of the geometric covariance between X and (1 − X) appear:


	



For a beta distribution, higher order logarithmic moments can be derived by using the representation of a beta distribution as a proportion of two Gamma distributions and differentiating through the integral. They can be expressed in terms of higher order poly-gamma functions. See the section titled "Other moments, Moments of transformed random variables, Moments of logarithmically transformed random variables". The variance[image: External link] of the logarithmic variables and covariance[image: External link] of lnX and ln(1−X) are:


	

	

	



where the trigamma function[image: External link], denoted ψ1(α), is the second of the polygamma functions[image: External link], and is defined as the derivative of the digamma function[image: External link]:


	



Therefore,


	

	

	



The accompanying plots show the log geometric variances and log geometric covariance versus the shape parameters α and β. The plots show that the log geometric variances and log geometric covariance are close to zero for shape parameters α and β greater than 2, and that the log geometric variances rapidly rise in value for shape parameter values α and β less than unity. The log geometric variances are positive for all values of the shape parameters. The log geometric covariance is negative for all values of the shape parameters, and it reaches large negative values for α and β less than unity.

Following are the limits with one parameter finite (non-zero) and the other approaching these limits:


	



Limits with two parameters varying:


	



Although both ln(varGX) and ln(varG(1 − X)) are asymmetric, when the shape parameters are equal, α = β, one has: ln(varGX) = ln(varG(1−X)). This equality follows from the following symmetry displayed between both log geometric variances:


	



The log geometric covariance is symmetric:
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 Mean absolute deviation around the mean




The mean absolute deviation[image: External link] around the mean for the beta distribution with shape parameters α and β is:[6]


	



The mean absolute deviation around the mean is a more robust[image: External link] estimator[image: External link] of statistical dispersion[image: External link] than the standard deviation for beta distributions with tails and inflection points at each side of the mode, Beta(α, β) distributions with α,β > 2, as it depends on the linear (absolute) deviations rather than the square deviations from the mean. Therefore, the effect of very large deviations from the mean are not as overly weighted.

Using Stirling's approximation[image: External link] to the Gamma function[image: External link], N.L.Johnson[image: External link] and S.Kotz[image: External link][1] derived the following approximation for values of the shape parameters greater than unity (the relative error for this approximation is only −3.5% for α = β = 1, and it decreases to zero as α → ∞, β → ∞):


	



At the limit α → ∞, β → ∞, the ratio of the mean absolute deviation to the standard deviation (for the beta distribution) becomes equal to the ratio of the same measures for the normal distribution: . For α = β = 1 this ratio equals , so that from α = β = 1 to α, β → ∞ the ratio decreases by 8.5%. For α = β = 0 the standard deviation is exactly equal to the mean absolute deviation around the mean. Therefore, this ratio decreases by 15% from α = β = 0 to α = β = 1, and by 25% from α = β = 0 to α, β → ∞ . However, for skewed beta distributions such that α → 0 or β → 0, the ratio of the standard deviation to the mean absolute deviation approaches infinity (although each of them, individually, approaches zero) because the mean absolute deviation approaches zero faster than the standard deviation.

Using the parametrization[image: External link] in terms of mean μ and sample size ν = α + β > 0:


	α = μν, β = (1−μ)ν



one can express the mean absolute deviation[image: External link] around the mean in terms of the mean μ and the sample size ν as follows:


	



For a symmetric distribution, the mean is at the middle of the distribution, μ = 1/2, and therefore:


	



Also, the following limits (with only the noted variable approaching the limit) can be obtained from the above expressions:
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 Mean absolute difference




The mean absolute difference[image: External link] for the Beta distribution is:


	



The Gini coefficient[image: External link] for the Beta distribution is half of the relative mean absolute difference:
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 Skewness




The skewness[image: External link] (the third moment centered on the mean, normalized by the 3/2 power of the variance) of the beta distribution is[1]


	



Letting α = β in the above expression one obtains γ1 = 0, showing once again that for α = β the distribution is symmetric and hence the skewness is zero. Positive skew (right-tailed) for α < β, negative skew (left-tailed) for α > β.

Using the parametrization[image: External link] in terms of mean μ and sample size ν = α + β:


	



one can express the skewness in terms of the mean μ and the sample size ν as follows:


	



The skewness can also be expressed just in terms of the variance var and the mean μ as follows:


	



The accompanying plot of skewness as a function of variance and mean shows that maximum variance (1/4) is coupled with zero skewness and the symmetry condition (μ = 1/2), and that maximum skewness (positive or negative infinity) occurs when the mean is located at one end or the other, so that the "mass" of the probability distribution is concentrated at the ends (minimum variance).

The following expression for the square of the skewness, in terms of the sample size ν = α + β and the variance var, is useful for the method of moments estimation of four parameters:


	



This expression correctly gives a skewness of zero for α = β, since in that case (see section titled "Variance"): .

For the symmetric case (α = β), skewness = 0 over the whole range, and the following limits apply:


	



For the asymmetric cases (α ≠ β) the following limits (with only the noted variable approaching the limit) can be obtained from the above expressions:
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 Kurtosis




The beta distribution has been applied in acoustic analysis to assess damage to gears, as the kurtosis of the beta distribution has been reported to be a good indicator of the condition of a gear.[16] Kurtosis has also been used to distinguish the seismic signal generated by a person's footsteps from other signals. As persons or other targets moving on the ground generate continuous signals in the form of seismic waves, one can separate different targets based on the seismic waves they generate. Kurtosis is sensitive to impulsive signals, so it's much more sensitive to the signal generated by human footsteps than other signals generated by vehicles, winds, noise, etc.[17] Unfortunately, the notation for kurtosis has not been standardized. Kenney and Keeping[18] use the symbol γ2 for the excess kurtosis[image: External link], but Abramowitz and Stegun[image: External link][19] use different terminology. To prevent confusion[20] between kurtosis (the fourth moment centered on the mean, normalized by the square of the variance) and excess kurtosis, when using symbols, they will be spelled out as follows:[6][7]


	



Letting α = β in the above expression one obtains


	.



Therefore, for symmetric beta distributions, the excess kurtosis is negative, increasing from a minimum value of −2 at the limit as {α = β} → 0, and approaching a maximum value of zero as {α = β} → ∞. The value of −2 is the minimum value of excess kurtosis that any distribution (not just beta distributions, but any distribution of any possible kind) can ever achieve. This minimum value is reached when all the probability density is entirely concentrated at each end x = 0 and x = 1, with nothing in between: a 2-point Bernoulli distribution[image: External link] with equal probability 1/2 at each end (a coin toss: see section below "Kurtosis bounded by the square of the skewness" for further discussion). The description of kurtosis[image: External link] as a measure of the "peakedness" (or "heavy tails") of the probability distribution, is strictly applicable to unimodal distributions (for example the normal distribution). However, for more general distributions, like the beta distribution, a more general description of kurtosis is that it is a measure of the proportion of the mass density near the mean. The higher the proportion of mass density near the mean, the higher the kurtosis, while the higher the mass density away from the mean, the lower the kurtosis. For α ≠ β, skewed beta distributions, the excess kurtosis can reach unlimited positive values (particularly for α → 0 for finite β, or for β → 0 for finite α) because all the mass density is concentrated at the mean when the mean coincides with one of the ends. Minimum kurtosis takes place when the mass density is concentrated equally at each end (and therefore the mean is at the center), and there is no probability mass density in between the ends.

Using the parametrization[image: External link] in terms of mean μ and sample size ν = α + β:


	



one can express the excess kurtosis in terms of the mean μ and the sample size ν as follows:


	



The excess kurtosis can also be expressed in terms of just the following two parameters: the variance var, and the sample size ν as follows:


	



and, in terms of the variance var and the mean μ as follows:


	



The plot of excess kurtosis as a function of the variance and the mean shows that the minimum value of the excess kurtosis (−2, which is the minimum possible value for excess kurtosis for any distribution) is intimately coupled with the maximum value of variance (1/4) and the symmetry condition: the mean occurring at the midpoint (μ = 1/2). This occurs for the symmetric case of α = β = 0, with zero skewness. At the limit, this is the 2 point Bernoulli distribution[image: External link] with equal probability 1/2 at each Dirac delta function[image: External link] end x = 0 and x = 1 and zero probability everywhere else. (A coin toss: one face of the coin being x = 0 and the other face being x = 1.) Variance is maximum because the distribution is bimodal with nothing in between the two modes (spikes) at each end. Excess kurtosis is minimum: the probability density "mass" is zero at the mean and it is concentrated at the two peaks at each end. Excess kurtosis reaches the minimum possible value (for any distribution) when the probability density function has two spikes at each end: it is bi-"peaky" with nothing in between them.

On the other hand, the plot shows that for extreme skewed cases, where the mean is located near one or the other end (μ = 0 or μ = 1), the variance is close to zero, and the excess kurtosis rapidly approaches infinity when the mean of the distribution approaches either end.

Alternatively, the excess kurtosis can also be expressed in terms of just the following two parameters: the square of the skewness, and the sample size ν as follows:


	



From this last expression, one can obtain the same limits published practically a century ago by Karl Pearson[image: External link] in his paper,[21] for the beta distribution (see section below titled "Kurtosis bounded by the square of the skewness"). Setting α + β= ν = 0 in the above expression, one obtains Pearson's lower boundary (values for the skewness and excess kurtosis below the boundary (excess kurtosis + 2 − skewness2 = 0) cannot occur for any distribution, and hence Karl Pearson[image: External link] appropriately called the region below this boundary the "impossible region"). The limit of α + β = ν → ∞ determines Pearson's upper boundary.


	



therefore:


	



Values of ν = α + β such that ν ranges from zero to infinity, 0 < ν < ∞, span the whole region of the beta distribution in the plane of excess kurtosis versus squared skewness.

For the symmetric case (α = β), the following limits apply:


	



For the unsymmetric cases (α ≠ β) the following limits (with only the noted variable approaching the limit) can be obtained from the above expressions:
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 Characteristic function




Main article: Confluent hypergeometric function[image: External link]


The characteristic function[image: External link] is the Fourier transform[image: External link] of the probability density function. The characteristic function[image: External link] of the beta distribution is Kummer's confluent hypergeometric function[image: External link] (of the first kind):[1][19][22]


	



where


	



is the rising factorial[image: External link], also called the "Pochhammer symbol". The value of the characteristic function for t = 0, is one:


	.



Also, the real and imaginary parts of the characteristic function enjoy the following symmetries with respect to the origin of variable t:


	

	



The symmetric case α = β simplifies the characteristic function of the beta distribution to a Bessel function[image: External link], since in the special case α + β = 2α the confluent hypergeometric function[image: External link] (of the first kind) reduces to a Bessel function[image: External link] (the modified Bessel function of the first kind ) using Kummer's[image: External link] second transformation as follows:


	



In the accompanying plots, the real part[image: External link] (Re) of the characteristic function[image: External link] of the beta distribution is displayed for symmetric (α = β) and skewed (α ≠ β) cases.
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 Other moments
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 Moment generating function




It also follows[1][6] that the moment generating function[image: External link] is


	



In particular MX(α; β; 0) = 1.
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 Higher moments




Using the moment generating function[image: External link], the k-th raw moment[image: External link] is given by[1] the factor


	



multiplying the (exponential series) term in the series of the moment generating function[image: External link]


	



where (x)(k) is a Pochhammer symbol[image: External link] representing rising factorial. It can also be written in a recursive form as


	



Since the moment generating function has a positive radius of convergence, the beta distribution is determined by its moments[image: External link].[23]
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 Moments of linearly transformed, product and inverted random variables




One can also show the following expectations for a transformed random variable,[1] where the random variable X is Beta-distributed with parameters α and β: X ~ Beta(α, β). The expected value of the variable (1−X) is the mirror-symmetry of the expected value based on X:


	



Due to the mirror-symmetry of the probability density function of the beta distribution, the variances based on variables X and (1−X) are identical, and the covariance on X(1-X) is the negative of the variance:


	



These are the expected values for inverted variables, (these are related to the harmonic means, see section titled "Harmonic mean"):


	



The following transformation by dividing the variable X by its mirror-image X/(1−X) results in the expected value of the "inverted beta distribution" or beta prime distribution[image: External link] (also known as beta distribution of the second kind or Pearson's Type VI[image: External link]):[1]


	



Variances of these transformed variables can be obtained by integration, as the expected values of the second moments centered on the corresponding variables:


	

	



The following variance of the variable X divided by its mirror-image (X/(1−X) results in the variance of the "inverted beta distribution" or beta prime distribution[image: External link] (also known as beta distribution of the second kind or Pearson's Type VI[image: External link]):[1]


	

	



The covariances are:


	



These expectations and variances appear in the four-parameter Fisher information matrix (section titled "Fisher information," "four parameters")
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 Moments of logarithmically transformed random variables




Expected values for logarithmic transformations (useful for maximum likelihood[image: External link] estimates, see section titled "Parameter estimation, Maximum likelihood" below) are discussed in this section. The following logarithmic linear transformations are related to the geometric means GX and G(1−X) (see section titled "Geometric mean"):


	



Where the digamma function[image: External link] ψ(α) is defined as the logarithmic derivative[image: External link] of the gamma function[image: External link]:[19]


	



Logit[image: External link] transformations are interesting,[24] as they usually transform various shapes (including J-shapes) into (usually skewed) bell-shaped densities over the logit variable, and they may remove the end singularities over the original variable:


	



Johnson[25] considered the distribution of the logit[image: External link] - transformed variable ln(X/1−X), including its moment generating function and approximations for large values of the shape parameters. This transformation extends the finite support [0, 1] based on the original variable X to infinite support in both directions of the real line (−∞, +∞).

Higher order logarithmic moments can be derived by using the representation of a beta distribution as a proportion of two Gamma distributions and differentiating through the integral. They can be expressed in terms of higher order poly-gamma functions as follows:


	



therefore the variance[image: External link] of the logarithmic variables and covariance[image: External link] of ln(X) and ln(1−X) are:


	



where the trigamma function[image: External link], denoted ψ1(α), is the second of the polygamma functions[image: External link], and is defined as the derivative of the digamma[image: External link] function:


	.



The variances and covariance of the logarithmically transformed variables X and (1−X) are different, in general, because the logarithmic transformation destroys the mirror-symmetry of the original variables X and (1−X), as the logarithm approaches negative infinity for the variable approaching zero.

These logarithmic variances and covariance are the elements of the Fisher information[image: External link] matrix for the beta distribution. They are also a measure of the curvature of the log likelihood function (see section on Maximum likelihood estimation).

The variances of the log inverse variables are identical to the variances of the log variables:


	



It also follows that the variances of the logit[image: External link] transformed variables are:
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 Quantities of information (entropy)




Given a beta distributed random variable, X ~ Beta(α, β), the differential entropy of X is[26](measured in nats[image: External link]), the expected value of the negative of the logarithm of the probability density function[image: External link]:


	



where f(x; α, β) is the probability density function[image: External link] of the beta distribution:


	



The digamma function[image: External link] ψ appears in the formula for the differential entropy as a consequence of Euler's integral formula for the harmonic numbers[image: External link] which follows from the integral:


	



The differential entropy of the beta distribution is negative for all values of α and β greater than zero, except at α = β = 1 (for which values the beta distribution is the same as the uniform distribution[image: External link]), where the differential entropy reaches its maximum[image: External link] value of zero. It is to be expected that the maximum entropy should take place when the beta distribution becomes equal to the uniform distribution, since uncertainty is maximal when all possible events are equiprobable.

For α or β approaching zero, the differential entropy approaches its minimum[image: External link] value of negative infinity. For (either or both) α or β approaching zero, there is a maximum amount of order: all the probability density is concentrated at the ends, and there is zero probability density at points located between the ends. Similarly for (either or both) α or β approaching infinity, the differential entropy approaches its minimum value of negative infinity, and a maximum amount of order. If either α or β approaches infinity (and the other is finite) all the probability density is concentrated at an end, and the probability density is zero everywhere else. If both shape parameters are equal (the symmetric case), α = β, and they approach infinity simultaneously, the probability density becomes a spike (Dirac delta function[image: External link]) concentrated at the middle x = 1/2, and hence there is 100% probability at the middle x = 1/2 and zero probability everywhere else.

The (continuous case) differential entropy was introduced by Shannon in his original paper (where he named it the "entropy of a continuous distribution"), as the concluding part[27] of the same paper where he defined the discrete entropy. It is known since then that the differential entropy may differ from the infinitesimal limit of the discrete entropy by an infinite offset, therefore the differential entropy can be negative (as it is for the beta distribution). What really matters is the relative value of entropy.

Given two beta distributed random variables, X1 ~ Beta(α, β) and X2 ~ Beta(α', β'), the cross entropy[image: External link] is (measured in nats)[28]


	



The cross entropy[image: External link] has been used as an error metric to measure the distance between two hypotheses.[29][30] Its absolute value is minimum when the two distributions are identical. It is the information measure most closely related to the log maximum likelihood [28](see section on "Parameter estimation. Maximum likelihood estimation")).

The relative entropy, or Kullback–Leibler divergence[image: External link] DKL(X1, X2), is a measure of the inefficiency of assuming that the distribution is X2 ~ Beta(α', β') when the distribution is really X1 ~ Beta(α, β). It is defined as follows (measured in nats).


	



The relative entropy, or Kullback–Leibler divergence[image: External link], is always non-negative. A few numerical examples follow:


	
X1 ~ Beta(1, 1) and X2 ~ Beta(3, 3); DKL(X1, X2) = 0.598803; DKL(X2, X1) = 0.267864; h(X1) = 0; h(X2) = −0.267864

	
X1 ~ Beta(3, 0.5) and X1 ~ Beta(0.5, 3); DKL(X1, X2) = 7.21574; DKL(X2, X1) = 7.21574; h(X1) = −1.10805; h(X2) = −1.10805.



The Kullback–Leibler divergence[image: External link] is not symmetric DKL(X1, X2) ≠ DKL(X2, X1) for the case in which the individual beta distributions Beta(1, 1) and Beta(3, 3) are symmetric, but have different entropies h(X1) ≠ h(X2). The value of the Kullback divergence depends on the direction traveled: whether going from a higher (differential) entropy to a lower (differential) entropy or the other way around. In the numerical example above, the Kullback divergence measures the inefficiency of assuming that the distribution is (bell-shaped) Beta(3, 3), rather than (uniform) Beta(1, 1). The "h" entropy of Beta(1, 1) is higher than the "h" entropy of Beta(3, 3) because the uniform distribution Beta(1, 1) has a maximum amount of disorder. The Kullback divergence is more than two times higher (0.598803 instead of 0.267864) when measured in the direction of decreasing entropy: the direction that assumes that the (uniform) Beta(1, 1) distribution is (bell-shaped) Beta(3, 3) rather than the other way around. In this restricted sense, the Kullback divergence is consistent with the second law of thermodynamics[image: External link].

The Kullback–Leibler divergence[image: External link] is symmetric DKL(X1, X2) = DKL(X2, X1) for the skewed cases Beta(3, 0.5) and Beta(0.5, 3) that have equal differential entropy h(X1) = h(X2).

The symmetry condition:


	



follows from the above definitions and the mirror-symmetry f(x; α, β) = f(1−x; α, β) enjoyed by the beta distribution.
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 Relationships between statistical measures
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 Mean, mode and median relationship




If 1 < α < β then mode ≤ median ≤ mean.[11] Expressing the mode (only for α, β > 1), and the mean in terms of α and β:


	



If 1 < β < α then the order of the inequalities are reversed. For α, β > 1 the absolute distance between the mean and the median is less than 5% of the distance between the maximum and minimum values of x. On the other hand, the absolute distance between the mean and the mode can reach 50% of the distance between the maximum and minimum values of x, for the ( pathological[image: External link]) case of α = 1 and β = 1 (for which values the beta distribution approaches the uniform distribution and the differential entropy approaches its maximum[image: External link] value, and hence maximum "disorder").

For example, for α = 1.0001 and β = 1.00000001:


	mode = 0.9999; PDF(mode) = 1.00010

	mean = 0.500025; PDF(mean) = 1.00003

	median = 0.500035; PDF(median) = 1.00003

	mean − mode = −0.499875

	mean − median = −9.65538 × 10−6




(where PDF stands for the value of the probability density function[image: External link])
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 Mean, geometric mean and harmonic mean relationship




It is known from the inequality of arithmetic and geometric means[image: External link] that the geometric mean is lower than the mean. Similarly, the harmonic mean is lower than the geometric mean. The accompanying plot shows that for α = β, both the mean and the median are exactly equal to 1/2, regardless of the value of α = β, and the mode is also equal to 1/2 for α = β > 1, however the geometric and harmonic means are lower than 1/2 and they only approach this value asymptotically as α = β → ∞.
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 Kurtosis bounded by the square of the skewness




As remarked by Feller,[5] in the Pearson system[image: External link] the beta probability density appears as type I[image: External link] (any difference between the beta distribution and Pearson's type I distribution is only superficial and it makes no difference for the following discussion regarding the relationship between kurtosis and skewness). Karl Pearson[image: External link] showed, in Plate 1 of his paper [21] published in 1916, a graph with the kurtosis[image: External link] as the vertical axis ( ordinate[image: External link]) and the square of the skewness[image: External link] as the horizontal axis ( abscissa[image: External link]), in which a number of distributions were displayed.[31] The region occupied by the beta distribution is bounded by the following two lines[image: External link] in the (skewness2,kurtosis) plane[image: External link], or the (skewness2,excess kurtosis) plane[image: External link]:


	



or, equivalently,


	



(At a time when there were no powerful digital computers), Karl Pearson[image: External link] accurately computed further boundaries,[4][21] for example, separating the "U-shaped" from the "J-shaped" distributions. The lower boundary line (excess kurtosis + 2 − skewness2 = 0) is produced by skewed "U-shaped" beta distributions with both values of shape parameters α and β close to zero. The upper boundary line (excess kurtosis − (3/2) skewness2 = 0) is produced by extremely skewed distributions with very large values of one of the parameters and very small values of the other parameter. Karl Pearson[image: External link] showed [21] that this upper boundary line (excess kurtosis − (3/2) skewness2 = 0) is also the intersection with Pearson's distribution III, which has unlimited support in one direction (towards positive infinity), and can be bell-shaped or J-shaped. His son, Egon Pearson[image: External link], showed [31] that the region (in the kurtosis/squared-skewness plane) occupied by the beta distribution (equivalently, Pearson's distribution I) as it approaches this boundary (excess kurtosis − (3/2) skewness2 = 0) is shared with the noncentral chi-squared distribution[image: External link]. Karl Pearson[32] (Pearson 1895, pp. 357, 360, 373–376) also showed that the gamma distribution is a Pearson type III distribution. Hence this boundary line for Pearson's type III distribution is known as the gamma line. (This can be shown from the fact that the excess kurtosis of the gamma distribution[image: External link] is 6/k and the square of the skewness is 4/k, hence (excess kurtosis − (3/2) skewness2 = 0) is identically satisfied by the gamma distribution[image: External link] regardless of the value of the parameter "k"). Pearson later noted that the chi-squared distribution[image: External link] is a special case of Pearson's type III and also shares this boundary line (as it is apparent from the fact that for the chi-squared distribution[image: External link] the excess kurtosis is 12/k and the square of the skewness is 8/k, hence (excess kurtosis − (3/2) skewness2 = 0) is identically satisfied regardless of the value of the parameter "k"). This is to be expected, since the chi-squared distribution X ~ χ2(k) is a special case of the gamma distribution, with parametrization X ~ Γ(k/2, 1/2) where k is a positive integer that specifies the "number of degrees of freedom" of the chi-squared distribution.

An example of a beta distribution near the upper boundary (excess kurtosis − (3/2) skewness2 = 0) is given by α = 0.1, β = 1000, for which the ratio (excess kurtosis)/(skewness2) = 1.49835 approaches the upper limit of 1.5 from below. An example of a beta distribution near the lower boundary (excess kurtosis + 2 − skewness2 = 0) is given by α= 0.0001, β = 0.1, for which values the expression (excess kurtosis + 2)/(skewness2) = 1.01621 approaches the lower limit of 1 from above. In the infinitesimal limit for both α and β approaching zero symmetrically, the excess kurtosis reaches its minimum value at −2. This minimum value occurs at the point at which the lower boundary line intersects the vertical axis ( ordinate[image: External link]). (However, in Pearson's original chart, the ordinate is kurtosis, instead of excess kurtosis, and it increases downwards rather than upwards).

Values for the skewness and excess kurtosis below the lower boundary (excess kurtosis + 2 − skewness2 = 0) cannot occur for any distribution, and hence Karl Pearson[image: External link] appropriately called the region below this boundary the "impossible region." The boundary for this "impossible region" is determined by (symmetric or skewed) bimodal "U"-shaped distributions for which parameters α and β approach zero and hence all the probability density is concentrated at the ends: x = 0, 1 with practically nothing in between them. Since for α ≈ β ≈ 0 the probability density is concentrated at the two ends x = 0 and x = 1, this "impossible boundary" is determined by a 2-point distribution: the probability can only take 2 values (Bernoulli distribution[image: External link]), one value with probability p and the other with probability q = 1−p. For cases approaching this limit boundary with symmetry α = β, skewness ≈ 0, excess kurtosis ≈ −2 (this is the lowest excess kurtosis possible for any distribution), and the probabilities are p ≈ q ≈ 1/2. For cases approaching this limit boundary with skewness, excess kurtosis ≈ −2 + skewness2, and the probability density is concentrated more at one end than the other end (with practically nothing in between), with probabilities at the left end x = 0 and at the right end x = 1.
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 Symmetry




All statements are conditional on α, β > 0


	
Probability density function reflection symmetry[image: External link]





	




	
Cumulative distribution function reflection symmetry[image: External link] plus unitary translation[image: External link]





	




	
Mode reflection symmetry[image: External link] plus unitary translation[image: External link]





	




	
Median reflection symmetry[image: External link] plus unitary translation[image: External link]





	




	
Mean reflection symmetry[image: External link] plus unitary translation[image: External link]





	




	
Geometric Means each is individually asymmetric, the following symmetry applies between the geometric mean based on X and the geometric mean based on its reflection[image: External link] (1-X)




	




	
Harmonic means each is individually asymmetric, the following symmetry applies between the harmonic mean based on X and the harmonic mean based on its reflection[image: External link] (1-X)




	.




	
Variance symmetry




	




	
Geometric variances each is individually asymmetric, the following symmetry applies between the log geometric variance based on X and the log geometric variance based on its reflection[image: External link] (1-X)




	




	
Geometric covariance symmetry




	




	
Mean absolute deviation[image: External link] around the mean symmetry




	




	
Skewness skew-symmetry[image: External link]





	




	
Excess kurtosis symmetry




	




	
Characteristic function symmetry of Real part[image: External link] (with respect to the origin of variable "t")




	




	
Characteristic function skew-symmetry[image: External link] of Imaginary part[image: External link] (with respect to the origin of variable "t")




	




	
Characteristic function symmetry of Absolute value[image: External link] (with respect to the origin of variable "t")




	




	
Differential entropy symmetry




	




	
Relative Entropy (also called Kullback–Leibler divergence[image: External link]) symmetry




	




	
Fisher information matrix symmetry
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 Geometry of the probability density function
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 Inflection points




For certain values of the shape parameters α and β, the probability density function[image: External link] has inflection points[image: External link], at which the curvature[image: External link] changes sign. The position of these inflection points can be useful as a measure of the dispersion[image: External link] or spread of the distribution.

Defining the following quantity:


	



Points of inflection occur,[1][3][6][7] depending on the value of the shape parameters α and β, as follows:


	(α > 2, β > 2) The distribution is bell-shaped (symmetric for α = β and skewed otherwise), with two inflection points, equidistant from the mode:




	




	(α = 2, β > 2) The distribution is unimodal, positively skewed, right-tailed, with one inflection point, located to the right of the mode:




	




	(α > 2, β = 2) The distribution is unimodal, negatively skewed, left-tailed, with one inflection point, located to the left of the mode:




	




	(1 < α < 2, β > 2, α+β>2) The distribution is unimodal, positively skewed, right-tailed, with one inflection point, located to the right of the mode:




	




	(0 < α < 1, 1 < β < 2) The distribution has a mode at the left end x = 0 and it is positively skewed, right-tailed. There is one inflection point, located to the right of the mode:




	




	(α > 2, 1 < β < 2) The distribution is unimodal negatively skewed, left-tailed, with one inflection point, located to the left of the mode:




	




	(1 < α < 2, 0 < β < 1) The distribution has a mode at the right end x=1 and it is negatively skewed, left-tailed. There is one inflection point, located to the left of the mode:




	



There are no inflection points in the remaining (symmetric and skewed) regions: U-shaped: (α, β < 1) upside-down-U-shaped: (1 < α < 2, 1 < β < 2), reverse-J-shaped (α < 1, β > 2) or J-shaped: (α > 2, β < 1)

The accompanying plots show the inflection point locations (shown vertically, ranging from 0 to 1) versus α and β (the horizontal axes ranging from 0 to 5). There are large cuts at surfaces intersecting the lines α = 1, β = 1, α = 2, and β = 2 because at these values the beta distribution change from 2 modes, to 1 mode to no mode.
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 Shapes




The beta density function can take a wide variety of different shapes depending on the values of the two parameters α and β. The ability of the beta distribution to take this great diversity of shapes (using only two parameters) is partly responsible for finding wide application for modeling actual measurements:
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 Symmetric (α = β)





	the density function is symmetric[image: External link] about 1/2 (blue & teal plots).

	median = mean = 1/2.

	skewness = 0.

	
α = β < 1

	U-shaped (blue plot).

	bimodal: left mode = 0, right mode =1, anti-mode = 1/2

	1/12 < var(X) < 1/4[1]


	−2 < excess kurtosis(X) < −6/5

	α = β = 1/2 is the arcsine distribution[image: External link]

	var(X) = 1/8

	excess kurtosis(X) = −3/2





	α = β → 0 is a 2-point Bernoulli distribution[image: External link] with equal probability 1/2 at each Dirac delta function[image: External link] end x = 0 and x = 1 and zero probability everywhere else. A coin toss: one face of the coin being x = 0 and the other face being x = 1.

	a lower value than this is impossible for any distribution to reach.

	The differential entropy approaches a minimum[image: External link] value of −∞









	
α = β = 1

	the uniform [0, 1] distribution[image: External link]


	no mode

	var(X) = 1/12

	excess kurtosis(X) = −6/5

	The (negative anywhere else) differential entropy reaches its maximum[image: External link] value of zero





	
α = β > 1

	symmetric unimodal[image: External link]


	mode = 1/2.

	0 < var(X) < 1/12[1]


	−6/5 < excess kurtosis(X) < 0

	
α = β = 3/2 is a semi-elliptic [0, 1] distribution, see: Wigner semicircle distribution[image: External link]

	var(X) = 1/16.

	excess kurtosis(X) = −1





	
α = β = 2 is the parabolic [0, 1] distribution

	var(X) = 1/20

	excess kurtosis(X) = −6/7





	
α = β > 2 is bell-shaped, with inflection points[image: External link] located to either side of the mode

	0 < var(X) < 1/20

	−6/7 < excess kurtosis(X) < 0





	
α = β → ∞ is a 1-point Degenerate distribution[image: External link] with a Dirac delta function[image: External link] spike at the midpoint x = 1/2 with probability 1, and zero probability everywhere else. There is 100% probability (absolute certainty) concentrated at the single point x = 1/2.

	The differential entropy approaches a minimum[image: External link] value of −∞
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 Skewed (α ≠ β)




The density function is skewed[image: External link]. An interchange of parameter values yields the mirror image[image: External link] (the reverse) of the initial curve, some more specific cases:


	
α < 1, β < 1

	U-shaped

	Positive skew for α < β, negative skew for α > β.

	bimodal: left mode = 0, right mode = 1, anti-mode =

	0 < median < 1.

	0 < var(X) < 1/4





	
α > 1, β > 1

	
unimodal[image: External link] (magenta & cyan plots),

	Positive skew for α < β, negative skew for α > β.

	0 < median < 1

	0 < var(X) < 1/12





	
α < 1, β ≥ 1

	reverse J-shaped with a right tail,

	positively skewed,

	strictly decreasing, convex[image: External link]


	mode = 0

	0 < median < 1/2.

	(maximum variance occurs for , or α = Φ the golden ratio conjugate[image: External link])





	
α ≥ 1, β < 1

	J-shaped with a left tail,

	negatively skewed,

	strictly increasing, convex[image: External link]


	mode = 1

	1/2 < median < 1

	(maximum variance occurs for , or β = Φ the golden ratio conjugate[image: External link])





	
α = 1, β > 1

	positively skewed,

	strictly decreasing (red plot),

	a reversed (mirror-image) power function [0,1] distribution

	mode = 0

	α = 1, 1 < β < 2

	concave[image: External link]

	1/18 < var(X) < 1/12.





	α = 1, β = 2

	a straight line with slope −2, the right-triangular distribution[image: External link] with right angle at the left end, at x = 0

	var(X) = 1/18





	α = 1, β > 2

	reverse J-shaped with a right tail,

	convex[image: External link]

	0 < var(X) < 1/18









	
α > 1, β = 1

	negatively skewed,

	strictly increasing (green plot),

	the power function [0, 1] distribution[6]


	mode =1

	2 > α > 1, β = 1

	concave[image: External link]

	1/18 < var(X) < 1/12





	α = 2, β = 1

	a straight line with slope +2, the right-triangular distribution[image: External link] with right angle at the right end, at x = 1

	var(X) = 1/18





	α > 2, β = 1

	J-shaped with a left tail, convex[image: External link]


	0 < var(X) < 1/18
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 Parameter estimation
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 Method of moments
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 Two unknown parameters




Two unknown parameters ( of a beta distribution supported in the [0,1] interval) can be estimated, using the method of moments, with the first two moments (sample mean and sample variance) as follows. Let:


	



be the sample mean[image: External link] estimate and


	



be the sample variance[image: External link] estimate. The method-of-moments[image: External link] estimates of the parameters are


	if

	if



When the distribution is required over known interval other than [0, 1] with random variable X, say [a, c] with random variable Y, then replace with and with in the above couple of equations for the shape parameters (see "Alternative parametrizations, four parameters" section below).,[33] where:
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 Four unknown parameters




All four parameters ( of a beta distribution supported in the [a, c] interval -see section "Alternative parametrizations, Four parameters"[image: External link]-) can be estimated, using the method of moments developed by Karl Pearson[image: External link], by equating sample and population values of the first four central moments (mean, variance, skewness and excess kurtosis).[1][34][35] The excess kurtosis was expressed in terms of the square of the skewness, and the sample size ν = α + β, (see previous section "Kurtosis"[image: External link]) as follows:


	



One can use this equation to solve for the sample size ν= α + β in terms of the square of the skewness and the excess kurtosis as follows:[34]


	

	



This is the ratio (multiplied by a factor of 3) between the previously derived limit boundaries for the beta distribution in a space (as originally done by Karl Pearson[21]) defined with coordinates of the square of the skewness in one axis and the excess kurtosis in the other axis (see previous section titled "Kurtosis bounded by the square of the skewness"):

The case of zero skewness, can be immediately solved because for zero skewness, α = β and hence ν = 2α = 2β, therefore α = β = ν/2


	

	



(Excess kurtosis is negative for the beta distribution with zero skewness, ranging from -2 to 0, so that -and therefore the sample shape parameters- is positive, ranging from zero when the shape parameters approach zero and the excess kurtosis approaches -2, to infinity when the shape parameters approach infinity and the excess kurtosis approaches zero).

For non-zero sample skewness one needs to solve a system of two coupled equations. Since the skewness and the excess kurtosis are independent of the parameters , the parameters can be uniquely determined from the sample skewness and the sample excess kurtosis, by solving the coupled equations with two known variables (sample skewness and sample excess kurtosis) and two unknowns (the shape parameters):


	

	

	



resulting in the following solution:[34]


	




	



Where one should take the solutions as follows: for (negative) sample skewness < 0, and for (positive) sample skewness > 0.

The accompanying plot shows these two solutions as surfaces in a space with horizontal axes of (sample excess kurtosis) and (sample squared skewness) and the shape parameters as the vertical axis. The surfaces are constrained by the condition that the sample excess kurtosis must be bounded by the sample squared skewness as stipulated in the above equation. The two surfaces meet at the right edge defined by zero skewness. Along this right edge, both parameters are equal and the distribution is symmetric U-shaped for α = β < 1, uniform for α = β = 1, upside-down-U-shaped for 1 < α = β < 2 and bell-shaped for α = β > 2. The surfaces also meet at the front (lower) edge defined by "the impossible boundary" line (excess kurtosis + 2 - skewness2 = 0). Along this front (lower) boundary both shape parameters approach zero, and the probability density is concentrated more at one end than the other end (with practically nothing in between), with probabilities at the left end x = 0 and at the right end x = 1. The two surfaces become further apart towards the rear edge. At this rear edge the surface parameters are quite different from each other. As remarked, for example, by Bowman and Shenton,[36] sampling in the neighborhood of the line (sample excess kurtosis - (3/2)(sample skewness)2 = 0) (the just-J-shaped portion of the rear edge where blue meets beige), "is dangerously near to chaos", because at that line the denominator of the expression above for the estimate ν = α + β becomes zero and hence ν approaches infinity as that line is approached. Bowman and Shenton [36] write that "the higher moment parameters (kurtosis and skewness) are extremely fragile (near that line). However the mean and standard deviation are fairly reliable." Therefore, the problem is for the case of four parameter estimation for very skewed distributions such that the excess kurtosis approaches (3/2) times the square of the skewness. This boundary line is produced by extremely skewed distributions with very large values of one of the parameters and very small values of the other parameter. See section titled "Kurtosis bounded by the square of the skewness" for a numerical example and further comments about this rear edge boundary line (sample excess kurtosis - (3/2)(sample skewness)2 = 0). As remarked by Karl Pearson himself [37] this issue may not be of much practical importance as this trouble arises only for very skewed J-shaped (or mirror-image J-shaped) distributions with very different values of shape parameters that are unlikely to occur much in practice). The usual skewed skewed-bell-shape distributions that occur in practice do not have this parameter estimation problem.

The remaining two parameters can be determined using the sample mean and the sample variance using a variety of equations.[1][34] One alternative is to calculate the support interval range based on the sample variance and the sample kurtosis. For this purpose one can solve, in terms of the range , the equation expressing the excess kurtosis in terms of the sample variance, and the sample size ν (see section titled "Kurtosis" and "Alternative parametrizations, four parameters"):


	



to obtain:


	



Another alternative is to calculate the support interval range based on the sample variance and the sample skewness.[34] For this purpose one can solve, in terms of the range , the equation expressing the squared skewness in terms of the sample variance, and the sample size ν (see section titled "Skewness" and "Alternative parametrizations, four parameters"):


	



to obtain:[34]


	



The remaining parameter can be determined from the sample mean and the previously obtained parameters: :


	



and finally, of course, .

In the above formulas one may take, for example, as estimates of the sample moments:


	



The estimators G1 for sample skewness[image: External link] and G2 for sample kurtosis[image: External link] are used by DAP[image: External link]/ SAS[image: External link], PSPP[image: External link]/ SPSS[image: External link], and Excel[image: External link]. However, they are not used by BMDP[image: External link] and (according to [38]) they were not used by MINITAB[image: External link] in 1998. Actually, Joanes and Gill in their 1998 study[38] concluded that the skewness and kurtosis estimators used in BMDP[image: External link] and in MINITAB[image: External link] (at that time) had smaller variance and mean-squared error in normal samples, but the skewness and kurtosis estimators used in DAP[image: External link]/ SAS[image: External link], PSPP[image: External link]/ SPSS[image: External link], namely G1 and G2, had smaller mean-squared error in samples from a very skewed distribution. It is for this reason that we have spelled out "sample skewness", etc., in the above formulas, to make it explicit that the user should choose the best estimator according to the problem at hand, as the best estimator for skewness and kurtosis depends on the amount of skewness (as shown by Joanes and Gill[38]).
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As it is also the case for maximum likelihood[image: External link] estimates for the gamma distribution[image: External link], the maximum likelihood estimates for the beta distribution do not have a general closed form solution for arbitrary values of the shape parameters. If X1, ..., XN are independent random variables each having a beta distribution, the joint log likelihood function for N iid[image: External link] observations is:


	



Finding the maximum with respect to a shape parameter involves taking the partial derivative with respect to the shape parameter and setting the expression equal to zero yielding the maximum likelihood[image: External link] estimator of the shape parameters:


	

	



where:


	

	



since the digamma function[image: External link] denoted ψ(α) is defined as the logarithmic derivative[image: External link] of the gamma function[image: External link]:[19]


	



To ensure that the values with zero tangent slope are indeed a maximum (instead of a saddle-point or a minimum) one has to also satisfy the condition that the curvature is negative. This amounts to satisfying that the second partial derivative with respect to the shape parameters is negative


	

	



using the previous equations, this is equivalent to:


	

	



where the trigamma function[image: External link], denoted ψ1(α), is the second of the polygamma functions[image: External link], and is defined as the derivative of the digamma[image: External link] function:


	



These conditions are equivalent to stating that the variances of the logarithmically transformed variables are positive, since:


	

	



Therefore, the condition of negative curvature at a maximum is equivalent to the statements:


	

	



Alternatively, the condition of negative curvature at a maximum is also equivalent to stating that the following logarithmic derivatives[image: External link] of the geometric means[image: External link] GX and G(1−X) are positive, since:


	

	



While these slopes are indeed positive, the other slopes are negative:


	



The slopes of the mean and the median with respect to α and β display similar sign behavior.

From the condition that at a maximum, the partial derivative with respect to the shape parameter equals zero, we obtain the following system of coupled maximum likelihood estimate[image: External link] equations (for the average log-likelihoods) that needs to be inverted to obtain the (unknown) shape parameter estimates in terms of the (known) average of logarithms of the samples X1, ..., XN:[1]


	



where we recognize as the logarithm of the sample geometric mean[image: External link] and as the logarithm of the sample geometric mean[image: External link] based on (1 − X), the mirror-image of X. For , it follows that .


	



These coupled equations containing digamma functions[image: External link] of the shape parameter estimates must be solved by numerical methods as done, for example, by Beckman et al.[39] Gnanadesikan et al. give numerical solutions for a few cases.[40] N.L.Johnson[image: External link] and S.Kotz[image: External link][1] suggest that for "not too small" shape parameter estimates , the logarithmic approximation to the digamma function may be used to obtain initial values for an iterative solution, since the equations resulting from this approximation can be solved exactly:


	

	



which leads to the following solution for the initial values (of the estimate shape parameters in terms of the sample geometric means) for an iterative solution:


	

	



Alternatively, the estimates provided by the method of moments can instead be used as initial values for an iterative solution of the maximum likelihood coupled equations in terms of the digamma functions.

When the distribution is required over a known interval other than [0, 1] with random variable X, say [a, c] with random variable Y, then replace ln(Xi) in the first equation with


	



and replace ln(1−Xi) in the second equation with


	



(see "Alternative parametrizations, four parameters" section below).

If one of the shape parameters is known, the problem is considerably simplified. The following logit[image: External link] transformation can be used to solve for the unknown shape parameter (for skewed cases such that , otherwise, if symmetric, both -equal- parameters are known when one is known):


	



This logit[image: External link] transformation is the logarithm of the transformation that divides the variable X by its mirror-image (X/(1 - X) resulting in the "inverted beta distribution" or beta prime distribution[image: External link] (also known as beta distribution of the second kind or Pearson's Type VI[image: External link]) with support [0, +∞). As previously discussed in the section "Moments of logarithmically transformed random variables," the logit[image: External link] transformation , studied by Johnson,[25] extends the finite support [0, 1] based on the original variable X to infinite support in both directions of the real line (−∞, +∞).

If, for example, is known, the unknown parameter can be obtained in terms of the inverse[41] digamma function of the right hand side of this equation:


	

	



In particular, if one of the shape parameters has a value of unity, for example for (the power function distribution with bounded support [0,1]), using the identity ψ(x + 1) = ψ(x) + 1/x in the equation , the maximum likelihood estimator for the unknown parameter is,[1] exactly:


	



The beta has support [0, 1], therefore , and hence , and therefore .

In conclusion, the maximum likelihood estimates of the shape parameters of a beta distribution are (in general) a complicated function of the sample geometric mean[image: External link], and of the sample geometric mean[image: External link] based on (1−X), the mirror-image of X. One may ask, if the variance (in addition to the mean) is necessary to estimate two shape parameters with the method of moments, why is the (logarithmic or geometric) variance not necessary to estimate two shape parameters with the maximum likelihood method, for which only the geometric means suffice? The answer is because the mean does not provide as much information as the geometric mean. For a beta distribution with equal shape parameters α = β, the mean is exactly 1/2, regardless of the value of the shape parameters, and therefore regardless of the value of the statistical dispersion (the variance). On the other hand, the geometric mean of a beta distribution with equal shape parameters α = β, depends on the value of the shape parameters, and therefore it contains more information. Also, the geometric mean of a beta distribution does not satisfy the symmetry conditions satisfied by the mean, therefore, by employing both the geometric mean based on X and geometric mean based on (1−X), the maximum likelihood method is able to provide best estimates for both parameters α = β, without need of employing the variance.

One can express the joint log likelihood per N iid[image: External link] observations in terms of the sufficient statistics[image: External link] (the sample geometric means) as follows:


	



We can plot the joint log likelihood per N observations for fixed values of the sample geometric means to see the behavior of the likelihood function as a function of the shape parameters α and β. In such a plot, the shape parameter estimators correspond to the maxima of the likelihood function. See the accompanying graph that shows that all the likelihood functions intersect at α = β = 1, which corresponds to the values of the shape parameters that give the maximum entropy (the maximum entropy occurs for shape parameters equal to unity: the uniform distribution). It is evident from the plot that the likelihood function gives sharp peaks for values of the shape parameter estimators close to zero, but that for values of the shape parameters estimators greater than one, the likelihood function becomes quite flat, with less defined peaks. Obviously, the maximum likelihood parameter estimation method for the beta distribution becomes less acceptable for larger values of the shape parameter estimators, as the uncertainty in the peak definition increases with the value of the shape parameter estimators. One can arrive at the same conclusion by noticing that the expression for the curvature of the likelihood function is in terms of the geometric variances


	

	



These variances (and therefore the curvatures) are much larger for small values of the shape parameter α and β. However, for shape parameter values α, β > 1, the variances (and therefore the curvatures) flatten out. Equivalently, this result follows from the Cramér–Rao bound[image: External link], since the Fisher information[image: External link] matrix components for the beta distribution are these logarithmic variances. The Cramér–Rao bound[image: External link] states that the variance[image: External link] of any unbiased estimator of α is bounded by the reciprocal[image: External link] of the Fisher information[image: External link]:


	

	



so the variance of the estimators increases with increasing α and β, as the logarithmic variances decrease.

Also one can express the joint log likelihood per N iid[image: External link] observations in terms of the digamma function[image: External link] expressions for the logarithms of the sample geometric means as follows:


	



this expression is identical to the negative of the cross-entropy (see section on "Quantities of information (entropy)"). Therefore, finding the maximum of the joint log likelihood of the shape parameters, per N iid[image: External link] observations, is identical to finding the minimum of the cross-entropy for the beta distribution, as a function of the shape parameters.


	



with the cross-entropy defined as follows:


	













[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Four unknown parameters




The procedure is similar to the one followed in the two unknown parameter case. If Y1, ..., YN are independent random variables each having a beta distribution with four parameters, the joint log likelihood function for N iid[image: External link] observations is:


	



Finding the maximum with respect to a shape parameter involves taking the partial derivative with respect to the shape parameter and setting the expression equal to zero yielding the maximum likelihood[image: External link] estimator of the shape parameters:


	

	

	

	



these equations can be re-arranged as the following system of four coupled equations (the first two equations are geometric means and the second two equations are the harmonic means) in terms of the maximum likelihood estimates for the four parameters :


	

	

	

	



with sample geometric means:


	

	



The parameters are embedded inside the geometric mean expressions in a nonlinear way (to the power 1/N). This precludes, in general, a closed form solution, even for an initial value approximation for iteration purposes. One alternative is to use as initial values for iteration the values obtained from the method of moments solution for the four parameter case. Furthermore, the expressions for the harmonic means are well-defined only for , which precludes a maximum likelihood solution for shape parameters less than unity in the four-parameter case. Fisher's information matrix for the four parameter case is positive-definite[image: External link] only for α, β > 2 (for further discussion, see section on Fisher information matrix, four parameter case), for bell-shaped (symmetric or unsymmetric) beta distributions, with inflection points located to either side of the mode. The following Fisher information components (that represent the expectations of the curvature of the log likelihood function) have singularities[image: External link] at the following values:


	

	

	

	



(for further discussion see section on Fisher information matrix). Thus, it is not possible to strictly carry on the maximum likelihood estimation for some well known distributions belonging to the four-parameter beta distribution family, like the uniform distribution[image: External link] (Beta(1, 1, a, c)), and the arcsine distribution[image: External link] (Beta(1/2, 1/2, a, c)). N.L.Johnson[image: External link] and S.Kotz[image: External link][1] ignore the equations for the harmonic means and instead suggest "If a and c are unknown, and maximum likelihood estimators of a, c, α and β are required, the above procedure (for the two unknown parameter case, with X transformed as X = (Y − a)/(c − a)) can be repeated using a succession of trial values of a and c, until the pair (a, c) for which maximum likelihood (given a and c) is as great as possible, is attained" (where, for the purpose of clarity, their notation for the parameters has been translated into the present notation).
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Let a random variable X have a probability density f(x;α). The partial derivative with respect to the (unknown, and to be estimated) parameter α of the log likelihood function[image: External link] is called the score[image: External link]. The second moment of the score is called the Fisher information[image: External link]:


	



The expectation[image: External link] of the score[image: External link] is zero, therefore the Fisher information is also the second moment centered on the mean of the score: the variance[image: External link] of the score.

If the log likelihood function[image: External link] is twice differentiable with respect to the parameter α, and under certain regularity conditions,[42] then the Fisher information may also be written as follows (which is often a more convenient form for calculation purposes):


	



Thus, the Fisher information is the negative of the expectation of the second derivative[image: External link] with respect to the parameter α of the log likelihood function[image: External link]. Therefore, Fisher information is a measure of the curvature[image: External link] of the log likelihood function of α. A low curvature[image: External link] (and therefore high radius of curvature[image: External link]), flatter log likelihood function curve has low Fisher information; while a log likelihood function curve with large curvature[image: External link] (and therefore low radius of curvature[image: External link]) has high Fisher information. When the Fisher information matrix is computed at the evaluates of the parameters ("the observed Fisher information matrix") it is equivalent to the replacement of the true log likelihood surface by a Taylor's series approximation, taken as far as the quadratic terms.[43] The word information, in the context of Fisher information, refers to information about the parameters. Information such as: estimation, sufficiency and properties of variances of estimators. The Cramér–Rao bound[image: External link] states that the inverse of the Fisher information is a lower bound on the variance of any estimator[image: External link] of a parameter α:


	



The precision to which one can estimate the estimator of a parameter α is limited by the Fisher Information of the log likelihood function. The Fisher information is a measure of the minimum error involved in estimating a parameter of a distribution and it can be viewed as a measure of the resolving power of an experiment needed to discriminate between two alternative hypothesis of a parameter.[44]

When there are N parameters


	



then the Fisher information takes the form of an N×N positive semidefinite[image: External link] symmetric matrix[image: External link], the Fisher Information Matrix, with typical element:


	



Under certain regularity conditions,[42] the Fisher Information Matrix may also be written in the following form, which is often more convenient for computation:


	



With X1, ..., XN iid[image: External link] random variables, an N-dimensional "box" can be constructed with sides X1, ..., XN. Costa and Cover[45] show that the (Shannon) differential entropy h(X) is related to the volume of the typical set (having the sample entropy close to the true entropy), while the Fisher information is related to the surface of this typical set.
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For X1, ..., XN independent random variables each having a beta distribution parametrized with shape parameters α and β, the joint log likelihood function for N iid[image: External link] observations is:


	



therefore the joint log likelihood function per N iid[image: External link] observations is:


	



For the two parameter case, the Fisher information has 4 components: 2 diagonal and 2 off-diagonal. Since the Fisher information matrix is symmetric, one of these off diagonal components is independent. Therefore, the Fisher information matrix has 3 independent components (2 diagonal and 1 off diagonal).

Aryal and Nadarajah[46] calculated Fisher's information matrix for the four-parameter case, from which the two parameter case can be obtained as follows:


	

	

	



Since the Fisher information matrix is symmetric


	



The Fisher information components are equal to the log geometric variances and log geometric covariance. Therefore, they can be expressed as trigamma functions[image: External link], denoted ψ1(α), the second of the polygamma functions[image: External link], defined as the derivative of the digamma[image: External link] function:


	



These derivatives are also derived in the section titled "Parameter estimation", "Maximum likelihood", "Two unknown parameters," and plots of the log likelihood function are also shown in that section. The section titled "Geometric variance and covariance" contains plots and further discussion of the Fisher information matrix components: the log geometric variances and log geometric covariance as a function of the shape parameters α and β. The section titled "Other moments", "Moments of transformed random variables", "Moments of logarithmically transformed random variables" contains formulas for moments of logarithmically transformed random variables. Images for the Fisher information components and are shown in the section titled "Geometric variance".

The determinant of Fisher's information matrix is of interest (for example for the calculation of Jeffreys prior[image: External link] probability). From the expressions for the individual components of the Fisher information matrix, it follows that the determinant of Fisher's (symmetric) information matrix for the beta distribution is:


	



From Sylvester's criterion[image: External link] (checking whether the diagonal elements are all positive), it follows that the Fisher information matrix for the two parameter case is positive-definite[image: External link] (under the standard condition that the shape parameters are positive α > 0 and β > 0).


[image: TOC] TOC [image: Previous chapter] Previous 
 Four parameters




If Y1, ..., YN are independent random variables each having a beta distribution with four parameters: the exponents α and β, as well as "a" (the minimum of the distribution range), and "c" (the maximum of the distribution range) (section titled "Alternative parametrizations", "Four parameters"), with probability density function[image: External link]:


	



the joint log likelihood function per N iid[image: External link] observations is:


	



For the four parameter case, the Fisher information has 4*4=16 components. It has 12 off-diagonal components = (4*4 total - 4 diagonal). Since the Fisher information matrix is symmetric, half of these components (12/2=6) are independent. Therefore, the Fisher information matrix has 6 independent off-diagonal + 4 diagonal = 10 independent components. Aryal and Nadarajah[46] calculated Fisher's information matrix for the four parameter case as follows:


	

	

	



In the above expressions, the use of X instead of Y in the expressions var[ln(X)] = ln(varGX) is not an error. The expressions in terms of the log geometric variances and log geometric covariance occur as functions of the two parameter X ~ Beta(α, β) parametrization because when taking the partial derivatives with respect to the exponents (α, β) in the four parameter case, one obtains the identical expressions as for the two parameter case: these terms of the four parameter Fisher information matrix are independent of the minimum "a" and maximum "c" of the distribution's range. The only non-zero term upon double differentiation of the log likelihood function with respect to the exponents α and β is the second derivative of the log of the beta function: ln(B(α, β)). This term is independent of the minimum "a" and maximum "c" of the distribution's range. Double differentiation of this term results in trigamma functions. The sections titled "Maximum likelihood", "Two unknown parameters" and "Four unknown parameters" also show this fact.

The Fisher information for N i.i.d.[image: External link] samples is N times the individual Fisher information (eq. 11.279, page 394 of Cover and Thomas[28]). (Aryal and Nadarajah[46] take a single observation, N = 1, to calculate the following components of the Fisher information, which leads to the same result as considering the derivatives of the log likelihood per N observations. Moreover, below the erroneous expression for in Aryal and Nadarajah has been corrected.)


	



The lower two diagonal entries of the Fisher information matrix, with respect to the parameter "a" (the minimum of the distribution's range): , and with respect to the parameter "c" (the maximum of the distribution's range): are only defined for exponents α > 2 and β > 2 respectively. The Fisher information matrix component for the minimum "a" approaches infinity for exponent α approaching 2 from above, and the Fisher information matrix component for the maximum "c" approaches infinity for exponent β approaching 2 from above.

The Fisher information matrix for the four parameter case does not depend on the individual values of the minimum "a" and the maximum "c", but only on the total range (c−a). Moreover, the components of the Fisher information matrix that depend on the range (c−a), depend only through its inverse (or the square of the inverse), such that the Fisher information decreases for increasing range (c−a).

The accompanying images show the Fisher information components and . Images for the Fisher information components and are shown in the section titled "Geometric variance". All these Fisher information components look like a basin, with the "walls" of the basin being located at low values of the parameters.

The following four-parameter-beta-distribution Fisher information components can be expressed in terms of the two-parameter: X ~ Beta(α, β) expectations of the transformed ratio ((1-X)/X) and of its mirror image (X/(1-X)), scaled by the range (c−a), which may be helpful for interpretation:


	

	



These are also the expected values of the "inverted beta distribution" or beta prime distribution[image: External link] (also known as beta distribution of the second kind or Pearson's Type VI[image: External link]) [1] and its mirror image, scaled by the range (c−a).

Also, the following Fisher information components can be expressed in terms of the harmonic (1/X) variances or of variances based on the ratio transformed variables ((1-X)/X) as follows:


	



See section "Moments of linearly transformed, product and inverted random variables" for these expectations.

The determinant of Fisher's information matrix is of interest (for example for the calculation of Jeffreys prior[image: External link] probability). From the expressions for the individual components, it follows that the determinant of Fisher's (symmetric) information matrix for the beta distribution with four parameters is:


	



Using Sylvester's criterion[image: External link] (checking whether the diagonal elements are all positive), and since diagonal components and have singularities[image: External link] at α=2 and β=2 it follows that the Fisher information matrix for the four parameter case is positive-definite[image: External link] for α>2 and β>2. Since for α > 2 and β > 2 the beta distribution is (symmetric or unsymmetric) bell shaped, it follows that the Fisher information matrix is positive-definite only for bell-shaped (symmetric or unsymmetric) beta distributions, with inflection points located to either side of the mode. Thus, important well known distributions belonging to the four-parameter beta distribution family, like the parabolic distribution (Beta(2,2,a,c)) and the uniform distribution[image: External link] (Beta(1,1,a,c)) have Fisher information components () that blow up (approach infinity) in the four-parameter case (although their Fisher information components are all defined for the two parameter case). The four-parameter Wigner semicircle distribution[image: External link] (Beta(3/2,3/2,a,c)) and arcsine distribution[image: External link] (Beta(1/2,1/2,a,c)) have negative Fisher information determinants for the four-parameter case.
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If X and Y are independent, with and then


	



So one algorithm for generating beta variates is to generate X/(X + Y), where X is a gamma variate[image: External link] with parameters (α, 1) and Y is an independent gamma variate with parameters (β, 1).[47]

Also, the kth order statistic[image: External link] of n uniformly distributed[image: External link] variates is , so an alternative if α and β are small integers is to generate α + β − 1 uniform variates and choose the α-th smallest.[48]

Another way to generate the Beta distribution is by Pólya urn model[image: External link]. According to this method[image: External link], one start with an "urn" with α "black" balls and β "white" balls and draw uniformly with replacement. Every trial an additional ball is added according to the color of the last ball which was drawn. Asymptotically, the proportion of black and white balls will be distributed according to the Beta distribution, where each repetition of the experiment will produce a different value.
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	If X ~ Beta(α, β) then 1 − X ~ Beta(β, α) mirror-image[image: External link] symmetry

	If X ~ Beta(α, β) then . The beta prime distribution[image: External link], also called "beta distribution of the second kind".

	If X ~ Beta(n/2, m/2) then (assuming n > 0 and m > 0), the Fisher–Snedecor F distribution[image: External link].

	If then min + X(max − min) ~ PERT(min, max, m, λ) where PERT denotes a distribution used in PERT[image: External link] analysis, and m=most likely value.[49] Traditionally[50] λ = 4 in PERT analysis.

	If X ~ Beta(1, β) then X ~ Kumaraswamy distribution[image: External link] with parameters (1, β)

	If X ~ Beta(α, 1) then X ~ Kumaraswamy distribution[image: External link] with parameters (α, 1)

	If X ~ Beta(α, 1) then −ln(X) ~ Exponential(α)
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	Beta(1, 1) ~ U(0, 1)[image: External link].

	If X ~ Beta(3/2, 3/2) and r > 0 then 2rX−r ~ Wigner semicircle distribution[image: External link].

	Beta(1/2, 1/2) is equivalent to the arcsine distribution[image: External link]. This distribution is also Jeffreys prior[image: External link] probability for the Bernoulli[image: External link] and binomial distributions[image: External link] . The arcsine probability density is a distribution that appears in several random walk fundamental theorems. In a fair coin toss random walk[image: External link], the probability for the time of the last visit to the origin is distributed as an (U-shaped) arcsine distribution[image: External link].[5][13] In a two-player fair-coin-toss game, a player is said to be in the lead if the random walk (that started at the origin) is above the origin. The most probable number of times that a given player will be in the lead, in a game of length 2N, is not N. On the contrary, N is the least likely number of times that the player will be in the lead. The most likely number of times in the lead is 0 or 2N (following the arcsine distribution[image: External link]).

	the exponential distribution[image: External link]


	the gamma distribution[image: External link]
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	The kth order statistic[image: External link] of a sample of size n from the uniform distribution[image: External link] is a beta random variable, U(k) ~ Beta(k, n+1−k).[48]


	If X ~ Gamma(α, θ) and Y ~ Gamma(β, θ) are independent, then .

	If and are independent, then .

	If X ~ U(0, 1) and α > 0 then X1/α ~ Beta(α, 1). The power function distribution.
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X ~ Beta(α, β) and Y ~ F(2β,2α) then for all x > 0.
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	If p ~ Beta(α, β) and X ~ Bin(k, p) then X ~ beta-binomial distribution[image: External link]


	If p ~ Beta(α, β) and X ~ NB(r, p) then X ~ beta negative binomial distribution[image: External link]
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	The Dirichlet distribution[image: External link] is a multivariate generalization of the beta distribution. Univariate marginals of the Dirichlet distribution have a beta distribution. The beta distribution is conjugate[image: External link] to the binomial and Bernoulli distributions in exactly the same way as the Dirichlet distribution[image: External link] is conjugate to the multinomial distribution[image: External link] and categorical distribution[image: External link].

	The Pearson type I distribution[image: External link] is identical to the beta distribution (except for arbitrary shifting and re-scaling that can also be accomplished with the four parameter parametrization of the beta distribution).

	the noncentral beta distribution[image: External link]


	the generalized beta distribution[image: External link] is a five-parameter distribution family which has the beta distribution as a special case.
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Main article: Order statistic[image: External link]


The beta distribution has an important application in the theory of order statistics[image: External link]. A basic result is that the distribution of the kth smallest of a sample of size n from a continuous uniform distribution[image: External link] has a beta distribution.[48] This result is summarized as:


	



From this, and application of the theory related to the probability integral transform[image: External link], the distribution of any individual order statistic from any continuous distribution[image: External link] can be derived.[48]
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Main article: Rule of succession[image: External link]


A classic application of the beta distribution is the rule of succession[image: External link], introduced in the 18th century by Pierre-Simon Laplace[image: External link][51] in the course of treating the sunrise problem[image: External link]. It states that, given s successes in n conditionally independent[image: External link] Bernoulli trials[image: External link] with probability p, that the estimate of the expected value in the next trial is . This estimate is the expected value of the posterior distribution over p, namely Beta(s+1, n−s+1), which is given by Bayes' rule[image: External link] if one assumes a uniform prior probability over p (i.e., Beta(1, 1)) and then observes that p generated s successes in n trials. Laplace's rule of succession has been criticized by prominent scientists. R. T. Cox described Laplace's application of the rule of succession to the sunrise problem[image: External link] ([52] p. 89) as "a travesty of the proper use of the principle." Keynes remarks ([53] Ch.XXX, p. 382) "indeed this is so foolish a theorem that to entertain it is discreditable." Karl Pearson[54] showed that the probability that the next (n + 1) trials will be successes, after n successes in n trials, is only 50%, which has been considered too low by scientists like Jeffreys and unacceptable as a representation of the scientific process of experimentation to test a proposed scientific law. As pointed out by Jeffreys ([55] p. 128) (crediting C. D. Broad[image: External link][56] ) Laplace's rule of succession establishes a high probability of success ((n+1)/(n+2)) in the next trial, but only a moderate probability (50%) that a further sample (n+1) comparable in size will be equally successful. As pointed out by Perks,[57] "The rule of succession itself is hard to accept. It assigns a probability to the next trial which implies the assumption that the actual run observed is an average run and that we are always at the end of an average run. It would, one would think, be more reasonable to assume that we were in the middle of an average run. Clearly a higher value for both probabilities is necessary if they are to accord with reasonable belief." These problems with Laplace's rule of succession motivated Haldane, Perks, Jeffreys and others to search for other forms of prior probability (see the next section titled "Bayesian inference"). According to Jaynes,[44] the main problem with the rule of succession is that it is not valid when s=0 or s=n (see rule of succession[image: External link], for an analysis of its validity).
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Main article: Bayesian inference[image: External link]


The use of Beta distributions in Bayesian inference[image: External link] is due to the fact that they provide a family of conjugate prior probability distributions[image: External link] for binomial[image: External link] (including Bernoulli[image: External link]) and geometric distributions[image: External link]. The domain of the beta distribution can be viewed as a probability, and in fact the beta distribution is often used to describe the distribution of a probability value p:[24]


	



Examples of beta distributions used as prior probabilities to represent ignorance of prior parameter values in Bayesian inference are Beta(1,1), Beta(0,0) and Beta(1/2,1/2).
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 Bayes' prior probability (Beta(1,1))




The beta distribution achieves maximum differential entropy for Beta(1,1): the uniform[image: External link] probability density, for which all values in the domain of the distribution have equal density. This uniform distribution Beta(1,1) was suggested ("with a great deal of doubt") by Thomas Bayes[image: External link][58] as the prior probability distribution to express ignorance about the correct prior distribution. This prior distribution was adopted (apparently, from his writings, with little sign of doubt[51]) by Pierre-Simon Laplace[image: External link], and hence it was also known as the "Bayes-Laplace rule" or the "Laplace rule" of "inverse probability[image: External link]" in publications of the first half of the 20th century. In the later part of the 19th century and early part of the 20th century, scientists realized that the assumption of uniform "equal" probability density depended on the actual functions (for example whether a linear or a logarithmic scale was most appropriate) and parametrizations used. In particular, the behavior near the ends of distributions with finite support (for example near x = 0, for a distribution with initial support at x = 0) required particular attention. Keynes ([53] Ch.XXX, p. 381) criticized the use of Bayes's uniform prior probability (Beta(1,1)) that all values between zero and one are equiprobable, as follows: "Thus experience, if it shows anything, shows that there is a very marked clustering of statistical ratios in the neighborhoods of zero and unity, of those for positive theories and for correlations between positive qualities in the neighborhood of zero, and of those for negative theories and for correlations between negative qualities in the neighborhood of unity. "
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 Haldane's prior probability (Beta(0,0))




The Beta(0,0) distribution was proposed by J.B.S. Haldane[image: External link],[59] who suggested that the prior probability representing complete uncertainty should be proportional to p−1(1−p)−1. The function p−1(1−p)−1 can be viewed as the limit of the numerator of the beta distribution as both shape parameters approach zero: α, β → 0. The Beta function (in the denominator of the beta distribution) approaches infinity, for both parameters approaching zero, α, β → 0. Therefore, p−1(1−p)−1 divided by the Beta function approaches a 2-point Bernoulli distribution[image: External link] with equal probability 1/2 at each Dirac delta function[image: External link] end, at 0 and 1, and nothing in between, as α, β → 0. A coin-toss: one face of the coin being at 0 and the other face being at 1. The Haldane prior probability distribution Beta(0,0) is an "improper prior[image: External link]" because its integration (from 0 to 1) fails to strictly converge to 1 due to the Dirac delta function[image: External link] singularities at each end. However, this is not an issue for computing posterior probabilities unless the sample size is very small. Furthermore, Zellner[60] points out that on the log-odds[image: External link] scale, (the logit[image: External link] transformation ln(p/1−p)), the Haldane prior is the uniformly flat prior. The fact that a uniform prior probability on the logit[image: External link] transformed variable ln(p/1−p) (with domain (-∞, ∞)) is equivalent to the Haldane prior on the domain [0, 1] was pointed out by Harold Jeffreys[image: External link] in the first edition (1939) of his book Theory of Probability ([55] p. 123). Jeffreys writes "Certainly if we take the Bayes-Laplace rule right up to the extremes we are led to results that do not correspond to anybody's way of thinking. The (Haldane) rule dx/(x(1−x)) goes too far the other way. It would lead to the conclusion that if a sample is of one type with respect to some property there is a probability 1 that the whole population is of that type." The fact that "uniform" depends on the parametrization, led Jeffreys to seek a form of prior that would be invariant under different parametrizations.
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 Jeffreys' prior probability (Beta(1/2,1/2) for a Bernoulli or for a binomial distribution)




Main article: Jeffreys prior[image: External link]


Harold Jeffreys[image: External link][55][61] proposed to use an uninformative prior[image: External link] probability measure that should be invariant under reparameterization[image: External link]: proportional to the square root of the determinant[image: External link] of Fisher's information[image: External link] matrix. For the Bernoulli distribution[image: External link], this can be shown as follows: for a coin that is "heads" with probability p ∈ [0, 1] and is "tails" with probability 1 − p, for a given (H,T) ∈ {(0,1), (1,0)} the probability is pH(1 − p)T. Since T = 1 − H, the Bernoulli distribution[image: External link] is pH(1 − p)1 − H. Considering p as the only parameter, it follows that the log likelihood for the Bernoulli distribution is


	



The Fisher information matrix has only one component (it is a scalar, because there is only one parameter: p), therefore:


	



Similarly, for the Binomial distribution[image: External link] with n Bernoulli trials[image: External link], it can be shown that


	



Thus, for the Bernoulli[image: External link], and Binomial distributions[image: External link], Jeffreys prior[image: External link] is proportional to , which happens to be proportional to a beta distribution with domain variable x = p, and shape parameters α = β = 1/2, the arcsine distribution[image: External link]:


	



It will be shown in the next section that the normalizing constant for Jeffreys prior is immaterial to the final result because the normalizing constant cancels out in Bayes theorem for the posterior probability. Hence Beta(1/2,1/2) is used as the Jeffreys prior for both Bernoulli and binomial distributions. As shown in the next section, when using this expression as a prior probability times the likelihood in Bayes theorem[image: External link], the posterior probability turns out to be a beta distribution. It is important to realize, however, that Jeffreys prior is proportional to for the Bernoulli and binomial distribution, but not for the beta distribution. Jeffreys prior for the beta distribution is given by the determinant of Fisher's information for the beta distribution, which, as shown in the section titled "Fisher information" is a function of the trigamma function[image: External link] ψ1 of shape parameters α and β as follows:


	



As previously discussed, Jeffreys prior for the Bernoulli and binomial distributions is proportional to the arcsine distribution[image: External link] Beta(1/2,1/2), a one-dimensional curve that looks like a basin as a function of the parameter p of the Bernoulli and binomial distributions. The walls of the basin are formed by p approaching the singularities at the ends p → 0 and p → 1, where Beta(1/2,1/2) approaches infinity. Jeffreys prior for the beta distribution is a 2-dimensional surface (embedded in a three-dimensional space) that looks like a basin with only two of its walls meeting at the corner α = β = 0 (and missing the other two walls) as a function of the shape parameters α and β of the beta distribution. The two adjoining walls of this 2-dimensional surface are formed by the shape parameters α and β approaching the singularities (of the trigamma function) at α, β → 0. It has no walls for α, β → ∞ because in this case the determinant of Fisher's information matrix for the beta distribution approaches zero.

It will be shown in the next section that Jeffreys prior probability results in posterior probabilities (when multiplied by the binomial likelihood function) that are intermediate between the posterior probability results of the Haldane and Bayes prior probabilities.

Jeffreys prior may be difficult to obtain analytically, and for some cases it just doesn't exist (even for simple distribution functions like the asymmetric triangular distribution[image: External link]). Berger, Bernardo and Sun, in a 2009 paper[62] defined a reference prior probability distribution that (unlike Jeffreys prior) exists for the asymmetric triangular distribution[image: External link]. They cannot obtain a closed-form expression for their reference prior, but numerical calculations show it to be nearly perfectly ﬁtted by the (proper) prior


	



where θ is the vertex variable for the asymmetric triangular distribution with support [0, 1] (corresponding to the following parameter values in Wikipedia's article on the triangular distribution[image: External link]: vertex c = θ, left end a = 0,and right end b = 1). Berger et al. also give a heuristic argument that Beta(1/2,1/2) could indeed be the exact Berger–Bernardo–Sun reference prior for the asymmetric triangular distribution. Therefore, Beta(1/2,1/2) not only is Jeffreys prior for the Bernoulli and binomial distributions, but also seems to be the Berger–Bernardo–Sun reference prior for the asymmetric triangular distribution (for which the Jeffreys prior does not exist), a distribution used in project management and PERT[image: External link] analysis to describe the cost and duration of project tasks.

Clarke and Barron[63] prove that, among continuous positive priors, Jeffreys prior (when it exists) asymptotically maximizes Shannon's mutual information[image: External link] between a sample of size n and the parameter, and therefore Jeffreys prior is the most uninformative prior (measuring information as Shannon information). The proof rests on an examination of the Kullback–Leibler distance[image: External link] between probability density functions for iid[image: External link] random variables.
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If samples are drawn from the population of a random variable X that result in s successes and f failures in "n" Bernoulli trials[image: External link] n = s + f, then the likelihood function[image: External link] for parameters s and f given x = p (the notation x = p in the expressions below will emphasize that the domain x stands for the value of the parameter p in the binomial distribution), is the following binomial distribution[image: External link]:


	



If beliefs about prior probability[image: External link] information are reasonably well approximated by a beta distribution with parameters α Prior and β Prior, then:


	



According to Bayes' theorem[image: External link] for a continuous event space, the posterior probability[image: External link] is given by the product of the prior probability[image: External link] and the likelihood function (given the evidence s and f = n − s), normalized so that the area under the curve equals one, as follows:


	



The binomial coefficient[image: External link]


	



appears both in the numerator and the denominator of the posterior probability, and it does not depend on the integration variable x, hence it cancels out, and it is irrelevant to the final result. Similarly the normalizing factor for the prior probability, the beta function B(αPrior,βPrior) cancels out and it is immaterial to the final result. The same posterior probability result can be obtained if one uses an un-normalized prior


	



because the normalizing factors all cancel out. Several authors (including Jeffreys himself) thus use an un-normalized prior formula since the normalization constant cancels out. The numerator of the posterior probability ends up being just the (un-normalized) product of the prior probability and the likelihood function, and the denominator is its integral from zero to one. The beta function in the denominator, B(s + α Prior, n − s + β Prior), appears as a normalization constant to ensure that the total posterior probability integrates to unity.

The ratio s/n of the number of successes to the total number of trials is a sufficient statistic[image: External link] in the binomial case, which is relevant for the following results.

For the Bayes' prior probability (Beta(1,1)), the posterior probability is:


	



For the Jeffreys' prior probability (Beta(1/2,1/2)), the posterior probability is:


	



and for the Haldane prior probability (Beta(0,0)), the posterior probability is:


	



From the above expressions it follows that for s/n = 1/2) all the above three prior probabilities result in the identical location for the posterior probability mean = mode = 1/2. For s/n < 1/2, the mean of the posterior probabilities, using the following priors, are such that: mean for Bayes prior > mean for Jeffreys prior > mean for Haldane prior. For s/n > 1/2 the order of these inequalities is reversed such that the Haldane prior probability results in the largest posterior mean. The Haldane prior probability Beta(0,0) results in a posterior probability density with mean (the expected value for the probability of success in the "next" trial) identical to the ratio s/n of the number of successes to the total number of trials. Therefore, the Haldane prior results in a posterior probability with expected value in the next trial equal to the maximum likelihood. The Bayes prior probability Beta(1,1) results in a posterior probability density with mode identical to the ratio s/n (the maximum likelihood).

In the case that 100% of the trials have been successful s = n, the Bayes prior probability Beta(1,1) results in a posterior expected value equal to the rule of succession (n + 1)/(n + 2), while the Haldane prior Beta(0,0) results in a posterior expected value of 1 (absolute certainty of success in the next trial). Jeffreys prior probability results in a posterior expected value equal to ('n + 1/2)/(n + 1), Perks[57] (p. 303) points out: "This provides a new rule of succession and expresses a 'reasonable' position to take up, namely, that after an unbroken run of n successes we assume a probability for the next trial equivalent to the assumption that we are about half-way through an average run, i.e. that we expect a failure once in (2n + 2) trials. The Bayes–Laplace rule implies that we are about at the end of an average run or that we expect a failure once in (n + 2) trials. The comparison clearly favours the new result (what is now called Jeffreys prior) from the point of view of 'reasonableness'."

Conversely, in the case that 100% of the trials have resulted in failure (s = 0), the Bayes prior probability Beta(1,1) results in a posterior expected value for success in the next trial equal to 1/(n + 2), while the Haldane prior Beta(0,0) results in a posterior expected value of success in the next trial of 0 (absolute certainty of failure in the next trial). Jeffreys prior probability results in a posterior expected value for success in the next trial equal to (1/2)/(n + 1), which Perks[57] (p. 303) points out: "is a much more reasonably remote result than the Bayes-Laplace result 1/(n + 2)".

Jaynes[44] questions (for the uniform prior Beta(1,1)) the use of these formulas for the cases s = 0 or s = n because the integrals do not converge (Beta(1,1) is an improper prior for s = 0 or s = n). In practice, the conditions 0<s<n necessary for a mode to exist between both ends for the Bayes prior are usually met, and therefore the Bayes prior (as long as 0 < s < n) results in a posterior mode located between both ends of the domain.

As remarked in the section on the rule of succession, K. Pearson showed that after n successes in n trials the posterior probability (based on the Bayes Beta(1,1) distribution as the prior probability) that the next (n + 1) trials will all be successes is exactly 1/2, whatever the value of n. Based on the Haldane Beta(0,0) distribution as the prior probability, this posterior probability is 1 (absolute certainty that after n successes in n trials the next (n + 1) trials will all be successes). Perks[57] (p. 303) shows that, for what is now known as the Jeffreys prior, this probability is ((n + 1/2)/(n + 1))((n + 3/2)/(n + 2))...(2n − 1/2)/(2n), which for n = 1, 2, 3 gives 3/4, 35/48, 693/960; rapidly approaching a limiting value of as n tends to infinity. Perks remarks that what is now known as the Jeffreys prior: "is clearly more 'reasonable' than either the Bayes-Laplace result or the result on the (Haldane) alternative rule rejected by Jeffreys which gives certainty as the probability. It clearly provides a very much better correspondence with the process of induction. Whether it is 'absolutely' reasonable for the purpose, i.e. whether it is yet large enough, without the absurdity of reaching unity, is a matter for others to decide. But it must be realized that the result depends on the assumption of complete indifference and absence of knowledge prior to the sampling experiment."

Following are the variances of the posterior distribution obtained with these three prior probability distributions:

for the Bayes' prior probability (Beta(1,1)), the posterior variance is:


	



for the Jeffreys' prior probability (Beta(1/2,1/2)), the posterior variance is:


	



and for the Haldane prior probability (Beta(0,0)), the posterior variance is:


	



So, as remarked by Silvey,[42] for large n, the variance is small and hence the posterior distribution is highly concentrated, whereas the assumed prior distribution was very diffuse. This is in accord with what one would hope for, as vague prior knowledge is transformed (through Bayes theorem) into a more precise posterior knowledge by an informative experiment. For small n the Haldane Beta(0,0) prior results in the largest posterior variance while the Bayes Beta(1,1) prior results in the more concentrated posterior. Jeffreys prior Beta(1/2,1/2) results in a posterior variance in between the other two. As n increases, the variance rapidly decreases so that the posterior variance for all three priors converges to approximately the same value (approaching zero variance as n → ∞). Recalling the previous result that the Haldane prior probability Beta(0,0) results in a posterior probability density with mean (the expected value for the probability of success in the "next" trial) identical to the ratio s/n of the number of successes to the total number of trials, it follows from the above expression that also the Haldane prior Beta(0,0) results in a posterior with variance identical to the variance expressed in terms of the max. likelihood estimate s/n and sample size (in section titled "Variance"):


	



with the mean μ = s/n and the sample size ν = n.

In Bayesian inference, using a prior distribution[image: External link] Beta(αPrior,βPrior) prior to a binomial distribution is equivalent to adding (αPrior − 1) pseudo-observations of "success" and (βPrior − 1) pseudo-observations of "failure" to the actual number of successes and failures observed, then estimating the parameter p of the binomial distribution by the proportion of successes over both real- and pseudo-observations. A uniform prior Beta(1,1) does not add (or subtract) any pseudo-observations since for Beta(1,1) it follows that (αPrior − 1) = 0 and (βPrior − 1) = 0. The Haldane prior Beta(0,0) subtracts one pseudo observation from each and Jeffreys prior Beta(1/2,1/2) subtracts 1/2 pseudo-observation of success and an equal number of failure. This subtraction has the effect of smoothing[image: External link] out the posterior distribution. If the proportion of successes is not 50% (s/n ≠ 1/2) values of αPrior and βPrior less than 1 (and therefore negative (αPrior − 1) and (βPrior − 1)) favor sparsity, i.e. distributions where the parameter p is closer to either 0 or 1. In effect, values of αPrior and βPrior between 0 and 1, when operating together, function as a concentration parameter[image: External link].

The accompanying plots show the posterior probability density functions for sample sizes n ∈ {3,10,50}, successes s ∈ {n/2,n/4} and Beta(αPrior,βPrior) ∈ {Beta(0,0),Beta(1/2,1/2),Beta(1,1)}. Also shown are the cases for n = {4,12,40}, success s = {n/4} and Beta(αPrior,βPrior) ∈ {Beta(0,0),Beta(1/2,1/2),Beta(1,1)}. The first plot shows the symmetric cases, for successes s ∈ {n/2}, with mean = mode = 1/2 and the second plot shows the skewed cases s ∈ {n/4}. The images show that there is little difference between the priors for the posterior with sample size of 50 (characterized by a more pronounced peak near p = 1/2). Significant differences appear for very small sample sizes (in particular for the flatter distribution for the degenerate case of sample size = 3). Therefore, the skewed cases, with successes s = {n/4}, show a larger effect from the choice of prior, at small sample size, than the symmetric cases. For symmetric distributions, the Bayes prior Beta(1,1) results in the most "peaky" and highest posterior distributions and the Haldane prior Beta(0,0) results in the flattest and lowest peak distribution. The Jeffreys prior Beta(1/2,1/2) lies in between them. For nearly symmetric, not too skewed distributions the effect of the priors is similar. For very small sample size (in this case for a sample size of 3) and skewed distribution (in this example for s ∈ {n/4}) the Haldane prior can result in a reverse-J-shaped distribution with a singularity at the left end. However, this happens only in degenerate cases (in this example n = 3 and hence s = 3/4 < 1, a degenerate value because s should be greater than unity in order for the posterior of the Haldane prior to have a mode located between the ends, and because s = 3/4 is not an integer number, hence it violates the initial assumption of a binomial distribution for the likelihood) and it is not an issue in generic cases of reasonable sample size (such that the condition 1 < s < n − 1, necessary for a mode to exist between both ends, is fulfilled).

In Chapter 12 (p. 385) of his book, Jaynes[44] asserts that the Haldane prior Beta(0,0) describes a prior state of knowledge of complete ignorance, where we are not even sure whether it is physically possible for an experiment to yield either a success or a failure, while the Bayes (uniform) prior Beta(1,1) applies if one knows that both binary outcomes are possible. Jaynes states: "interpret the Bayes-Laplace (Beta(1,1)) prior as describing not a state of complete ignorance, but the state of knowledge in which we have observed one success and one failure...once we have seen at least one success and one failure, then we know that the experiment is a true binary one, in the sense of physical possibility." Jaynes [44] does not specifically discuss Jeffreys prior Beta(1/2,1/2) (Jaynes discussion of "Jeffreys prior" on pp. 181, 423 and on chapter 12 of Jaynes book[44] refers instead to the improper, un-normalized, prior "1/p dp" introduced by Jeffreys in the 1939 edition of his book,[55] seven years before he introduced what is now known as Jeffreys' invariant prior: the square root of the determinant of Fisher's information matrix. "1/p" is Jeffreys' (1946) invariant prior for the exponential distribution[image: External link], not for the Bernoulli or binomial distributions). However, it follows from the above discussion that Jeffreys Beta(1/2,1/2) prior represents a state of knowledge in between the Haldane Beta(0,0) and Bayes Beta (1,1) prior.

Similarly, Karl Pearson[image: External link] in his 1892 book The Grammar of Science[image: External link][64][65] (p. 144 of 1900 edition) maintained that the Bayes (Beta(1,1) uniform prior was not a complete ignorance prior, and that it should be used when prior information justified to "distribute our ignorance equally"". K. Pearson wrote: "Yet the only supposition that we appear to have made is this: that, knowing nothing of nature, routine and anomy (from the Greek ανομία, namely: a- "without", and nomos "law") are to be considered as equally likely to occur. Now we were not really justified in making even this assumption, for it involves a knowledge that we do not possess regarding nature. We use our experience of the constitution and action of coins in general to assert that heads and tails are equally probable, but we have no right to assert before experience that, as we know nothing of nature, routine and breach are equally probable. In our ignorance we ought to consider before experience that nature may consist of all routines, all anomies (normlessness), or a mixture of the two in any proportion whatever, and that all such are equally probable. Which of these constitutions after experience is the most probable must clearly depend on what that experience has been like."

If there is sufficient sampling data[image: External link], and the posterior probability mode is not located at one of the extremes of the domain (x=0 or x=1), the three priors of Bayes (Beta(1,1)), Jeffreys (Beta(1/2,1/2)) and Haldane (Beta(0,0)) should yield similar posterior probability[image: External link] densities. Otherwise, as Gelman et al.[66] (p. 65) point out, "if so few data are available that the choice of noninformative prior distribution makes a difference, one should put relevant information into the prior distribution", or as Berger[10] (p. 125) points out "when different reasonable priors yield substantially different answers, can it be right to state that there is a single answer? Would it not be better to admit that there is scientific uncertainty, with the conclusion depending on prior beliefs?."
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Main article: Subjective logic[image: External link]


In standard logic, propositions are considered to be either true or false. In contradistinction, subjective logic[image: External link] assumes that humans cannot determine with absolute certainty whether a proposition about the real world is absolutely true or false. In subjective logic[image: External link] the posteriori[image: External link] probability estimates of binary events can be represented by beta distributions.[67]
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Main article: Beta wavelet[image: External link]


A wavelet[image: External link] is a wave-like oscillation[image: External link] with an amplitude[image: External link] that starts out at zero, increases, and then decreases back to zero. It can typically be visualized as a "brief oscillation" that promptly decays. Wavelets can be used to extract information from many different kinds of data, including – but certainly not limited to – audio signals and images. Thus, wavelets are purposefully crafted to have specific properties that make them useful for signal processing. Wavelets are localized in both time and frequency[image: External link] whereas the standard Fourier transform[image: External link] is only localized in frequency. Therefore, standard Fourier Transforms are only applicable to stationary processes[image: External link], while wavelets[image: External link] are applicable to non-stationary processes[image: External link]. Continuous wavelets can be constructed based on the beta distribution. Beta wavelets[image: External link][68] can be viewed as a soft variety of Haar wavelets[image: External link] whose shape is fine-tuned by two shape parameters α and β.
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 Project management: task cost and schedule modeling




The beta distribution can be used to model events which are constrained to take place within an interval defined by a minimum and maximum value. For this reason, the beta distribution — along with the triangular distribution[image: External link] — is used extensively in PERT[image: External link], critical path method[image: External link] (CPM), Joint Cost Schedule Modeling (JCSM) and other project management[image: External link]/control systems to describe the time to completion and the cost of a task. In project management, shorthand computations are widely used to estimate the mean[image: External link] and standard deviation[image: External link] of the beta distribution:[50]


	



where a is the minimum, c is the maximum, and b is the most likely value (the mode[image: External link] for α > 1 and β > 1).

The above estimate for the mean[image: External link] is known as the PERT[image: External link] three-point estimation[image: External link] and it is exact for either of the following values of β (for arbitrary α within these ranges):


	
β = α > 1 (symmetric case) with standard deviation[image: External link] , skewness[image: External link] = 0, and excess kurtosis[image: External link] =



or


	
β = 6 − α for 5 > α > 1 (skewed case) with standard deviation[image: External link]





	



skewness[image: External link] = , and excess kurtosis[image: External link] =

The above estimate for the standard deviation[image: External link] σ(X) = (c − a)/6 is exact for either of the following values of α and β:


	
α = β = 4 (symmetric) with skewness[image: External link] = 0, and excess kurtosis[image: External link] = −6/11.

	
β = 6 − α and (right-tailed, positive skew) with skewness[image: External link] , and excess kurtosis[image: External link] = 0

	
β = 6 − α and (left-tailed, negative skew) with skewness[image: External link] , and excess kurtosis[image: External link] = 0



Otherwise, these can be poor approximations for beta distributions with other values of α and β, exhibiting average errors of 40% in the mean and 549% in the variance.[69][70][71]
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 Mean and sample size




The beta distribution may also be reparameterized in terms of its mean μ (0 < μ < 1) and the addition of both shape parameters ν = α + β > 0([9] p. 83). Denoting by αPosterior and βPosterior the shape parameters of the posterior beta distribution resulting from applying Bayes theorem to a binomial likelihood function and a prior probability, the interpretation of the addition of both shape parameters to be sample size = ν = α·Posterior + β·Posterior is only correct for the Haldane prior probability Beta(0,0). Specifically, for the Bayes (uniform) prior Beta(1,1) the correct interpretation would be sample size = α·Posterior + β Posterior − 2, or ν = (sample size) + 2. Of course, for sample size much larger than 2, the difference between these two priors becomes negligible. (See section Bayesian inference for further details.) In the rest of this article ν = α + β will be referred to as "sample size", but one should remember that it is, strictly speaking, the "sample size" of a binomial likelihood function only when using a Haldane Beta(0,0) prior in Bayes theorem.

This parametrization may be useful in Bayesian parameter estimation. For example, one may administer a test to a number of individuals. If it is assumed that each person's score (0 ≤ θ ≤ 1) is drawn from a population-level Beta distribution, then an important statistic is the mean of this population-level distribution. The mean and sample size parameters are related to the shape parameters α and β via[9]


	
α = μν, β = (1 − μ)ν




Under this parametrization[image: External link], one may place an uninformative prior[image: External link] probability over the mean, and a vague prior probability (such as an exponential or gamma distribution) over the positive reals for the sample size, if they are independent, and prior data and/or beliefs justify it.
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 Mode and concentration




The mode and "concentration" can also be used to calculate the parameters for a beta distribution.[72]
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 Mean (allele frequency) and (Wright's) genetic distance between two populations




The Balding–Nichols model[image: External link][73] is a two-parameter parametrization[image: External link] of the beta distribution used in population genetics[image: External link]. It is a statistical description of the allele frequencies[image: External link] in the components of a sub-divided population:


	



where and ; here F is (Wright's) genetic distance between two populations.

See the articles Balding–Nichols model[image: External link], F-statistics[image: External link], fixation index[image: External link] and coefficient of relationship[image: External link], for further information.
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 Mean and variance




Solving the system of (coupled) equations given in the above sections as the equations for the mean and the variance of the beta distribution in terms of the original parameters α and β, one can express the α and β parameters in terms of the mean (μ) and the variance (var):


	



This parametrization[image: External link] of the beta distribution may lead to a more intuitive understanding than the one based on the original parameters α and β. For example, by expressing the mode, skewness, excess kurtosis and differential entropy in terms of the mean and the variance:
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 Four parameters




A beta distribution with the two shape parameters α and β is supported on the range [0,1] or (0,1). It is possible to alter the location and scale of the distribution by introducing two further parameters representing the minimum, a, and maximum c (c > a), values of the distribution,[1] by a linear transformation substituting the non-dimensional variable x in terms of the new variable y (with support [a,c] or (a,c)) and the parameters a and c:


	



The probability density function[image: External link] of the four parameter beta distribution is equal to the two parameter distribution, scaled by the range (c-a), (so that the total area under the density curve equals a probability of one), and with the "y" variable shifted and scaled as follows:


	



That a random variable Y is Beta-distributed with four parameters α, β, a, and c will be denoted by:


	



The measures of central location are scaled (by (c-a)) and shifted (by a), as follows:


	



The statistical dispersion measures are scaled (they do not need to be shifted because they are already centered on the mean) by the range (c-a), linearly for the mean deviation and nonlinearly for the variance:


	

	

	



Since the skewness[image: External link] and excess kurtosis[image: External link] are non-dimensional quantities (as moments[image: External link] centered on the mean and normalized by the standard deviation[image: External link]), they are independent of the parameters a and c, and therefore equal to the expressions given above in terms of X (with support [0,1] or (0,1)):
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 History




The first systematic modern discussion of the beta distribution is probably due to Karl Pearson[image: External link] FRS[image: External link][74] (27 March 1857 – 27 April 1936[75]), an influential English[image: External link] mathematician who has been credited with establishing the discipline of mathematical statistics[image: External link].[76] In Pearson's papers[21][32] the beta distribution is couched as a solution of a differential equation: Pearson's Type I distribution[image: External link] which it is essentially identical to except for arbitrary shifting and re-scaling (the beta and Pearson Type I distributions can always be equalized by proper choice of parameters). In fact, in several English books and journal articles in the few decades prior to World War II, it was common to refer to the beta distribution as Pearson's Type I distribution. William P. Elderton[image: External link] (1877–1962) in his 1906 monograph "Frequency curves and correlation"[34] further analyzes the beta distribution as Pearson's Type I distribution, including a full discussion of the method of moments for the four parameter case, and diagrams of (what Elderton describes as) U-shaped, J-shaped, twisted J-shaped, "cocked-hat" shapes, horizontal and angled straight-line cases. Elderton wrote "I am chiefly indebted to Professor Pearson, but the indebtedness is of a kind for which it is impossible to offer formal thanks." Elderton[image: External link] in his 1906 monograph [34] provides an impressive amount of information on the beta distribution, including equations for the origin of the distribution chosen to be the mode, as well as for other Pearson distributions: types I through VII. Elderton also included a number of appendixes, including one appendix ("II") on the beta and gamma functions. In later editions, Elderton added equations for the origin of the distribution chosen to be the mean, and analysis of Pearson distributions VIII through XII.

As remarked by Bowman and Shenton [36] "Fisher and Pearson had a difference of opinion in the approach to (parameter) estimation, in particular relating to (Pearson's method of) moments and (Fisher's method of) maximum likelihood in the case of the Beta distribution." Also according to Bowman and Shenton, "the case of a Type I (beta distribution) model being the center of the controversy was pure serendipity. A more difficult model of 4 parameters would have been hard to find." Ronald Fisher[image: External link] (17 February 1890 – 29 July 1962) was one of the giants of statistics in the first half of the 20th century, and his long running public conflict with Karl Pearson can be followed in a number of articles in prestigious journals. For example, concerning the estimation of the four parameters for the beta distribution, and Fisher's criticism of Pearson's method of moments as being arbitrary, see Pearson's article "Method of moments and method of maximum likelihood" [37] (published three years after his retirement from University College, London, where his position had been divided between Fisher and Pearson's son Egon) in which Pearson writes "I read (Koshai's paper in the Journal of the Royal Statistical Society, 1933) which as far as I am aware is the only case at present published of the application of Professor Fisher's method. To my astonishment that method depends on first working out the constants of the frequency curve by the (Pearson) Method of Moments and then superposing on it, by what Fisher terms "the Method of Maximum Likelihood" a further approximation to obtain, what he holds, he will thus get, "more efficient values" of the curve constants."

David and Edwards's treatise on the history of statistics[77] cites the first modern treatment of the beta distribution, in 1911,[78] using the beta designation that has become standard, due to Corrado Gini[image: External link],(May 23, 1884 – March 13, 1965), an Italian statistician[image: External link], demographer[image: External link], and sociologist[image: External link], who developed the Gini coefficient[image: External link]. N.L.Johnson[image: External link] and S.Kotz[image: External link], in their comprehensive and very informative monograph[79] on leading historical personalities in statistical sciences credit Corrado Gini[image: External link][80] as "an early Bayesian...who dealt with the problem of eliciting the parameters of an initial Beta distribution, by singling out techniques which anticipated the advent of the so called empirical Bayes approach." Bayes[image: External link], in a posthumous paper [58] published in 1763 by Richard Price[image: External link], obtained a beta distribution as the density of the probability of success in Bernoulli trials (see the section titled "Applications, Bayesian inference" in this article), but the paper does not analyze any of the moments of the beta distribution or discuss any of its properties.
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Binary Code






A binary code represents text[image: External link], computer processor instructions[image: External link], or other data[image: External link] using any two-symbol system, but often the binary number system[image: External link]'s 0 and 1. The binary code assigns a pattern of binary digits ( bits[image: External link]) to each character, instruction, etc. For example, a binary string[image: External link] of eight bits can represent any of 256 possible values and can therefore represent a variety of different items.

In computing and telecommunications, binary codes are used for various methods of encoding[image: External link] data, such as character strings[image: External link], into bit strings. Those methods may use fixed-width or variable-width[image: External link] strings. In a fixed-width binary code, each letter, digit, or other character is represented by a bit string of the same length; that bit string, interpreted as a binary number[image: External link], is usually displayed in code tables in octal[image: External link], decimal[image: External link] or hexadecimal[image: External link] notation. There are many character sets[image: External link] and many character encodings[image: External link] for them.

A bit string, interpreted as a binary number, can be translated into a decimal number[image: External link]. For example, the lower case[image: External link] a, if represented by the bit string 01100001 (as it is in the standard ASCII[image: External link] code), can also be represented as the decimal number 97.
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 History of binary code




Further information: Binary number § History[image: External link]


The modern binary number system, the basis for binary code, was invented by Gottfried Leibniz[image: External link] in 1679 and appears in his article Explication de l'Arithmétique Binaire. The full title is translated into English as the "Explanation of the binary arithmetic", which uses only the characters 1 and 0, with some remarks on its usefulness, and on the light it throws on the ancient Chinese figures of Fu Xi[image: External link]."[1] (1703). Leibniz's system uses 0 and 1, like the modern binary numeral system. Leibniz encountered the I Ching[image: External link] through French Jesuit Joachim Bouvet[image: External link] and noted with fascination how its hexagrams[image: External link] correspond to the binary numbers from 0 to 111111, and concluded that this mapping was evidence of major Chinese accomplishments in the sort of philosophical mathematics he admired.[2][3] Leibniz saw the hexagrams as an affirmation of the universality of his own religious belief.[3]

Binary numerals were central to Leibniz's theology. He believed that binary numbers were symbolic of the Christian idea of creatio ex nihilo[image: External link] or creation out of nothing.[4] Leibniz was trying to find a system that converts logic’s verbal statements into a pure mathematical one. After his ideas were ignored, he came across a classic Chinese text called I Ching or ‘Book of Changes’, which used a type of binary code. The book had confirmed his theory that life could be simplified or reduced down to a series of straightforward propositions. He created a system consisting of rows of zeros and ones. During this time period, Leibniz had not yet found a use for this system.[5]

Binary systems predating Leibniz also existed in the ancient world. The aforementioned I Ching that Leibniz encountered dates from the 9th century BC in China.[6] The binary system of the I Ching, a text for divination, is based on the duality of yin and yang[image: External link].[7] Slit drums[image: External link] with binary tones are used to encode messages across Africa and Asia.[7] The Indian scholar Pingala[image: External link] (around 5th–2nd centuries BC) developed a binary system for describing prosody[image: External link] in his Chandashutram.[8][9]

The residents of the island of Mangareva[image: External link] in French Polynesia[image: External link] were using a hybrid binary- decimal[image: External link] system before 1450.[10] In the 11th century, scholar and philosopher Shao Yong[image: External link] developed a method for arranging the hexagrams which corresponds, albeit unintentionally, to the sequence 0 to 63, as represented in binary, with yin as 0, yang as 1 and the least significant bit[image: External link] on top. The ordering is also the lexicographical order[image: External link] on sextuples[image: External link] of elements chosen from a two-element set.[11]

In 1605 Francis Bacon[image: External link] discussed a system whereby letters of the alphabet could be reduced to sequences of binary digits, which could then be encoded as scarcely visible variations in the font in any random text.[12] Importantly for the general theory of binary encoding, he added that this method could be used with any objects at all: "provided those objects be capable of a twofold difference only; as by Bells, by Trumpets, by Lights and Torches, by the report of Muskets, and any instruments of like nature".[12]

Another mathematician and philosopher by the name of George Boole published a paper in 1847 called 'The Mathematical Analysis of Logic' that describes an algebraic system of logic, now known as Boolean algebra[image: External link]. Boole’s system was based on binary, a yes-no, on-off approach that consisted of the three most basic operations: AND, OR, and NOT.[13] This system was not put into use until a graduate student from Massachusetts Institute of Technology by the name of Claude Shannon noticed that the Boolean algebra he learned was similar to an electric circuit. Shannon wrote his thesis in 1937, which implemented his findings. Shannon's thesis became a starting point for the use of the binary code in practical applications such as computers, electric circuits, and more.[14]
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 Other forms of binary code




Main article: List of binary codes[image: External link]


The bit string is not the only type of binary code. A binary system in general is any system that allows only two choices such as a switch in an electronic system or a simple true or false test.


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Braille




Braille[image: External link] is a type of binary code that is widely used by blind people to read and write by touch, named for its creator, Louis Braille. This system consists of grids of six dots each, three per column, in which each dot has two states: raised or not raised. The different combinations of raised and flattened dots are capable of representing all letters, numbers, and punctuation signs.
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 Bagua




The bagua[image: External link] are diagrams used in feng shui[image: External link], Taoist[image: External link] cosmology[image: External link] and I Ching[image: External link] studies. The ba gua consists of 8 trigrams; bā meaning 8 and guà meaning divination figure. The same word is used for the 64 guà (hexagrams). Each figure combines three lines (yáo) that are either broken ( yin[image: External link]) or unbroken (yang). The relationships between the trigrams are represented in two arrangements, the primordial, "Earlier Heaven" or "Fuxi" bagua, and the manifested, "Later Heaven,"or "King Wen" bagua.[15] (See also, the King Wen sequence[image: External link] of the 64 hexagrams).
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 Ifá divination






Ifá[image: External link] is the ancient system of divination and literary corpus of the Yoruba people[image: External link] of Nigeria[image: External link]. In Yoruba religion[image: External link], the rite provides a means of communication with spiritual divinity. The Orisa[image: External link] Ifá or Orunmila[image: External link] ("Grand Priest") permits access to an initiated priest, a Babalawo[image: External link] ("father of the secrets") who generates binary values using sacred palm nuts. In wood powder, these are recorded as single and double lines. There are 16 principal Odú that are said to compose the 256 Odú. From memory alone, a Babalawo must be able to recite four to ten verses for each of the 256 Odú Ifá: generally, orisa lore, traditional medicine[image: External link], and ritual advice. In 2005, UNESCO[image: External link] listed Ifá in the Masterpieces of the Oral and Intangible Heritage of Humanity[image: External link].
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 Coding systems
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 ASCII code




The American Standard Code for Information Interchange (ASCII)[image: External link], uses a 7-bit binary code to represent text and other characters within computers, communications equipment, and other devices. Each letter or symbol is assigned a number from 0 to 127. For example, lowercase "a" is represented by 1100001 as a bit string (which is 97 in decimal).
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 Binary-coded decimal




Binary-coded decimal[image: External link], or BCD, is a binary encoded representation of integer values that uses a 4-bit nibble[image: External link] to encode decimal digits. Four binary bits can encode up to 16 distinct values; but, in BCD-encoded numbers, only the first ten values in each nibble are legal, and encode the decimal digits zero, through nine. The remaining six values are illegal, and may cause either a machine exception or unspecified behavior, depending on the computer implementation of BCD arithmetic.

BCD arithmetic is sometimes preferred to floating-point numeric formats in commercial and financial applications where the complex rounding behaviors of floating-point numbers is inappropriate.[16]
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 Early uses of binary codes





	1875: Émile Baudot[image: External link] "Addition of binary strings in his ciphering system," which, eventually, lead to the ASCII of today.

	1884: The Linotype machine[image: External link] where the matrices are sorted to their corresponding channels after use by a binary-coded slide rail.

	1932: C. E. Wynn-Williams[image: External link] "Scale of Two" counter[17]


	1937: Alan Turing electro-mechanical binary multiplier

	1937: George Stibitz[image: External link] "excess three" code[image: External link] in the Complex Computer[image: External link][17]


	1937: Atanasoff-Berry Computer[image: External link][17]


	1938: Konrad Zuse[image: External link] Z1[image: External link]
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 Current uses of binary




Most modern computers use binary encoding for instructions and data. CDs[image: External link], DVDs[image: External link], and Blu-ray Discs[image: External link] represent sound and video digitally in binary form. Telephone calls are carried digitally on long-distance and mobile phone networks using pulse-code modulation, and on voice over IP[image: External link] networks.
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 Weight of binary codes




The weight of a binary code, as defined in the table of constant-weight codes[image: External link],[18] is the Hamming weight[image: External link] of the binary words coding for the represented words or sequences.
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 See also





	Binary number[image: External link]

	List of binary codes[image: External link]

	Binary file[image: External link]

	Unicode[image: External link]

	Gray code[image: External link]
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Block Cipher






In cryptography, a block cipher is a deterministic algorithm[image: External link] operating on fixed-length groups of bits[image: External link], called a block, with an unvarying transformation that is specified by a symmetric key[image: External link]. Block ciphers operate as important elementary components[image: External link] in the design of many cryptographic protocols[image: External link], and are widely used to implement encryption[image: External link] of bulk data.

The modern design of block ciphers is based on the concept of an iterated product cipher. In his seminal 1949 publication, Communication Theory of Secrecy Systems, Claude Shannon analyzed product ciphers and suggested them as a means of effectively improving security by combining simple operations such as substitutions[image: External link] and permutations[image: External link].[1] Iterated product ciphers carry out encryption in multiple rounds, each of which uses a different subkey derived from the original key. One widespread implementation of such ciphers, named a Feistel network[image: External link] after Horst Feistel[image: External link], is notably implemented in the DES[image: External link] cipher.[2] Many other realizations of block ciphers, such as the AES[image: External link], are classified as substitution-permutation networks[image: External link].[3]

The publication of the DES cipher by the United States National Bureau of Standards (subsequently the U.S. National Institute of Standards and Technology[image: External link], NIST) in 1977 was fundamental in the public understanding of modern block cipher design. It also influenced the academic development of cryptanalytic attacks. Both differential[image: External link] and linear cryptanalysis[image: External link] arose out of studies on the DES design. As of 2016 there is a palette of attack techniques against which a block cipher must be secure, in addition to being robust against brute force attacks[image: External link].

Even a secure block cipher is suitable only for the encryption of a single block under a fixed key. A multitude of modes of operation[image: External link] have been designed to allow their repeated use in a secure way, commonly to achieve the security goals of confidentiality[image: External link] and authenticity[image: External link]. However, block ciphers may also feature as building-blocks in other cryptographic protocols, such as universal hash functions[image: External link] and pseudo-random number generators[image: External link].



TOP
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 Definition




A block cipher consists of two paired algorithms[image: External link], one for encryption, E, and the other for decryption, D.[4] Both algorithms accept two inputs: an input block of size n bits and a key[image: External link] of size k bits; and both yield an n-bit output block. The decryption algorithm D is defined to be the inverse function[image: External link] of encryption, i.e., D = E−1. More formally,[5][6] a block cipher is specified by an encryption function


	



which takes as input a key K of bit length k, called the key size, and a bit string P of length n, called the block size, and returns a string C of n bits. P is called the plaintext[image: External link], and C is termed the ciphertext[image: External link]. For each K, the function EK(P) is required to be an invertible mapping on {0,1}n. The inverse for E is defined as a function


	



taking a key K and a ciphertext C to return a plaintext value P, such that


	



For example, a block cipher encryption algorithm might take a 128-bit block of plaintext as input, and output a corresponding 128-bit block of ciphertext. The exact transformation is controlled using a second input – the secret key. Decryption is similar: the decryption algorithm takes, in this example, a 128-bit block of ciphertext together with the secret key, and yields the original 128-bit block of plain text.[7]

For each key K, EK is a permutation[image: External link] (a bijective[image: External link] mapping) over the set of input blocks. Each key selects one permutation from the possible set of .[8]
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 Iterated block ciphers




Most block cipher algorithms are classified as iterated block ciphers which means that they transform fixed-size blocks of plain-text into identical size blocks of ciphertext, via the repeated application of an invertible transformation known as the round function, with each iteration referred to as a round.[9]

Usually, the round function R takes different round keys Ki as second input, which are derived from the original key:[citation needed[image: External link]]


	



where is the plaintext and the ciphertext, with r being the round number.

Frequently, key whitening[image: External link] is used in addition to this. At the beginning and the end, the data is modified with key material (often with XOR[image: External link], but simple arithmetic operations like adding and subtracting are also used):[citation needed[image: External link]]


	

	

	



Given one of the standard iterated block cipher design schemes, it is fairly easy to construct a block cipher that is cryptographically secure, simply by using a large number of rounds. However, this will make the cipher inefficient. Thus, efficiency is the most important additional design criterion for professional ciphers. Further, a good block cipher is designed to avoid side-channel attacks, such as input-dependent memory accesses that might leak secret data via the cache state or the execution time. In addition, the cipher should be concise, for small hardware and software implementations. Finally, the cipher should be easily cryptanalyzable, such that it can be shown to how many rounds the cipher needs to be reduced such that the existing cryptographic attacks would work and, conversely, that the number of actual rounds is large enough to protect against them.
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 Substitution-permutation networks




Main article: Substitution-permutation network[image: External link]


One important type of iterated block cipher known as a substitution-permutation network[image: External link] (SPN) takes a block of the plaintext and the key as inputs, and applies several alternating rounds consisting of a substitution stage[image: External link] followed by a permutation stage[image: External link]—to produce each block of ciphertext output.[10] The non-linear substitution stage mixes the key bits with those of the plaintext, creating Shannon's confusion[image: External link]. The linear permutation stage then dissipates redundancies, creating diffusion[image: External link].[11][12]

A substitution box[image: External link] (S-box) substitutes a small block of input bits with another block of output bits. This substitution must be one-to-one[image: External link], to ensure invertibility (hence decryption). A secure S-box will have the property that changing one input bit will change about half of the output bits on average, exhibiting what is known as the avalanche effect[image: External link]—i.e. it has the property that each output bit will depend on every input bit.[13]

A permutation box[image: External link] (P-box) is a permutation[image: External link] of all the bits: it takes the outputs of all the S-boxes of one round, permutes the bits, and feeds them into the S-boxes of the next round. A good P-box has the property that the output bits of any S-box are distributed to as many S-box inputs as possible.[citation needed[image: External link]]

At each round, the round key (obtained from the key with some simple operations, for instance, using S-boxes and P-boxes) is combined using some group operation, typically XOR[image: External link].[citation needed[image: External link]]

Decryption[image: External link] is done by simply reversing the process (using the inverses of the S-boxes and P-boxes and applying the round keys in reversed order).[citation needed[image: External link]]
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Main article: Feistel cipher[image: External link]


In a Feistel cipher[image: External link], the block of plain text to be encrypted is split into two equal-sized halves. The round function is applied to one half, using a subkey, and then the output is XORed with the other half. The two halves are then swapped.[14]

Let be the round function and let be the sub-keys for the rounds respectively.

Then the basic operation is as follows:[14]

Split the plaintext block into two equal pieces, (, )

For each round , compute


	

	.



Then the ciphertext is .

Decryption of a ciphertext is accomplished by computing for


	

	.



Then is the plaintext again.

One advantage of the Feistel model compared to a substitution-permutation network[image: External link] is that the round function does not have to be invertible.[15]
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 Lai-Massey ciphers




Main article: Lai-Massey scheme[image: External link]


The Lai-Massey scheme offers security properties similar to those of the Feistel structure[image: External link]. It also shares its advantage that the round function does not have to be invertible. Another similarity is that is also splits the input block into two equal pieces. However, the round function is applied to the difference between the two, and the result is then added to both half blocks.

Let be the round function and a half-round function and let be the sub-keys for the rounds respectively.

Then the basic operation is as follows:

Split the plaintext block into two equal pieces, (, )

For each round , compute


	



where and

Then the ciphertext is .

Decryption of a ciphertext is accomplished by computing for


	



where and

Then is the plaintext again.
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 ARX add-rotate-xor




Many modern block ciphers and hashes are ARX algorithms—their round function involves only three operations: modular addition[image: External link], rotation[image: External link] with fixed rotation amounts, and XOR[image: External link] (ARX). Examples include Salsa20[image: External link], Speck[image: External link], XXTEA[image: External link], and BLAKE[image: External link]. Many authors draw an ARX network, a kind of data flow diagram[image: External link], to illustrate such a round function.[16]

These ARX operations are popular because they are relatively fast and cheap in hardware and software, and also because they run in constant time, and are therefore immune to timing attacks[image: External link]. The rotational cryptanalysis[image: External link] technique attempts to attack such round functions.
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Other operations often used in block ciphers include data-dependent rotations as in RC5[image: External link] and RC6[image: External link], a substitution box[image: External link] implemented as a lookup table[image: External link] as in Data Encryption Standard[image: External link] and Advanced Encryption Standard[image: External link], a permutation box[image: External link], and multiplication as in IDEA[image: External link].
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 Modes of operation




Main article: Block cipher modes of operation[image: External link]


A block cipher by itself allows encryption only of a single data block of the cipher's block length. For a variable-length message, the data must first be partitioned into separate cipher blocks. In the simplest case, known as the electronic codebook[image: External link] (ECB) mode, a message is first split into separate blocks of the cipher's block size (possibly extending the last block with padding[image: External link] bits), and then each block is encrypted and decrypted independently. However, such a naive method is generally insecure because equal plaintext blocks will always generate equal ciphertext blocks (for the same key), so patterns in the plaintext message become evident in the ciphertext output.[17]

To overcome this limitation, several so-called block cipher modes of operation[image: External link] have been designed[18][19] and specified in national recommendations such as NIST 800-38A[20] and BSI[image: External link] TR-02102[21] and international standards such as ISO/IEC 10116[image: External link].[22] The general concept is to use randomization[image: External link] of the plaintext data based on an additional input value, frequently called an initialization vector[image: External link], to create what is termed probabilistic encryption[image: External link].[23] In the popular cipher block chaining[image: External link] (CBC) mode, for encryption to be secure[image: External link] the initialization vector passed along with the plaintext message must be a random or pseudo-random[image: External link] value, which is added in an exclusive-or[image: External link] manner to the first plaintext block before it is being encrypted. The resultant ciphertext block is then used as the new initialization vector for the next plaintext block. In the cipher feedback[image: External link] (CFB) mode, which emulates a self-synchronizing stream cipher[image: External link], the initialization vector is first encrypted and then added to the plaintext block. The output feedback[image: External link] (OFB) mode repeatedly encrypts the initialization vector to create a key stream[image: External link] for the emulation of a synchronous stream cipher[image: External link]. The newer counter[image: External link] (CTR) mode similarly creates a key stream, but has the advantage of only needing unique and not (pseudo-)random values as initialization vectors; the needed randomness is derived internally by using the initialization vector as a block counter and encrypting this counter for each block.[20]

From a security-theoretic[image: External link] point of view, modes of operation must provide what is known as semantic security[image: External link].[24] Informally, it means that given some ciphertext under an unknown key one cannot practically derive any information from the ciphertext (other than the length of the message) over what one would have known without seeing the ciphertext. It has been shown that all of the modes discussed above, with the exception of the ECB mode, provide this property under so-called chosen plaintext attacks[image: External link].
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 Padding




Main article: Padding (cryptography)[image: External link]


Some modes such as the CBC mode only operate on complete plaintext blocks. Simply extending the last block of a message with zero-bits is insufficient since it does not allow a receiver to easily distinguish messages that differ only in the amount of padding bits. More importantly, such a simple solution gives rise to very efficient padding oracle attacks[image: External link].[25] A suitable padding scheme[image: External link] is therefore needed to extend the last plaintext block to the cipher's block size. While many popular schemes described in standards and in the literature have been shown to be vulnerable to padding oracle attacks,[25][26] a solution which adds a one-bit and then extends the last block with zero-bits, standardized as "padding method 2" in ISO/IEC 9797-1[image: External link],[27] has been proven secure against these attacks.[26]
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 Cryptanalysis
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Due to a block cipher's characteristic as an invertible function, its output becomes distinguishable[image: External link] from a truly random output string over time due to the birthday attack[image: External link]. This property results in the cipher's security degrading quadratically, and needs to be taken into account when selecting a block size. There is a trade-off though as large block sizes can result in the algorithm becoming inefficient to operate.[28] Earlier block ciphers such as the DES[image: External link] have typically selected a 64-bit block size, while newer designs such as the AES[image: External link] support block sizes of 128 bits or more, with some ciphers supporting a range of different block sizes.[29]
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 Differential cryptanalysis




Main article: Differential cryptanalysis[image: External link]
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 Linear cryptanalysis




Main article: Linear cryptanalysis[image: External link]


Linear cryptanalysis[image: External link] is a form of cryptanalysis based on finding affine[image: External link] approximations to the action of a cipher[image: External link]. Linear cryptanalysis is one of the two most widely used attacks on block ciphers; the other being differential cryptanalysis[image: External link]. [30]

The discovery is attributed to Mitsuru Matsui[image: External link], who first applied the technique to the FEAL[image: External link] cipher (Matsui and Yamagishi, 1992).[31]
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Main article: Integral cryptanalysis[image: External link]


Integral cryptanalysis[image: External link] is a cryptanalytic attack that is particularly applicable to block ciphers based on substitution-permutation networks. Unlike differential cryptanalysis, which uses pairs of chosen plaintexts with a fixed XOR difference, integral cryptanalysis uses sets or even multisets of chosen plaintexts of which part is held constant and another part varies through all possibilities. For example, an attack might use 256 chosen plaintexts that have all but 8 of their bits the same, but all differ in those 8 bits. Such a set necessarily has an XOR sum of 0, and the XOR sums of the corresponding sets of ciphertexts provide information about the cipher's operation. This contrast between the differences of pairs of texts and the sums of larger sets of texts inspired the name "integral cryptanalysis", borrowing the terminology of calculus.[citation needed[image: External link]]
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In addition to linear and differential cryptanalysis, there is a growing catalog of attacks: truncated differential cryptanalysis[image: External link], partial differential cryptanalysis, integral cryptanalysis[image: External link], which encompasses square and integral attacks, slide attacks[image: External link], boomerang attacks[image: External link], the XSL attack[image: External link], impossible differential cryptanalysis[image: External link] and algebraic attacks. For a new block cipher design to have any credibility, it must demonstrate evidence of security against known attacks.[citation needed[image: External link]]
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When a block cipher is used in a given mode of operation[image: External link], the resulting algorithm should ideally be about as secure as the block cipher itself. ECB (discussed above) emphatically lacks this property: regardless of how secure the underlying block cipher is, ECB mode can easily be attacked. On the other hand, CBC mode can be proven to be secure under the assumption that the underlying block cipher is likewise secure. Note, however, that making statements like this requires formal mathematical definitions for what it means for an encryption algorithm or a block cipher to "be secure". This section describes two common notions for what properties a block cipher should have. Each corresponds to a mathematical model that can be used to prove properties of higher level algorithms, such as CBC.

This general approach to cryptography---proving higher-level algorithms (such as CBC) are secure under explicitly stated assumptions regarding their components (such as a block cipher)---is known as provable security.
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Main article: Ciphertext indistinguishability[image: External link]


Informally, a block cipher is secure in the standard model if an attacker cannot tell the difference between the block cipher (equipped with a random key) and a random permutation.

To be a bit more precise, let E be an n-bit block cipher. We imagine the following game:


	The person running the game flips a coin.

	If the coin lands on heads, he chooses a random key K and defines the function f = EK.

	If the coin lands on tails, he chooses a random permutation π on the set of n-bit strings, and defines the function f = π.





	The attacker chooses an n-bit string X, and the person running the game tells him the value of f(X).

	Step 2 is repeated a total of q times. (Each of these q interactions is a query.)

	The attacker guesses how the coin landed. He wins if his guess is correct.



The attacker, which we can model as an algorithm, is called an adversary[image: External link]. The function f (which the adversary was able to query) is called an oracle[image: External link].

Note that an adversary can trivially ensure a 50% chance of winning simply by guessing at random (or even by, for example, always guessing "heads"). Therefore, let PE(A) denote the probability that the adversary A wins this game against E, and define the advantage of A as 2(PE(A) - 1/2). It follows that if A guesses randomly, its advantage will be 0; on the other hand, if A always wins, then its advantage is 1. The block cipher E is a pseudo-random permutation (PRP) if no adversary has an advantage significantly greater than 0, given specified restrictions on q and the adversary's running time. If in Step 2 above adversaries have the option of learning f−1(X) instead of f(X) (but still have only small advantages) then E is a strong PRP (SPRP). An adversary is non-adaptive if it chooses all q values for X before the game begins (that is, it does not use any information gleaned from previous queries to choose each X as it goes).

These definitions have proven useful for analyzing various modes of operation. For example, one can define a similar game for measuring the security of a block cipher-based encryption algorithm, and then try to show (through a reduction argument[image: External link]) that the probability of an adversary winning this new game is not much more than PE(A) for some A. (The reduction typically provides limits on q and the running time of A.) Equivalently, if PE(A) is small for all relevant A, then no attacker has a significant probability of winning the new game. This formalizes the idea that the higher-level algorithm inherits the block cipher's security.
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 Ideal cipher model
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Block ciphers may be evaluated according to multiple criteria in practice. Common factors include:[32][33]


	Key parameters, such as its key size and block size, both which provide an upper bound on the security of the cipher.

	The estimated security level, which is based on the confidence gained in the block cipher design after it has largely withstood major efforts in cryptanalysis over time, the design's mathematical soundness, and the existence of practical or certificational attacks.

	The cipher's complexity and its suitability for implementation in hardware[image: External link] or software[image: External link]. Hardware implementations may measure the complexity in terms of gate count[image: External link] or energy consumption, which are important parameters for resource-constrained devices.

	The cipher's performance in terms of processing throughput[image: External link] on various platforms, including its memory[image: External link] requirements.

	The cost of the cipher, which refers to licensing requirements that may apply due to intellectual property rights[image: External link].

	The flexibility of the cipher, which includes its ability to support multiple key sizes and block lengths.
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Main articles: Lucifer (cipher)[image: External link] and Data Encryption Standard[image: External link]


Lucifer[image: External link] is generally considered to be the first civilian block cipher, developed at IBM[image: External link] in the 1970s based on work done by Horst Feistel[image: External link]. A revised version of the algorithm was adopted as a U.S. government Federal Information Processing Standard[image: External link]: FIPS PUB 46 Data Encryption Standard[image: External link] (DES).[34] It was chosen by the U.S. National Bureau of Standards (NBS) after a public invitation for submissions and some internal changes by NBS[image: External link] (and, potentially, the NSA[image: External link]). DES was publicly released in 1976 and has been widely used.[citation needed[image: External link]]

DES was designed to, among other things, resist a certain cryptanalytic attack known to the NSA and rediscovered by IBM, though unknown publicly until rediscovered again and published by Eli Biham[image: External link] and Adi Shamir[image: External link] in the late 1980s. The technique is called differential cryptanalysis[image: External link] and remains one of the few general attacks against block ciphers; linear cryptanalysis[image: External link] is another, but may have been unknown even to the NSA, prior to its publication by Mitsuru Matsui[image: External link]. DES prompted a large amount of other work and publications in cryptography and cryptanalysis in the open community and it inspired many new cipher designs.[citation needed[image: External link]]

DES has a block size of 64 bits and a key size of 56 bits. 64-bit blocks became common in block cipher designs after DES. Key length depended on several factors, including government regulation. Many observers[ who?[image: External link]] in the 1970s commented that the 56-bit key length used for DES was too short. As time went on, its inadequacy became apparent, especially after a special purpose machine designed to break DES[image: External link] was demonstrated in 1998 by the Electronic Frontier Foundation[image: External link]. An extension to DES, Triple DES[image: External link], triple-encrypts each block with either two independent keys (112-bit key and 80-bit security) or three independent keys (168-bit key and 112-bit security). It was widely adopted as a replacement. As of 2011, the three-key version is still considered secure, though the National Institute of Standards and Technology[image: External link] (NIST) standards no longer permit the use of the two-key version in new applications, due to its 80-bit security level.[35]
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The International Data Encryption Algorithm[image: External link] (IDEA) is a block cipher designed by James Massey of ETH Zurich[image: External link] and Xuejia Lai[image: External link]; it was first described in 1991, as an intended replacement for DES.

IDEA operates on 64-bit blocks[image: External link] using a 128-bit key, and consists of a series of eight identical transformations (a round) and an output transformation (the half-round). The processes for encryption and decryption are similar. IDEA derives much of its security by interleaving operations from different groups[image: External link] — modular[image: External link] addition and multiplication, and bitwise exclusive or[image: External link] (XOR) — which are algebraically "incompatible" in some sense.

The designers analysed IDEA to measure its strength against differential cryptanalysis[image: External link] and concluded that it is immune under certain assumptions. No successful linear[image: External link] or algebraic weaknesses have been reported. As of 2012, the best attack which applies to all keys can break full 8.5 round IDEA using a narrow-bicliques attack about four times faster than brute force.
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Main article: RC5[image: External link]


RC5 is a block cipher designed by Ronald Rivest[image: External link] in 1994 which, unlike many other ciphers, has a variable block size (32, 64 or 128 bits), key size (0 to 2040 bits) and number of rounds (0 to 255). The original suggested choice of parameters were a block size of 64 bits, a 128-bit key and 12 rounds.

A key feature of RC5 is the use of data-dependent rotations; one of the goals of RC5 was to prompt the study and evaluation of such operations as a cryptographic primitive. RC5 also consists of a number of modular[image: External link] additions and XORs. The general structure of the algorithm is a Feistel[image: External link]-like network. The encryption and decryption routines can be specified in a few lines of code. The key schedule, however, is more complex, expanding the key using an essentially one-way function[image: External link] with the binary expansions of both e[image: External link] and the golden ratio[image: External link] as sources of "nothing up my sleeve numbers[image: External link]". The tantalising simplicity of the algorithm together with the novelty of the data-dependent rotations has made RC5 an attractive object of study for cryptanalysts.

12-round RC5 (with 64-bit blocks) is susceptible to a differential attack[image: External link] using 244 chosen plaintexts.[36] 18–20 rounds are suggested as sufficient protection.
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 Rijndael / AES




Main article: Advanced Encryption Standard[image: External link]


DES has been superseded as a United States Federal Standard by the AES, adopted by NIST in 2001 after a 5-year public competition[image: External link]. The cipher was developed by two Belgian cryptographers, Joan Daemen[image: External link] and Vincent Rijmen[image: External link], and submitted under the name Rijndael.

AES has a fixed block size of 128 bits and a key size of 128, 192, or 256 bits, whereas Rijndael can be specified with block and key sizes in any multiple of 32 bits, with a minimum of 128 bits. The blocksize has a maximum of 256 bits, but the keysize has no theoretical maximum. AES operates on a 4×4 column-major order[image: External link] matrix of bytes, termed the state (versions of Rijndael with a larger block size have additional columns in the state).
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Main article: Blowfish (cipher)[image: External link]


Blowfish[image: External link] is a block cipher, designed in 1993 by Bruce Schneier[image: External link] and included in a large number of cipher suites and encryption products. Blowfish has a 64-bit block size and a variable key length[image: External link] from 1 bit up to 448 bits.[37] It is a 16-round Feistel cipher[image: External link] and uses large key-dependent S-boxes[image: External link]. Notable features of the design include the key-dependent S-boxes[image: External link] and a highly complex key schedule[image: External link].

Schneier designed Blowfish as a general-purpose algorithm, intended as an alternative to the ageing DES and free of the problems and constraints associated with other algorithms. At the time Blowfish was released, many other designs were proprietary, encumbered by patents[image: External link] or were commercial/government secrets. Schneier has stated that, "Blowfish is unpatented, and will remain so in all countries. The algorithm is hereby placed in the public domain[image: External link], and can be freely used by anyone." Blowfish provides a good encryption rate in software and no effective cryptanalysis of the full-round version has been found to date.[citation needed[image: External link]]
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 Tweakable block ciphers




M. Liskov, R. Rivest, and D. Wagner have described a generalized version of block ciphers called "tweakable" block ciphers.[38] A tweakable block cipher accepts a second input called the tweak along with its usual plaintext or ciphertext input. The tweak, along with the key, selects the permutation computed by the cipher. If changing tweaks is sufficiently lightweight (compared with a usually fairly expensive key setup operation), then some interesting new operation modes become possible. The disk encryption theory[image: External link] article describes some of these modes.
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Main article: Format-preserving encryption[image: External link]


Block ciphers traditionally work over a binary alphabet[image: External link]. That is, both the input and the output are binary strings, consisting of n zeroes and ones. In some situations, however, one may wish to have a block cipher that works over some other alphabet; for example, encrypting 16-digit credit card numbers in such a way that the ciphertext is also a 16-digit number might facilitate adding an encryption layer to legacy software. This is an example of format-preserving encryption. More generally, format-preserving encryption requires a keyed permutation on some finite language[image: External link]. This makes format-preserving encryption schemes a natural generalization of (tweakable) block ciphers. In contrast, traditional encryption schemes, such as CBC, are not permutations because the same plaintext can encrypt to multiple different ciphertexts, even when using a fixed key.
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Block ciphers can be used to build other cryptographic primitives, such as those below. For these other primitives to be cryptographically secure, care has to be taken to build them the right way.


	
Stream ciphers can be built using block ciphers. OFB-mode and CTR mode are block modes that turn a block cipher into a stream cipher.

	
Cryptographic hash functions[image: External link] can be built using block ciphers.[39][40] See one-way compression function[image: External link] for descriptions of several such methods. The methods resemble the block cipher modes of operation usually used for encryption.

	
Cryptographically secure pseudorandom number generators[image: External link] (CSPRNGs) can be built using block ciphers.[41][42]


	Secure pseudorandom permutations[image: External link] of arbitrarily sized finite sets can be constructed with block ciphers; see Format-Preserving Encryption[image: External link].

	
Message authentication codes[image: External link] (MACs) are often built from block ciphers. CBC-MAC[image: External link], OMAC[image: External link] and PMAC[image: External link] are such MACs.

	
Authenticated encryption[image: External link] is also built from block ciphers. It means to both encrypt and MAC at the same time. That is to both provide confidentiality[image: External link] and authentication[image: External link]. CCM[image: External link], EAX[image: External link], GCM[image: External link] and OCB[image: External link] are such authenticated encryption modes.



Just as block ciphers can be used to build hash functions, hash functions can be used to build block ciphers. Examples of such block ciphers are SHACAL[image: External link], BEAR and LION[image: External link].
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	Cipher security summary[image: External link]

	Topics in cryptography[image: External link]
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Channel Capacity






In electrical engineering, computer science[image: External link] and information theory, channel capacity is the tight upper bound[image: External link] on the rate at which information can be reliably transmitted over a communications channel[image: External link].

By the noisy-channel coding theorem, the channel capacity of a given channel[image: External link] is the limiting information rate (in units of information per unit time) that can be achieved with arbitrarily small error probability.[1][2]

Information theory, developed by Claude E. Shannon during World War II, defines the notion of channel capacity and provides a mathematical model by which one can compute it. The key result states that the capacity of the channel, as defined above, is given by the maximum of the mutual information[image: External link] between the input and output of the channel, where the maximization is with respect to the input distribution.[3]

The notion of channel capacity has been central to the development of modern wireline and wireless communication systems, with the advent of novel error correction coding[image: External link] mechanisms that have resulted in achieving performance very close to the limits promised by channel capacity.



TOP
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 Formal definition






Let and be the random variables representing the input and output of the channel, respectively. Let be the conditional distribution[image: External link] function of given , which is an inherent fixed property of the communications channel. Then the choice of the marginal distribution[image: External link] completely determines the joint distribution[image: External link] due to the identity


	



which, in turn, induces a mutual information[image: External link] . The channel capacity is defined as


	



where the supremum[image: External link] is taken over all possible choices of .
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 Shannon capacity of a graph




Main article: Shannon capacity of a graph[image: External link]


If G is an undirected graph[image: External link], it can be used to define a communications channel in which the symbols are the graph vertices, and two codewords may be confused with each other if their symbols in each position are equal or adjacent. The computational complexity of finding the Shannon capacity of such a channel remains open, but it can be upper bounded by another important graph invariant, the Lovász number[image: External link].[4]
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 Noisy-channel coding theorem




The noisy-channel coding theorem states that for any ε > 0 and for any transmission rate[image: External link] R less than the channel capacity C, there is an encoding and decoding scheme transmitting data at rate R whose error probability is less than ε, for a sufficiently large block length. Also, for any rate greater than the channel capacity, the probability of error at the receiver goes to one as the block length goes to infinity.
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 Example application




An application of the channel capacity concept to an additive white Gaussian noise[image: External link] (AWGN) channel with B Hz bandwidth[image: External link] and signal-to-noise ratio[image: External link] S/N is the Shannon–Hartley theorem:


	



C is measured in bits per second[image: External link] if the logarithm[image: External link] is taken in base 2, or nats[image: External link] per second if the natural logarithm[image: External link] is used, assuming B is in hertz[image: External link]; the signal and noise powers S and N are measured in watts or volts2, so the signal-to-noise ratio here is expressed as a power ratio, not in decibels[image: External link] (dB); since figures are often cited in dB, a conversion may be needed. For example, 30 dB is a power ratio of .
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 Channel capacity in wireless communications




This section[5] focuses on the single-antenna, point-to-point scenario. For channel capacity in systems with multiple antennas, see the article on MIMO[image: External link].
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 AWGN channel




If the average received power is [W] and the noise power spectral density[image: External link] is [W/Hz], the AWGN channel capacity is


	[bits/s],



where is the received signal-to-noise ratio (SNR). This result is known as the Shannon–Hartley theorem.[6]

When the SNR is large (SNR >> 0 dB), the capacity is logarithmic in power and approximately linear in bandwidth. This is called the bandwidth-limited regime.

When the SNR is small (SNR << 0 dB), the capacity is linear in power but insensitive to bandwidth. This is called the power-limited regime.

The bandwidth-limited regime and power-limited regime are illustrated in the figure.
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 Frequency-selective channel




The capacity of the frequency-selective[image: External link] channel is given by so-called water filling[image: External link] power allocation,


	



where and is the gain of subchannel , with chosen to meet the power constraint.


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Slow-fading channel




In a slow-fading channel[image: External link], where the coherence time is greater than the latency requirement, there is no definite capacity as the maximum rate of reliable communications supported by the channel, , depends on the random channel gain , which is unknown to the transmitter. If the transmitter encodes data at rate [bits/s/Hz], there is a non-zero probability that the decoding error probability cannot be made arbitrarily small,


	,



in which case the system is said to be in outage. With a non-zero probability that the channel is in deep fade, the capacity of the slow-fading channel in strict sense is zero. However, it is possible to determine the largest value of such that the outage probability is less than . This value is known as the -outage capacity.
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 Fast-fading channel




In a fast-fading channel[image: External link], where the latency requirement is greater than the coherence time and the codeword length spans many coherence periods, one can average over many independent channel fades by coding over a large number of coherence time intervals. Thus, it is possible to achieve a reliable rate of communication of [bits/s/Hz] and it is meaningful to speak of this value as the capacity of the fast-fading channel.
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 See also





	Bandwidth (computing)[image: External link]

	Bandwidth (signal processing)[image: External link]

	Bit rate[image: External link]

	Code rate[image: External link]

	Error exponent[image: External link]

	Nyquist rate[image: External link]

	Negentropy[image: External link]

	Redundancy[image: External link]

	
Sender[image: External link], Encoder[image: External link], Decoder[image: External link], Receiver[image: External link]


	Shannon–Hartley theorem

	Spectral efficiency[image: External link]

	Throughput[image: External link]
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 Advanced Communication Topics





	MIMO[image: External link]

	Cooperative diversity[image: External link]
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	AWGN Channel Capacity with various constraints on the channel input (interactive demonstration)[image: External link]
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Computer Chess






For the 2013 film, see Computer Chess (film)[image: External link].

Computer chess is a game of computer architecture[image: External link] encompassing hardware[image: External link] and software[image: External link] capable of playing chess autonomously without human guidance. Computer chess acts as solo entertainment (allowing players to practice and to better themselves when no sufficiently strong human opponents are available), as aids to chess analysis, for computer chess competitions, and as research to provide insights into human cognition[image: External link].

Current chess engines[image: External link] are able to defeat even the strongest human players under normal conditions. Whether computation could ever solve chess[image: External link] remains an open question.



TOP
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 Availability




Chess-playing computers are now accessible to the average consumer. From the mid-1970s to the present day, dedicated chess computers have been available for purchase. There are many chess engines[image: External link] such as Stockfish[image: External link], Crafty[image: External link], Fruit[image: External link] and GNU Chess[image: External link] that can be downloaded from the Internet[image: External link] for free. These engines are able to play a game that, when run on an up-to-date personal computer[image: External link], can defeat most master players under tournament conditions. Top programs such as the proprietary[image: External link] Shredder[image: External link] or Fritz[image: External link] or the open source[image: External link] program Stockfish have surpassed even world champion caliber players at blitz[image: External link] and short time controls[image: External link]. In October 2008 Rybka[image: External link] was rated top in the CCRL[image: External link],[1] CEGT[image: External link],[2] CSS,[3] SSDF[image: External link],[4] and WBEC[5] rating lists and has won many recent official computer chess tournaments such as CCT 8 and 9,[6] the 2006 Dutch Open Computer Championship,[7] the 16th IPCCC[image: External link],[8] and the 15th World Computer Chess Championship[image: External link]. As of February 3, 2016, Stockfish is the top rated chess program on the IPON rating list.[9]
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 Computers versus humans




Main article: Human-computer chess matches[image: External link]


Using "ends-and-means" heuristics a human chess player can intuitively determine optimal outcomes and how to achieve them regardless of the number of moves necessary, but a computer must be systematic in its analysis. Most players agree that looking at least five moves ahead[image: External link] (five plies[image: External link]) when necessary is required to play well. Normal tournament rules give each player an average of three minutes per move. On average there are more than 30 legal moves per chess position, so a computer must examine a quadrillion possibilities to look ahead ten plies (five full moves); one that could examine a million positions a second would require more than 30 years.[10]

After discovering refutation screening—the application of alpha-beta pruning[image: External link] to optimizing move evaluation—in 1957, a team at Carnegie Mellon University predicted that a computer would defeat the world human champion by 1967. It did not anticipate the difficulty of determining the right order to evaluate branches. Researchers worked to improve programs' ability to identify killer heuristics[image: External link], unusually high-scoring moves to reexamine when evaluating other branches, but into the 1970s most top chess players believed that computers would not soon be able to play at a Master[image: External link] level.[10] In 1968 International Master[image: External link] David Levy made a famous bet[image: External link] that no chess computer would be able to beat him within ten years,[11] and in 1976 Senior Master[image: External link] and professor of psychology Eliot Hearst of Indiana University[image: External link] wrote that "the only way a current computer program could ever win a single game against a master player would be for the master, perhaps in a drunken stupor while playing 50 games simultaneously, to commit some once-in-a-year blunder".[10]

In the late 1970s chess programs suddenly began defeating top human players.[10] The year of Hearst's statement, Northwestern University's Chess 4.5[image: External link] at the Paul Masson[image: External link] American Chess Championship's Class B[image: External link] level became the first to win a human tournament. Levy won his bet in 1978 by beating Chess 4.7[image: External link], but it achieved the first computer victory against a Master-class player at the tournament level by winning one of the six games.[11] In 1980 Belle[image: External link] began often defeating Masters. By 1982 two programs played at Master level and three were slightly weaker.[10]

The sudden improvement without a theoretical breakthrough surprised humans, who did not expect that Belle's ability to examine 100,000 positions a second—about eight plies—would be sufficient. The Spracklens, creators of the successful microcomputer program Sargon[image: External link], estimated that 90% of the improvement came from faster evaluation speed and only 10% from improved evaluations. New Scientist[image: External link] stated in 1982 that computers "play terrible chess ... clumsy, inefficient, diffuse, and just plain ugly", but humans lost to them by making "horrible blunders, astonishing lapses, incomprehensible oversights, gross miscalculations, and the like" much more often than they realized; "in short, computers win primarily through their ability to find and exploit miscalculations in human initiatives".[10]

By 1982, microcomputer chess programs could evaluate up to 1,500 moves a second and were as strong as mainframe chess programs of five years earlier, able to defeat almost all players. While only able to look ahead one or two plies more than at their debut in the mid-1970s, doing so improved their play more than experts expected; seemingly minor improvements "appear to have allowed the crossing of a psychological threshold, after which a rich harvest of human error becomes accessible", New Scientist wrote.[10] While reviewing SPOC in 1984, BYTE[image: External link] wrote that "Computers—mainframes, minis, and micros—tend to play ugly, inelegant chess", but noted Robert Byrne[image: External link]'s statement that "tactically they are freer from error than the average human player". The magazine described SPOC as a "state-of-the-art chess program" for the IBM PC with a "surprisingly high" level of play, and estimated its USCF rating as 1700 (Class B).[12]

At the 1982 North American Computer Chess Championship[image: External link], Monroe Newborn[image: External link] predicted that a chess program could become world champion within five years; tournament director and International Master Michael Valvo[image: External link] predicted ten years; the Spracklens predicted 15; Ken Thompson[image: External link] predicted more than 20; and others predicted that it would never happen. The most widely held opinion, however, stated that it would occur around the year 2000.[13] In 1989, Levy was defeated by Deep Thought[image: External link] in an exhibition match. Deep Thought, however, was still considerably below World Championship Level, as the then reigning world champion Garry Kasparov[image: External link] demonstrated in two strong wins in 1989. It was not until a 1996 match with IBM's[image: External link] Deep Blue[image: External link] that Kasparov lost his first game to a computer at tournament time controls in Deep Blue - Kasparov, 1996, Game 1[image: External link]. This game was, in fact, the first time a reigning world champion had lost to a computer using regular time controls. However, Kasparov regrouped to win three and draw[image: External link] two of the remaining five games of the match, for a convincing victory.

In May 1997, an updated version of Deep Blue[image: External link] defeated Kasparov 3½–2½ in a return match. A documentary mainly about the confrontation was made in 2003, titled Game Over: Kasparov and the Machine[image: External link]. IBM keeps a web site of the event[image: External link].

With increasing processing power and improved evaluation functions, chess programs running on commercially available workstations began to rival top flight players. In 1998, Rebel 10[image: External link] defeated Viswanathan Anand[image: External link], who at the time was ranked second in the world, by a score of 5–3. However most of those games were not played at normal time controls. Out of the eight games, four were blitz[image: External link] games (five minutes plus five seconds Fischer delay (see time control[image: External link]) for each move); these Rebel won 3–1. Two were semi-blitz games (fifteen minutes for each side) that Rebel won as well (1½–½). Finally, two games were played as regular tournament games (forty moves in two hours, one hour sudden death); here it was Anand who won ½–1½.[14] In fast games, computers played better than humans, but at classical time controls – at which a player's rating is determined – the advantage was not so clear.

In the early 2000s, commercially available programs such as Junior[image: External link] and Fritz[image: External link] were able to draw matches against former world champion Garry Kasparov and classical world champion Vladimir Kramnik[image: External link].

In October 2002, Vladimir Kramnik[image: External link] and Deep Fritz[image: External link] competed in the eight-game Brains in Bahrain[image: External link] match, which ended in a draw. Kramnik won games 2 and 3 by "conventional" anti-computer tactics[image: External link] – play conservatively for a long-term advantage the computer is not able to see in its game tree search. Fritz, however, won game 5 after a severe blunder by Kramnik. Game 6 was described by the tournament commentators as "spectacular." Kramnik, in a better position in the early middlegame[image: External link], tried a piece sacrifice to achieve a strong tactical attack, a strategy known to be highly risky against computers who are at their strongest defending against such attacks. True to form, Fritz found a watertight defense and Kramnik's attack petered out leaving him in a bad position. Kramnik resigned the game, believing the position lost. However, post-game human and computer analysis has shown that the Fritz program was unlikely to have been able to force a win and Kramnik effectively sacrificed a drawn position. The final two games were draws. Given the circumstances, most commentators still rate Kramnik the stronger player in the match.[citation needed[image: External link]]

In January 2003, Garry Kasparov played Junior[image: External link], another chess computer program, in New York City[image: External link]. The match ended 3–3.

In November 2003, Garry Kasparov played X3D Fritz[image: External link]. The match ended 2–2.

In 2005, Hydra[image: External link], a dedicated chess computer with custom hardware and sixty-four processors and also winner of the 14th IPCCC[image: External link] in 2005, defeated seventh-ranked Michael Adams[image: External link] 5½–½ in a six-game match (though Adams' preparation was far less thorough than Kramnik's for the 2002 series).[15]

In November–December 2006, World Champion Vladimir Kramnik[image: External link] played Deep Fritz[image: External link]. This time the computer won; the match ended 2–4. Kramnik was able to view the computer's opening book. In the first five games Kramnik steered the game into a typical "anti-computer" positional contest. He lost one game (overlooking a mate in one[image: External link]), and drew the next four. In the final game, in an attempt to draw the match, Kramnik played the more aggressive Sicilian Defence[image: External link] and was crushed.

There was speculation that interest in human-computer chess competition would plummet as a result of the 2006 Kramnik-Deep Fritz match.[16] According to Newborn, for example, "the science is done".[17]

Human-computer chess matches showed the best computer systems overtaking human chess champions in the late 1990s. For the 40 years prior to that, the trend had been that the best machines gained about 40 points per year in the Elo rating[image: External link] while the best humans only gained roughly 2 points per year.[18] The highest rating obtained by a computer in human competition was Deep Thought[image: External link]'s USCF rating of 2551 in 1988 and FIDE no longer accepts human-computer results in their rating lists. Specialized machine-only Elo pools have been created for rating machines, but such numbers, while similar in appearance, should not be directly compared.[19] In 2016, the Swedish Chess Computer Association[image: External link] rated computer program Komodo[image: External link] at 3361.

Chess engines[image: External link] continue to improve. In 2009, chess engines running on slower hardware have reached the grandmaster[image: External link] level. A mobile phone[image: External link] won a category[image: External link] 6 tournament with a performance rating 2898: chess engine Hiarcs[image: External link] 13 running inside Pocket Fritz[image: External link] 4 on the mobile phone HTC Touch HD[image: External link] won the Copa Mercosur tournament in Buenos Aires, Argentina[image: External link] with 9 wins and 1 draw on August 4–14, 2009.[20] Pocket Fritz 4 searches fewer than 20,000 positions per second.[21] This is in contrast to supercomputers such as Deep Blue that searched 200 million positions per second.

Advanced Chess[image: External link] is a form of chess developed in 1998 by Kasparov where a human plays against another human, and both have access to computers to enhance their strength. The resulting "advanced" player was argued by Kasparov to be stronger than a human or computer alone, although this has not been proven.

Players today are inclined to treat chess engines as analysis tools rather than opponents.[22]
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 Implementation issues




The developers of a chess-playing computer system must decide on a number of fundamental implementation issues. These include:


	
Board representation[image: External link] — how a single position is represented in data structures,

	Search techniques — how to identify the possible moves and select the most promising ones for further examination,

	Leaf evaluation — how to evaluate the value of a board position, if no further search will be done from that position.



Computer chess programs usually support a number of common de facto standards. Nearly all of today's programs can read and write game moves as Portable Game Notation[image: External link] (PGN), and can read and write individual positions as Forsyth–Edwards Notation[image: External link] (FEN). Older chess programs often only understood long algebraic notation[image: External link], but today users expect chess programs to understand standard algebraic chess notation[image: External link].

Most computer chess programs are divided into an engine (which computes the best move given a current position) and a user interface. Most engines are separate programs from the user interface, and the two parts communicate to each other using a public communication protocol. The most popular protocol is the Chess Engine Communication Protocol[image: External link] (CECP). Another open alternate chess communication protocol is the Universal Chess Interface[image: External link] (UCI). By dividing chess programs into these two pieces, developers can write only the user interface, or only the engine, without needing to write both parts of the program. (See also List of chess engines[image: External link].)

Implementers also need to decide if they will use endgame databases or other optimizations[image: External link], and often implement common de facto chess standards.
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 Board representations




Main article: Board representation (chess)[image: External link]


The data structure[image: External link] used to represent each chess position is key to the performance of move generation and position evaluation[image: External link]. Methods include pieces stored in an array ("mailbox" and "0x88"), piece positions stored in a list ("piece list"), collections of bit-sets for piece locations (" bitboards[image: External link]"), and huffman coded[image: External link] positions for compact long-term storage.
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 Search techniques




The first paper on the subject[image: External link] was by Claude Shannon in 1950.[23] He predicted the two main possible search strategies which would be used, which he labeled "Type A" and "Type B",[24] before anyone had programmed a computer to play chess.

Type A programs would use a "brute force[image: External link]" approach, examining every possible position for a fixed number of moves using the minimax algorithm[image: External link]. Shannon believed this would be impractical for two reasons.

First, with approximately thirty moves possible in a typical real-life position, he expected that searching the approximately 109 positions involved in looking three moves ahead for both sides (six plies[image: External link]) would take about sixteen minutes, even in the "very optimistic" case that the chess computer evaluated a million positions every second. (It took about forty years to achieve this speed.)

Second, it ignored the problem of quiescence, trying to only evaluate a position that is at the end of an exchange[image: External link] of pieces or other important sequence of moves ('lines'). He expected that adapting type A to cope with this would greatly increase the number of positions needing to be looked at and slow the program down still further.

Instead of wasting processing power examining bad or trivial moves, Shannon suggested that "type B" programs would use two improvements:


	Employ a quiescence search[image: External link].

	Only look at a few good moves for each position.



This would enable them to look further ahead ('deeper') at the most significant lines in a reasonable time. The test of time has borne out the first approach; all modern programs employ a terminal quiescence search before evaluating positions. The second approach (now called forward pruning) has been dropped in favor of search extensions.

Adriaan de Groot[image: External link] interviewed a number of chess players of varying strengths, and concluded that both masters[image: External link] and beginners look at around forty to fifty positions before deciding which move to play. What makes the former much better players is that they use pattern recognition[image: External link] skills built from experience. This enables them to examine some lines in much greater depth than others by simply not considering moves they can assume to be poor.

More evidence for this being the case is the way that good human players find it much easier to recall positions from genuine chess games, breaking them down into a small number of recognizable sub-positions, rather than completely random arrangements of the same pieces. In contrast, poor players have the same level of recall for both.

The problem with type B is that it relies on the program being able to decide which moves are good enough to be worthy of consideration ('plausible') in any given position and this proved to be a much harder problem to solve than speeding up type A searches with superior hardware and search extension techniques.

One of the few chess grandmasters to devote himself seriously to computer chess was former World Chess Champion[image: External link] Mikhail Botvinnik[image: External link], who wrote several works on the subject. He also held a doctorate in electrical engineering. Working with relatively primitive hardware available in the Soviet Union[image: External link] in the early 1960s, Botvinnik had no choice but to investigate software move selection techniques; at the time only the most powerful computers could achieve much beyond a three-ply full-width search, and Botvinnik had no such machines. In 1965 Botvinnik was a consultant to the ITEP team in a US-Soviet computer chess match (see Kotok-McCarthy[image: External link]).

One developmental milestone occurred when the team from Northwestern University, which was responsible for the Chess[image: External link] series of programs and won the first three ACM[image: External link] Computer Chess Championships[image: External link] (1970–72), abandoned type B searching in 1973. The resulting program, Chess 4.0, won that year's championship and its successors went on to come in second in both the 1974 ACM Championship and that year's inaugural World Computer Chess Championship[image: External link], before winning the ACM Championship again in 1975, 1976 and 1977.

One reason they gave for the switch was that they found it less stressful during competition, because it was difficult to anticipate which moves their type B programs would play, and why. They also reported that type A was much easier to debug in the four months they had available and turned out to be just as fast: in the time it used to take to decide which moves were worthy of being searched, it was possible just to search all of them.

In fact, Chess 4.0 set the paradigm that was and still is followed essentially by all modern Chess programs today. Chess 4.0 type programs won out for the simple reason that their programs played better chess. Such programs did not try to mimic human thought processes, but relied on full width alpha-beta[image: External link] and negascout[image: External link] searches. Most such programs (including all modern programs today) also included a fairly limited selective part of the search based on quiescence searches, and usually extensions and pruning (particularly null move pruning from the 1990s onwards) which were triggered based on certain conditions in an attempt to weed out or reduce obviously bad moves (history moves) or to investigate interesting nodes (e.g. check extensions, passed pawns[image: External link] on seventh rank[image: External link], etc.). Extension and pruning triggers have to be used very carefully however. Over extend and the program wastes too much time looking at uninteresting positions. If too much is pruned, there is a risk cutting out interesting nodes. Chess programs differ in terms of how and what types of pruning and extension rules are included as well as in the evaluation function. Some programs are believed to be more selective than others (for example Deep Blue[image: External link] was known to be less selective than most commercial programs because they could afford to do more complete full width searches), but all have a base full width search as a foundation and all have some selective components (Q-search, pruning/extensions).

Though such additions meant that the program did not truly examine every node within its search depth (so it would not be truly brute force in that sense), the rare mistakes due to these selective searches was found to be worth the extra time it saved because it could search deeper. In that way Chess programs can get the best of both worlds.

Furthermore, technological advances by orders of magnitude in processing power have made the brute force approach far more incisive than was the case in the early years. The result is that a very solid, tactical AI player aided by some limited positional knowledge built in by the evaluation function and pruning/extension rules began to match the best players in the world. It turned out to produce excellent results, at least in the field of chess, to let computers do what they do best (calculate) rather than coax them into imitating human thought processes and knowledge. In 1997 Deep Blue[image: External link] defeated World Champion Garry Kasparov, marking the first time a computer has defeated a reigning world chess champion in standard time control.

Computer chess programs consider chess moves as a game tree[image: External link]. In theory, they examine all moves, then all counter-moves to those moves, then all moves countering them, and so on, where each individual move by one player is called a " ply[image: External link]". This evaluation continues until a certain maximum search depth or the program determines that a final "leaf" position has been reached (e.g. checkmate).

A naive implementation of this approach can only search to a small depth in a practical amount of time, so various methods have been devised to greatly speed the search for good moves.

For more information, see:


	
Minimax[image: External link] algorithm

	Alpha-beta pruning[image: External link]

	Killer heuristic[image: External link]

	Iterative deepening depth-first search[image: External link]

	Null-move heuristic[image: External link]

	Late Move Reductions[image: External link]
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 Leaf evaluation




For most chess positions, computers cannot look ahead to all possible final positions. Instead, they must look ahead a few plies[image: External link] and compare the possible positions, known as leaves. The algorithm that evaluates leaves is termed the "evaluation function", and these algorithms are often vastly different between different chess programs.

Evaluation functions typically evaluate positions in hundredths of a pawn (called a centipawn), and consider material value along with other factors affecting the strength of each side. When counting up the material for each side, typical values for pieces are 1 point for a pawn[image: External link], 3 points for a knight[image: External link] or bishop[image: External link], 5 points for a rook[image: External link], and 9 points for a queen[image: External link]. (See Chess piece relative value[image: External link].) The king[image: External link] is sometimes given an arbitrary high value such as 200 points (Shannon's paper[image: External link]) or 1,000,000,000 points (1961 USSR program) to ensure that a checkmate outweighs all other factors (Levy & Newborn 1991:45). By convention, a positive evaluation favors White, and a negative evaluation favors Black.

In addition to points for pieces, most evaluation functions take many factors into account, such as pawn structure, the fact that a pair of bishops are usually worth more, centralized pieces are worth more, and so on. The protection of kings is usually considered, as well as the phase of the game (opening, middle or endgame).
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 Using endgame databases




Main article: Endgame tablebase[image: External link]


Endgame play had long been one of the great weaknesses of chess programs, because of the depth of search needed. Some otherwise master-level programs were unable to win in positions where even intermediate human players can force a win.

To solve this problem, computers have been used to analyze some chess endgame[image: External link] positions completely, starting with king[image: External link] and pawn[image: External link] against king. Such endgame databases are generated in advance using a form of retrograde analysis[image: External link], starting with positions where the final result is known (e.g., where one side has been mated) and seeing which other positions are one move away from them, then which are one move from those, etc. Ken Thompson[image: External link] was a pioneer in this area.

The results of the computer analysis sometimes surprised people. In 1977 Thompson's Belle chess machine used the endgame tablebase for a king and rook[image: External link] against king and queen[image: External link] and was able to draw that theoretically lost ending against several masters (see Philidor position#Queen versus rook[image: External link]). This was despite not following the usual strategy to delay defeat by keeping the defending king and rook close together for as long as possible. Asked to explain the reasons behind some of the program's moves, Thompson was unable to do so beyond saying the program's database simply returned the best moves.

Most grandmasters declined to play against the computer in the queen versus rook endgame, but Walter Browne[image: External link] accepted the challenge. A queen versus rook position was set up in which the queen can win in thirty moves, with perfect play. Browne was allowed 2½ hours to play fifty moves, otherwise a draw would be claimed under the fifty-move rule[image: External link]. After forty-five moves, Browne agreed to a draw, being unable to force checkmate or win the rook within the next five moves. In the final position, Browne was still seventeen moves away from checkmate, but not quite that far away from winning the rook. Browne studied the endgame, and played the computer again a week later in a different position in which the queen can win in thirty moves. This time, he captured the rook on the fiftieth move, giving him a winning position (Levy & Newborn 1991:144–48), (Nunn 2002:49).

Other positions, long believed to be won, turned out to take more moves against perfect play to actually win than were allowed by chess's fifty-move rule. As a consequence, for some years the official FIDE rules of chess were changed to extend the number of moves allowed in these endings. After a while, the rule reverted to fifty moves in all positions — more such positions were discovered, complicating the rule still further, and it made no difference in human play, as they could not play the positions perfectly.

Over the years, other endgame database[image: External link] formats have been released including the Edward Tablebases, the De Koning Endgame Database (released in 2002) and the Nalimov[image: External link] Endgame Tablebases which is the current standard supported by most chess programs such as Rybka[image: External link], Shredder[image: External link] or Fritz[image: External link]. All endgames with five or fewer pieces have been analyzed completely. Of endgames with six pieces all positions have been analyzed except for trivial positions with five pieces against a lone king.[25] Some seven-piece endgames have been analyzed by Marc Bourzutschky and Yakov Konoval.[26] In all of these endgame databases it is assumed that castling is no longer possible.

The Nalimov tablebases do not consider the fifty-move rule, under which a game where fifty moves pass without a capture or pawn move can be claimed to be a draw by either player. This results in the tablebase returning results such as "Forced mate in sixty-six moves" in some positions which would actually be drawn because of the fifty-move rule. One reason for this is that if the rules of chess were to be changed once more, giving more time to win such positions, it will not be necessary to regenerate all the tablebases. It is also very easy for the program using the tablebases to notice and take account of this 'feature' and in any case if using an endgame tablebase will choose the move that leads to the quickest win (even if it would fall foul of the fifty-move rule with perfect play). If playing an opponent not using a tablebase, such a choice will give good chances of winning within fifty moves.

The Nalimov tablebases, which use state-of-the-art compression techniques, require 7.05 GB[image: External link] of hard disk space for all five-piece endings. To cover all the six-piece endings requires approximately 1.2 TB[image: External link]. It is estimated that seven-piece tablebases will require between 50 and 200 TB[image: External link] of storage space.[27]

Endgame databases featured prominently in 1999, when Kasparov played an exhibition match on the Internet against the rest of the world[image: External link]. A seven piece Queen[image: External link] and pawn[image: External link] endgame was reached with the World Team fighting to salvage a draw. Eugene Nalimov[image: External link] helped by generating the six piece ending tablebase where both sides had two Queens which was used heavily to aid analysis by both sides.
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 Other optimizations




Many other optimizations can be used to make chess-playing programs stronger. For example, transposition tables[image: External link] are used to record positions that have been previously evaluated, to save recalculation of them. Refutation tables[image: External link] record key moves that "refute" what appears to be a good move; these are typically tried first in variant positions (since a move that refutes one position is likely to refute another). Opening books aid computer programs by giving common openings that are considered good play (and good ways to counter poor openings). Many chess engines use pondering[image: External link] to increase their strength.

Of course, faster hardware and additional processors can improve chess-playing program abilities, and some systems (such as Deep Blue[image: External link]) use specialized chess hardware instead of only software. Another way to examine more chess positions is to distribute the analysis of positions to many computers. The ChessBrain project[28] was a chess program that distributed the search tree computation through the Internet. In 2004 the ChessBrain played chess using 2,070 computers.
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 Playing strength versus computer speed




It has been estimated that doubling the computer speed gains approximately fifty to seventy Elo[image: External link] points in playing strength (Levy & Newborn 1991:192).
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 Chess variants




Chess engines have been developed to play some chess variants[image: External link] such as Capablanca chess[image: External link], but the engines are almost never directly integrated with specific hardware. Even for the software that has been developed, most will not play chess beyond a certain board size, so games played on an unbounded chessboard (infinite chess[image: External link]) remain virtually untouched by both chess computers and software.
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 Other chess software




There are several other forms of chess-related computer software[image: External link], including the following:


	
Chess game viewers allow players to view a pre-recorded game on a computer. Most chess-playing programs can also be used for this purpose, but some special-purpose software exists.

	
Chess instruction software is designed to teach chess.

	
Chess databases are systems which allow the searching of a large library of historical games. Shane's Chess Information Database[image: External link] (Scid) is a good example of a chess database. Scid[image: External link] may be used under Microsoft Windows[image: External link], UNIX[image: External link], Linux[image: External link] and Mac OS X[image: External link]. There are also commercial databases, such as Chessbase[image: External link] and Chess Assistant[29] for Windows and ExaChess[image: External link] for Mac OS X.

	Software for handling chess problems[image: External link]

	
Internet chess server[image: External link] and clients
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 Notable theorists




Well-known computer chess theorists include:


	Alexander Brudno[image: External link]

	Alexander Kronrod[image: External link]

	Georgy Adelson-Velsky[image: External link]

	
Danny Kopec[image: External link], International Master and Computer Science professor

	
Mikhail Botvinnik[image: External link], three-time World Chess Champion[image: External link]


	D. F. Beal (Donald Francis Beal)

	David Levy[image: External link]

	
Feng-hsiung Hsu[image: External link], The Father of Deep Blue (IBM & Carnegie Mellon University)

	
Robert Hyatt[image: External link],[30] author of open source chess program Crafty[image: External link]


	Hans Berliner[image: External link]

	Claude Elwood Shannon[image: External link]
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 Solving chess




Main article: Solving chess[image: External link]


The prospects of completely solving[image: External link] chess are generally considered to be rather remote. It is widely conjectured that there is no computationally inexpensive method to solve chess even in the very weak sense of determining with certainty the value of the initial position, and hence the idea of solving chess in the stronger sense of obtaining a practically usable description of a strategy for perfect play for either side seems unrealistic today. However, it has not been proven that no computationally cheap way of determining the best move in a chess position exists, nor even that a traditional alpha-beta-searcher[image: External link] running on present-day computing hardware could not solve the initial position in an acceptable amount of time. The difficulty in proving the latter lies in the fact that, while the number of board positions that could happen in the course of a chess game is huge (on the order of at least 1043[31] to 1047), it is hard to rule out with mathematical certainty the possibility that the initial position allows either side to force a mate or a threefold repetition[image: External link] after relatively few moves, in which case the search tree might encompass only a very small subset of the set of possible positions. It has been mathematically proven that generalized chess (chess played with an arbitrarily large number of pieces on an arbitrarily large chessboard) is EXPTIME-complete[image: External link],[32] meaning that determining the winning side in an arbitrary position of generalized chess provably takes exponential time in the worst case; however, this theoretical result gives no lower bound on the amount of work required to solve ordinary 8x8 chess.

Gardner's Minichess[image: External link], played on a 5×5 board with approximately 1018 possible board positions, has been solved; its game-theoretic value is 1/2 (i.e. a draw can be forced by either side), and the forcing strategy to achieve that result has been described.

Progress has also been made from the other side: as of 2012, all 7 and fewer piece (2 kings and up to 5 other pieces) endgames have been solved.
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 Chronology




The idea of creating a chess-playing machine dates back to the eighteenth century. Around 1769, the chess playing automaton[image: External link] called The Turk[image: External link] became famous before being exposed as a hoax. Before the development of digital computing[image: External link], serious trials based on automata such as El Ajedrecista[image: External link] of 1912, were too complex and limited to be useful for playing full games of chess. The field of mechanical chess research languished until the advent of the digital computer in the 1950s. Since then, chess enthusiasts and computer engineers[image: External link] have built, with increasing degrees of seriousness and success, chess-playing machines and computer programs.


	1769 – Wolfgang von Kempelen[image: External link] builds the Automaton Chess-Player[image: External link], in what becomes one of the greatest hoaxes of its period.

	1868 – Charles Hooper presented the Ajeeb[image: External link] automaton — which also had a human chess player hidden inside.

	1912 – Leonardo Torres y Quevedo[image: External link] builds a machine that could play King and Rook versus King endgames[image: External link].

	1941 – Predating comparable work by at least a decade, Konrad Zuse[image: External link] develops computer chess algorithms in his Plankalkül[image: External link] programming formalism. Because of the circumstances of the Second World War, however, they were not published, and did not come to light, until the 1970s.

	1948 – Norbert Wiener's book Cybernetics describes how a chess program could be developed using a depth-limited minimax search with an evaluation function.

	1950 – Claude Shannon publishes "Programming a Computer for Playing Chess", one of the first papers on the problem of computer chess.

	1951 – Alan Turing is first to publish a program, developed on paper, that was capable of playing a full game of chess.[33][34]


	1952 – Dietrich Prinz develops a program that solves chess problems.




	1956 – Los Alamos chess[image: External link] is the first program to play a chess-like game, developed by Paul Stein and Mark Wells for the MANIAC I[image: External link] computer.

	1956 – John McCarthy invents the alpha-beta[image: External link] search algorithm.

	1957 – The first programs that can play a full game of chess are developed, one by Alex Bernstein[35] and one by Russian[image: External link] programmers using a BESM[image: External link].

	1958 – NSS becomes the first chess program to use the alpha-beta search algorithm.

	1962 – The first program to play credibly, Kotok-McCarthy[image: External link], is published at MIT


	1963 – Grandmaster David Bronstein[image: External link] defeats an M-20[image: External link] running an early chess program.[36]


	1966–67 – The first chess match between computer programs is played. Moscow[image: External link] Institute for Theoretical and Experimental Physics[image: External link] (ITEP) defeats Kotok-McCarthy at Stanford University[image: External link] by telegraph over nine months.

	1967 – Mac Hack Six[image: External link], by Richard Greenblatt[image: External link] et al. introduces transposition tables[image: External link] and becomes the first program to defeat a person in tournament play

	1968 – David Levy[image: External link] makes a bet with AI researchers that no computer program would win a chess match against him within 10 years.

	1970 – The first year of the ACM North American Computer Chess Championships[image: External link]


	1974 – Kaissa[image: External link] wins the first World Computer Chess Championship[image: External link]


	1977 – The first microcomputer chess playing machines, CHESS CHALLENGER and BORIS, were created

	1977 – The International Computer Chess Association[image: External link] is established.

	1977 – Chess 4.6[image: External link] becomes the first chess computer to be successful at a major chess tournament.

	1978 – David Levy[image: External link] wins the bet made 10 years earlier, defeating Chess 4.7 in a six-game match by a score of 4½–1½. The computer's victory in game four is the first defeat of a human master in a tournament.[11]


	1980 – The first year of the World Microcomputer Chess Championship[image: External link].

	1980 – The USCF prohibits computers from competing in human tournaments except when represented by the chess systems' creators.[37]


	1980 – The Fredkin Prize is established.

	1981 – Cray Blitz[image: External link] wins the Mississippi State Championship with a perfect 5–0 score and a performance rating of 2258. In round 4 it defeats Joe Sentef (2262) to become the first computer to beat a master in tournament play and the first computer to gain a master rating.

	1982 – Ken Thompson[image: External link]'s hardware chess player Belle[image: External link] earns a US master title.

	1982 — David Horne releases 1K ZX Chess[image: External link], which uses only 672 bytes of RAM, for the Sinclair ZX81[image: External link].[38]


	1988 – HiTech[image: External link], developed by Hans Berliner[image: External link] and Carl Ebeling[image: External link], wins a match against grandmaster Arnold Denker[image: External link] 3½–½.

	1988 – Deep Thought[image: External link] shares first place with Tony Miles[image: External link] in the Software Toolworks Championship, ahead of former world champion Mikhail Tal[image: External link] and several grandmasters including Samuel Reshevsky[image: External link], Walter Browne[image: External link] and Mikhail Gurevich[image: External link]. It also defeats grandmaster Bent Larsen[image: External link], making it the first computer to beat a GM in a tournament. Its rating[image: External link] for performance in this tournament of 2745 (USCF scale) was the highest obtained by a computer player.[39][40]


	1989 – Deep Thought loses two exhibition games to Garry Kasparov, the reigning world champion.

	1992 – first time a microcomputer[image: External link], the ChessMachine[image: External link] Gideon 3.1[image: External link] by Ed Schröder from The Netherlands, wins the 7th World Computer Chess Championship[image: External link] in front of mainframes[image: External link], supercomputers[image: External link] and special hardware.

	1993 – Deep Blue[image: External link] loses a four-game match against Bent Larsen[image: External link].

	1994 – first time a chess program ( ChessGenius[image: External link]) defeated a World Champion (Garry Kasparov) at a non blitz time limit.[41]


	1996 – Deep Blue[image: External link] loses a six-game match against Garry Kasparov.

	1997 – Deep Blue[image: External link] wins a six-game match against Garry Kasparov.

	2002 – Vladimir Kramnik[image: External link] draws an eight-game match against Deep Fritz[image: External link].

	2003 – Kasparov draws a six-game match against Deep Junior[image: External link].

	2003 – Kasparov draws a four-game match against X3D Fritz[image: External link].

	2004 – a team of computers ( Hydra[image: External link], Deep Junior[image: External link] and Fritz[image: External link]), wins 8½–3½ against a rather strong human team formed by Veselin Topalov[image: External link], Ruslan Ponomariov[image: External link] and Sergey Karjakin[image: External link], who had an average Elo[image: External link] rating of 2681.

	2005 – Hydra[image: External link] defeats Michael Adams[image: External link] 5½–½.

	2005 – Rybka[image: External link] wins the IPCCC[image: External link] tournament and very quickly afterwards becomes the strongest engine.[42]


	2006 – the undisputed world champion, Vladimir Kramnik[image: External link], is defeated 4–2 by Deep Fritz[image: External link].

	2009 – Pocket Fritz[image: External link] 4 wins Copa Mercosur 9½/10.[20]


	2010 – Before the World Chess Championship 2010[image: External link], Topalov prepares by sparring against the supercomputer Blue Gene with 8,192 processors capable of 500 trillion (5 × 1014) floating point operations per second.[43]


	2011 – ICGA strips Rybka of its WCCC titles in a controversial decision after concluding that there was sufficient evidence of plagiarism in Rybka's source code.[44][45]


	2015 – BootChess computer implementation of chess at a size of only 487 bytes.[46][47]


	2015 – Super Micro is now the smallest computer implementation of chess on any platform at a size of only 455 bytes.[48]
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 Chess engines




Main article: Chess engine[image: External link]


"Chess engine" normally refers to the algorithmic part of a chess program or machine. The user interface part is often a separate program, which the chess engine plugs into as a substitutable or replaceable module. Chess engines may consist of a software chess program running on a conventional digital computer, or a software program running on a conventional computer with dedicated chess-specific microprogramming or hardware to speed esp. tree searching and position evaluation, or a hardware/software/firmware machine dedicated exclusively to playing chess. Distributed computing programs that play chess utilizing multiple processors or multiple networked machines have also been developed. Most generally available commercial chess programs are software that runs on PC-type hardware. Such programs running on even very modest hardware (as small as cellphones) are vastly stronger than most human chess players.


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 See also






	Advanced Chess[image: External link]

	Chess aesthetics[image: External link]

	Chess Engines Grand Tournament[image: External link]

	Chess engine[image: External link]

	Chess variants[image: External link]

	Computer Go[image: External link]

	Computer shogi[image: External link]

	Computer Othello[image: External link]

	Computer Olympiad[image: External link]

	Correspondence chess[image: External link]

	Internet chess server[image: External link]

	Kasparov versus the World[image: External link]

	Shannon number

	Swedish Chess Computer Association[image: External link]

	World Computer Chess Championship[image: External link]




	Lists




	List of chess software[image: External link]

	Outline of chess[image: External link]
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Data Compression






"Source coding" redirects here. For the term in computer programming, see Source code[image: External link].

In signal processing, data compression, source coding,[1] or bit-rate reduction involves encoding information using fewer bits[image: External link] than the original representation.[2] Compression can be either lossy[image: External link] or lossless[image: External link]. Lossless compression[image: External link] reduces bits by identifying and eliminating statistical redundancy[image: External link]. No information is lost in lossless compression. Lossy compression reduces bits by removing unnecessary or less important information.[3] The process of reducing the size of a data file[image: External link] is referred to as data compression. In the context of data transmission[image: External link], it is called source coding (encoding done at the source of the data before it is stored or transmitted) in opposition to channel coding.[4]

Compression is useful because it reduces resources required to store and transmit data. Computational resources are consumed in the compression process and, usually, in the reversal of the process (decompression). Data compression is subject to a space–time complexity[image: External link] trade-off. For instance, a compression scheme for video[image: External link] may require expensive hardware[image: External link] for the video to be decompressed fast enough to be viewed as it is being decompressed, and the option to decompress the video in full before watching it may be inconvenient or require additional storage. The design of data compression schemes involves trade-offs among various factors, including the degree of compression, the amount of distortion introduced (when using lossy data compression[image: External link]), and the computational resources required to compress and decompress the data.[5][6]



TOP
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Lossless data compression[image: External link] algorithms[image: External link] usually exploit statistical redundancy[image: External link] to represent data without losing any information[image: External link], so that the process is reversible. Lossless compression is possible because most real-world data exhibits statistical redundancy. For example, an image may have areas of color that do not change over several pixels; instead of coding "red pixel, red pixel, ..." the data may be encoded as "279 red pixels". This is a basic example of run-length encoding[image: External link]; there are many schemes to reduce file size by eliminating redundancy.

The Lempel–Ziv[image: External link] (LZ) compression methods are among the most popular algorithms for lossless storage.[7] DEFLATE[image: External link] is a variation on LZ optimized for decompression speed and compression ratio, but compression can be slow. DEFLATE is used in PKZIP[image: External link], Gzip[image: External link], and PNG[image: External link]. LZW[image: External link] (Lempel–Ziv–Welch) is used in GIF[image: External link] images. LZ methods use a table-based compression model where table entries are substituted for repeated strings of data. For most LZ methods, this table is generated dynamically from earlier data in the input. The table itself is often Huffman encoded[image: External link] (e.g. SHRI, LZX). Current LZ-based coding schemes that perform well are Brotli[image: External link] and LZX[image: External link]. LZX is used in Microsoft's CAB[image: External link] format.[citation needed[image: External link]]

The best modern lossless compressors use probabilistic[image: External link] models, such as prediction by partial matching[image: External link]. The Burrows–Wheeler transform[image: External link] can also be viewed as an indirect form of statistical modelling.[8]

The class of grammar-based codes[image: External link] are gaining popularity because they can compress highly repetitive input extremely effectively, for instance, a biological data collection of the same or closely related species, a huge versioned document collection, internet archival, etc. The basic task of grammar-based codes is constructing a context-free grammar deriving a single string. Sequitur[image: External link] and Re-Pair are practical grammar compression algorithms for which software is publicly available.[citation needed[image: External link]]

In a further refinement of the direct use of probabilistic modelling[image: External link], statistical estimates can be coupled to an algorithm called arithmetic coding[image: External link]. Arithmetic coding is a more modern coding technique that uses the mathematical calculations of a finite-state machine[image: External link] to produce a string of encoded bits from a series of input data symbols. It can achieve superior compression to other techniques such as the better-known Huffman algorithm. It uses an internal memory state to avoid the need to perform a one-to-one mapping of individual input symbols to distinct representations that use an integer number of bits, and it clears out the internal memory only after encoding the entire string of data symbols. Arithmetic coding applies especially well to adaptive data compression tasks where the statistics vary and are context-dependent, as it can be easily coupled with an adaptive model of the probability distribution[image: External link] of the input data. An early example of the use of arithmetic coding was its use as an optional (but not widely used) feature of the JPEG[image: External link] image coding standard. It has since been applied in various other designs including H.264/MPEG-4 AVC[image: External link] and HEVC[image: External link] for video coding.[citation needed[image: External link]]
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Lossy data compression[image: External link] is the converse of lossless data compression[image: External link]. In these schemes, some loss of information is acceptable. Dropping nonessential detail from the data source can save storage space. Lossy data compression schemes are designed by research on how people perceive the data in question. For example, the human eye is more sensitive to subtle variations in luminance[image: External link] than it is to the variations in color. JPEG[image: External link] image compression[image: External link] works in part by rounding off nonessential bits of information.[9] There is a corresponding trade-off[image: External link] between preserving information and reducing size. A number of popular compression formats exploit these perceptual differences, including those used in music[image: External link] files, images, and video.

Lossy image compression[image: External link] can be used in digital cameras[image: External link], to increase storage capacities with minimal degradation of picture quality. Similarly, DVDs[image: External link] use the lossy MPEG-2[image: External link] video coding format[image: External link] for video compression[image: External link].

In lossy audio compression[image: External link], methods of psychoacoustics[image: External link] are used to remove non-audible (or less audible) components of the audio signal[image: External link]. Compression of human speech is often performed with even more specialized techniques; speech coding[image: External link], or voice coding, is sometimes distinguished as a separate discipline from audio compression. Different audio and speech compression standards are listed under audio coding formats[image: External link]. Voice compression is used in internet telephony[image: External link], for example, audio compression is used for CD ripping and is decoded by the audio players.[8]
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The theoretical background of compression is provided by information theory (which is closely related to algorithmic information theory[image: External link]) for lossless compression and rate–distortion theory for lossy compression. These areas of study were essentially forged by Claude Shannon, who published fundamental papers on the topic in the late 1940s and early 1950s. Coding theory[image: External link] is also related to this. The idea of data compression is also deeply connected with statistical inference[image: External link].[10]
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See also: Machine learning[image: External link]


There is a close connection between machine learning[image: External link] and compression: a system that predicts the posterior probabilities[image: External link] of a sequence given its entire history can be used for optimal data compression (by using arithmetic coding[image: External link] on the output distribution) while an optimal compressor can be used for prediction (by finding the symbol that compresses best, given the previous history). This equivalence has been used as a justification for using data compression as a benchmark for "general intelligence."[11][12][13]
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Main article: Data differencing[image: External link]


Data compression can be viewed as a special case of data differencing[image: External link]:[14][15] Data differencing consists of producing a difference given a source and a target, with patching producing a target given a source and a difference, while data compression consists of producing a compressed file given a target, and decompression consists of producing a target given only a compressed file. Thus, one can consider data compression as data differencing with empty source data, the compressed file corresponding to a "difference from nothing." This is the same as considering absolute entropy (corresponding to data compression) as a special case of relative entropy[image: External link] (corresponding to data differencing) with no initial data.

When one wishes to emphasize the connection, one may use the term differential compression to refer to data differencing.
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See also: Audio codec[image: External link] and Audio coding format[image: External link]


Audio data compression, not to be confused with dynamic range compression[image: External link], has the potential to reduce the transmission bandwidth[image: External link] and storage requirements of audio data. Audio compression algorithms[image: External link] are implemented in software[image: External link] as audio codecs[image: External link]. Lossy audio compression algorithms provide higher compression at the cost of fidelity and are used in numerous audio applications. These algorithms almost all rely on psychoacoustics[image: External link] to eliminate or reduce fidelity of less audible sounds, thereby reducing the space required to store or transmit them.[2]

In both lossy and lossless compression, information redundancy[image: External link] is reduced, using methods such as coding[image: External link], pattern recognition[image: External link], and linear prediction[image: External link] to reduce the amount of information used to represent the uncompressed data.

The acceptable trade-off between loss of audio quality and transmission or storage size depends upon the application. For example, one 640MB compact disc[image: External link] (CD) holds approximately one hour of uncompressed high fidelity[image: External link] music, less than 2 hours of music compressed losslessly, or 7 hours of music compressed in the MP3[image: External link] format at a medium bit rate[image: External link]. A digital sound recorder can typically store around 200 hours of clearly intelligible speech in 640MB.[16]

Lossless audio compression produces a representation of digital data that decompress to an exact digital duplicate of the original audio stream, unlike playback from lossy compression techniques such as Vorbis[image: External link] and MP3[image: External link]. Compression ratios are around 50–60% of original size,[17] which is similar to those for generic lossless data compression. Lossless compression is unable to attain high compression ratios due to the complexity of waveforms[image: External link] and the rapid changes in sound forms. Codecs like FLAC[image: External link], Shorten[image: External link], and TTA[image: External link] use linear prediction[image: External link] to estimate the spectrum of the signal. Many of these algorithms use convolution[image: External link] with the filter [-1 1] to slightly whiten[image: External link] or flatten[image: External link] the spectrum, thereby allowing traditional lossless compression to work more efficiently. The process is reversed upon decompression.

When audio files are to be processed, either by further compression or for editing[image: External link], it is desirable to work from an unchanged original (uncompressed or losslessly compressed). Processing of a lossily compressed file for some purpose usually produces a final result inferior to the creation of the same compressed file from an uncompressed original. In addition to sound editing or mixing, lossless audio compression is often used for archival storage, or as master copies.

A number of lossless audio compression formats exist. Shorten[image: External link] was an early lossless format. Newer ones include Free Lossless Audio Codec[image: External link] (FLAC), Apple's Apple Lossless[image: External link] (ALAC), MPEG-4 ALS[image: External link], Microsoft's Windows Media Audio 9 Lossless[image: External link] (WMA Lossless), Monkey's Audio[image: External link], TTA[image: External link], and WavPack[image: External link]. See list of lossless codecs[image: External link] for a complete listing.

Some audio formats[image: External link] feature a combination of a lossy format and a lossless correction; this allows stripping the correction to easily obtain a lossy file. Such formats include MPEG-4 SLS[image: External link] (Scalable to Lossless), WavPack[image: External link], and OptimFROG DualStream[image: External link].

Other formats are associated with a distinct system, such as:


	
Direct Stream Transfer[image: External link], used in Super Audio CD[image: External link]


	
Meridian Lossless Packing[image: External link], used in DVD-Audio[image: External link], Dolby TrueHD[image: External link], Blu-ray[image: External link] and HD DVD[image: External link]
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 Lossy audio compression




Lossy audio compression is used in a wide range of applications. In addition to the direct applications (MP3 players or computers), digitally compressed audio streams are used in most video DVDs, digital television, streaming media on the internet[image: External link], satellite and cable radio, and increasingly in terrestrial radio broadcasts. Lossy compression typically achieves far greater compression than lossless compression (data of 5 percent to 20 percent of the original stream, rather than 50 percent to 60 percent), by discarding less-critical data.[18]

The innovation of lossy audio compression was to use psychoacoustics[image: External link] to recognize that not all data in an audio stream can be perceived by the human auditory system[image: External link]. Most lossy compression reduces perceptual redundancy by first identifying perceptually irrelevant sounds, that is, sounds that are very hard to hear. Typical examples include high frequencies or sounds that occur at the same time as louder sounds. Those sounds are coded with decreased accuracy or not at all.

Due to the nature of lossy algorithms, audio quality[image: External link] suffers when a file is decompressed and recompressed (digital generation loss[image: External link]). This makes lossy compression unsuitable for storing the intermediate results in professional audio engineering applications, such as sound editing and multitrack recording. However, they are very popular with end users (particularly MP3[image: External link]) as a megabyte can store about a minute's worth of music at adequate quality.


[image: TOC] TOC Next [image: Next chapter] 
 Coding methods




To determine what information in an audio signal is perceptually irrelevant, most lossy compression algorithms use transforms such as the modified discrete cosine transform[image: External link] (MDCT) to convert time domain[image: External link] sampled waveforms into a transform domain. Once transformed, typically into the frequency domain[image: External link], component frequencies can be allocated bits according to how audible they are. Audibility of spectral components calculated using the absolute threshold of hearing[image: External link] and the principles of simultaneous masking[image: External link]—the phenomenon wherein a signal is masked by another signal separated by frequency—and, in some cases, temporal masking[image: External link]—where a signal is masked by another signal separated by time. Equal-loudness contours[image: External link] may also be used to weight the perceptual importance of components. Models of the human ear-brain combination incorporating such effects are often called psychoacoustic models[image: External link].[19]

Other types of lossy compressors, such as the linear predictive coding[image: External link] (LPC) used with speech, are source-based coders. These coders use a model of the sound's generator (such as the human vocal tract with LPC) to whiten the audio signal (i.e., flatten its spectrum) before quantization[image: External link]. LPC may be thought of as a basic perceptual coding technique: reconstruction of an audio signal using a linear predictor shapes the coder's quantization noise into the spectrum of the target signal, partially masking it.[18]

Lossy formats are often used for the distribution of streaming audio or interactive applications (such as the coding of speech for digital transmission in cell phone networks). In such applications, the data must be decompressed as the data flows, rather than after the entire data stream has been transmitted. Not all audio codecs can be used for streaming applications, and for such applications a codec designed to stream data effectively will usually be chosen.[18]

Latency results from the methods used to encode and decode the data. Some codecs will analyze a longer segment of the data to optimize efficiency, and then code it in a manner that requires a larger segment of data at one time to decode. (Often codecs create segments called a "frame" to create discrete data segments for encoding and decoding.) The inherent latency[image: External link] of the coding algorithm can be critical; for example, when there is a two-way transmission of data, such as with a telephone conversation, significant delays may seriously degrade the perceived quality.

In contrast to the speed of compression, which is proportional to the number of operations required by the algorithm, here latency refers to the number of samples that must be analysed before a block of audio is processed. In the minimum case, latency is zero samples (e.g., if the coder/decoder simply reduces the number of bits used to quantize the signal). Time domain algorithms such as LPC also often have low latencies, hence their popularity in speech coding for telephony. In algorithms such as MP3, however, a large number of samples have to be analyzed to implement a psychoacoustic model in the frequency domain, and latency is on the order of 23 ms (46 ms for two-way communication)).
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Speech encoding[image: External link] is an important category of audio data compression. The perceptual models used to estimate what a human ear can hear are generally somewhat different from those used for music. The range of frequencies needed to convey the sounds of a human voice are normally far narrower than that needed for music, and the sound is normally less complex. As a result, speech can be encoded at high quality using a relatively low bit rate.

If the data to be compressed is analog (such as a voltage that varies with time), quantization is employed to digitize it into numbers (normally integers). This is referred to as analog-to-digital (A/D) conversion. If the integers generated by quantization are 8 bits each, then the entire range of the analog signal is divided into 256 intervals and all the signal values within an interval are quantized to the same number. If 16-bit integers are generated, then the range of the analog signal is divided into 65,536 intervals.

This relation illustrates the compromise between high resolution (a large number of analog intervals) and high compression (small integers generated). This application of quantization is used by several speech compression methods. This is accomplished, in general, by some combination of two approaches:


	Only encoding sounds that could be made by a single human voice.

	Throwing away more of the data in the signal—keeping just enough to reconstruct an "intelligible" voice rather than the full frequency range of human hearing[image: External link].



Perhaps the earliest algorithms used in speech encoding (and audio data compression in general) were the A-law algorithm[image: External link] and the µ-law algorithm[image: External link].
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A literature compendium for a large variety of audio coding systems was published in the IEEE Journal on Selected Areas in Communications (JSAC), February 1988. While there were some papers from before that time, this collection documented an entire variety of finished, working audio coders, nearly all of them using perceptual (i.e. masking) techniques and some kind of frequency analysis and back-end noiseless coding.[20] Several of these papers remarked on the difficulty of obtaining good, clean digital audio for research purposes. Most, if not all, of the authors in the JSAC edition were also active in the MPEG-1 Audio committee.

The world's first commercial broadcast automation[image: External link] audio compression system was developed by Oscar Bonello, an engineering professor at the University of Buenos Aires[image: External link].[21] In 1983, using the psychoacoustic principle of the masking of critical bands first published in 1967,[22] he started developing a practical application based on the recently developed IBM PC[image: External link] computer, and the broadcast automation system was launched in 1987 under the name Audicom[image: External link]. Twenty years later, almost all the radio stations in the world were using similar technology manufactured by a number of companies.
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See also: Video coding format[image: External link] and Video codec[image: External link]


Video compression uses modern coding techniques to reduce redundancy in video data. Most video compression algorithms[image: External link] and codecs[image: External link] combine spatial image compression[image: External link] and temporal motion compensation[image: External link]. Video compression is a practical implementation of source coding in information theory. In practice, most video codecs also use audio compression techniques in parallel to compress the separate, but combined data streams as one package.[23]

The majority of video compression algorithms use lossy compression[image: External link]. Uncompressed video[image: External link] requires a very high data rate[image: External link]. Although lossless video compression[image: External link] codecs perform at a compression factor of 5-12, a typical MPEG-4[image: External link] lossy compression video has a compression factor between 20 and 200.[24] As in all lossy compression, there is a trade-off[image: External link] between video quality[image: External link], cost of processing the compression and decompression, and system requirements. Highly compressed video may present visible or distracting artifacts[image: External link].

Some video compression schemes typically operate on square-shaped groups of neighboring pixels[image: External link], often called macroblocks[image: External link]. These pixel groups or blocks of pixels are compared from one frame to the next, and the video compression codec[image: External link] sends only the differences[image: External link] within those blocks. In areas of video with more motion, the compression must encode more data to keep up with the larger number of pixels that are changing. Commonly during explosions, flames, flocks of animals, and in some panning shots, the high-frequency detail leads to quality decreases or to increases in the variable bitrate[image: External link].
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Video data may be represented as a series of still image frames. The sequence of frames contains spatial and temporal redundancy[image: External link] that video compression algorithms attempt to eliminate or code in a smaller size. Similarities can be encoded by only storing differences between frames, or by using perceptual features of human vision. For example, small differences in color are more difficult to perceive than are changes in brightness. Compression algorithms can average a color across these similar areas to reduce space, in a manner similar to those used in JPEG[image: External link] image compression.[25] Some of these methods are inherently lossy while others may preserve all relevant information from the original, uncompressed video[image: External link].

One of the most powerful techniques for compressing video is interframe compression. Interframe compression uses one or more earlier or later frames in a sequence to compress the current frame, while intraframe compression uses only the current frame, effectively being image compression[image: External link].[26]

The most powerful used method works by comparing each frame in the video with the previous one. If the frame contains areas where nothing has moved, the system simply issues a short command that copies that part of the previous frame, bit-for-bit, into the next one. If sections of the frame move in a simple manner, the compressor emits a (slightly longer) command that tells the decompressor to shift, rotate, lighten, or darken the copy. This longer command still remains much shorter than intraframe compression. Interframe compression works well for programs that will simply be played back by the viewer, but can cause problems if the video sequence needs to be edited.[27]

Because interframe compression copies data from one frame to another, if the original frame is simply cut out (or lost in transmission), the following frames cannot be reconstructed properly. Some video formats[image: External link], such as DV[image: External link], compress each frame independently using intraframe compression. Making 'cuts' in intraframe-compressed video is almost as easy as editing uncompressed video: one finds the beginning and ending of each frame, and simply copies bit-for-bit each frame that one wants to keep, and discards the frames one doesn't want. Another difference between intraframe and interframe compression is that, with intraframe systems, each frame uses a similar amount of data. In most interframe systems, certain frames (such as "I frames[image: External link]" in MPEG-2[image: External link]) aren't allowed to copy data from other frames, so they require much more data than other frames nearby.[18]

It is possible to build a computer-based video editor that spots problems caused when I frames are edited out while other frames need them. This has allowed newer formats like HDV[image: External link] to be used for editing. However, this process demands a lot more computing power than editing intraframe compressed video with the same picture quality.

Today, nearly all commonly used video compression methods (e.g., those in standards approved by the ITU-T[image: External link] or ISO[image: External link]) apply a discrete cosine transform[image: External link] (DCT) for spatial redundancy reduction. The DCT that is widely used in this regard was introduced by N. Ahmed[image: External link], T. Natarajan and K. R. Rao[image: External link] in 1974.[28] Other methods, such as fractal compression[image: External link], matching pursuit[image: External link] and the use of a discrete wavelet transform[image: External link] (DWT) have been the subject of some research, but are typically not used in practical products (except for the use of wavelet coding[image: External link] as still-image coders without motion compensation). Interest in fractal compression seems to be waning, due to recent theoretical analysis showing a comparative lack of effectiveness of such methods.[26]
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The following table is a partial history of international video compression standards.



	History of video compression standards



	Year
	Standard
	Publisher
	Popular implementations



	1984
	H.120[image: External link]
	ITU-T[image: External link]
	



	1988
	H.261[image: External link]
	ITU-T[image: External link]
	Videoconferencing, videotelephony



	1993
	MPEG-1 Part 2[image: External link]
	ISO[image: External link], IEC[image: External link]
	Video-CD[image: External link]



	1995
	H.262/MPEG-2 Part 2[image: External link]
	ISO[image: External link], IEC[image: External link], ITU-T[image: External link]
	DVD Video[image: External link], Blu-ray[image: External link], Digital Video Broadcasting[image: External link], SVCD[image: External link]



	1996
	H.263[image: External link]
	ITU-T[image: External link]
	Videoconferencing, videotelephony, video on mobile phones ( 3GP[image: External link])



	1999
	MPEG-4 Part 2[image: External link]
	ISO[image: External link], IEC[image: External link]
	Video on Internet ( DivX[image: External link], Xvid[image: External link] ...)



	2003
	H.264/MPEG-4 AVC[image: External link]
	Sony[image: External link], Panasonic[image: External link], Samsung[image: External link], ISO[image: External link], IEC[image: External link], ITU-T[image: External link]
	Blu-ray[image: External link], HD DVD[image: External link], Digital Video Broadcasting[image: External link], iPod Video[image: External link], Apple TV[image: External link], videoconferencing



	2009
	VC-2 (Dirac)[image: External link]
	SMPTE[image: External link]
	Video on Internet, HDTV broadcast, UHDTV



	2013
	H.265[image: External link]
	ISO[image: External link], IEC[image: External link], ITU-T[image: External link]
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See also: Compression of Genomic Re-Sequencing Data[image: External link]


Genetics compression algorithms[image: External link] are the latest generation of lossless algorithms that compress data (typically sequences of nucleotides) using both conventional compression algorithms and genetic algorithms adapted to the specific datatype. In 2012, a team of scientists from Johns Hopkins University published a genetic compression algorithm that does not use a reference genome for compression. HAPZIPPER was tailored for HapMap[image: External link] data and achieves over 20-fold compression (95% reduction in file size), providing 2- to 4-fold better compression and in much faster time than the leading general-purpose compression utilities. For this, Chanda, Elhaik, and Bader introduced MAF based encoding (MAFE), which reduces the heterogeneity of the dataset by sorting SNPs by their minor allele frequency, thus homogenizing the dataset.[29] Other algorithms in 2009 and 2013 (DNAZip and GenomeZip) have compression ratios of up to 1200-fold—allowing 6 billion basepair diploid human genomes to be stored in 2.5 megabytes (relative to a reference genome or averaged over many genomes).[30][31]
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In order to emulate CD-based consoles such as the PlayStation 2, data compression is desirable to reduce huge amounts of disk space used by ISOs. For example, Final Fantasy XII[image: External link] (USA) is normally 2.9 gigabytes. With proper compression, it is reduced to around 90% of that size.[32]
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 Outlook and currently unused potential




It is estimated that the total amount of data that is stored on the world's storage devices could be further compressed with existing compression algorithms by a remaining average factor of 4.5:1.[citation needed[image: External link]] It is estimated that the combined technological capacity of the world to store information provides 1,300 exabytes[image: External link] of hardware digits in 2007, but when the corresponding content is optimally compressed, this only represents 295 exabytes of Shannon information[image: External link].[33]
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 See also






	Auditory masking[image: External link]

	HTTP compression[image: External link]

	Kolmogorov complexity[image: External link]

	Magic compression algorithm[image: External link]

	Minimum description length[image: External link]

	Modulo-N code[image: External link]

	Range encoding[image: External link]

	Sub-band coding[image: External link]

	Universal code (data compression)[image: External link]

	Vector quantization[image: External link]
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Digital Electronics






Digital electronics or digital (electronic) circuits are electronics[image: External link] that handle digital signals[image: External link] (discrete bands of analog[image: External link] levels) rather than by continuous[image: External link] ranges as used in analog electronics[image: External link]. All levels within a band of values represent the same information state[image: External link]. Because of this discretization[image: External link], relatively small changes to the analog signal levels due to manufacturing tolerance[image: External link], signal attenuation[image: External link] or noise[image: External link] do not leave the discrete envelope, and as a result are ignored by signal state sensing circuitry.

In most cases, the number of these states is two, and they are represented by two voltage bands: one near a reference value (typically termed as "ground" or zero volts), and the other a value near the supply voltage. These correspond to the false and true values of the Boolean domain[image: External link] respectively. Digital techniques are useful because it is easier to get an electronic device to switch into one of a number of known states than to accurately reproduce a continuous range of values.

Digital electronic circuits[image: External link] are usually made from large assemblies of logic gates[image: External link], simple electronic representations of Boolean logic functions[image: External link].[1]



TOP



[image: TOC] TOC Next [image: Next chapter] 
 History




The binary number system[image: External link] was refined by Gottfried Wilhelm Leibniz[image: External link] (published in 1705) and he also established that by using the binary system, the principles of arithmetic and logic could be combined. Digital logic as we know it was the brain-child of George Boole, in the mid 19th century. Boole died young, but his ideas lived on. In an 1886 letter, Charles Sanders Peirce[image: External link] described how logical operations could be carried out by electrical switching circuits.[2] Eventually, vacuum tubes[image: External link] replaced relays for logic operations. Lee De Forest[image: External link]'s modification, in 1907, of the Fleming valve[image: External link] can be used as an AND logic gate. Ludwig Wittgenstein[image: External link] introduced a version of the 16-row truth table[image: External link] as proposition 5.101 of Tractatus Logico-Philosophicus[image: External link] (1921). Walther Bothe[image: External link], inventor of the coincidence circuit[image: External link], got part of the 1954 Nobel Prize[image: External link] in physics, for the first modern electronic AND gate in 1924.

Mechanical[image: External link] analog computers[image: External link] started appearing in the first century and were later used in the medieval era for astronomical calculations. In World War II, mechanical analog computers were used for specialized military applications such as calculating torpedo aiming. During this time the first electronic digital[image: External link] computers were developed. Originally they were the size of a large room, consuming as much power as several hundred modern personal computers[image: External link] (PCs).[3]

The Z3[image: External link] was an electromechanical computer designed by Konrad Zuse[image: External link], finished in 1941. It was the world's first working programmable[image: External link], fully automatic digital computer.[4] Its operation was facilitated by the invention of the vacuum tube in 1904 by John Ambrose Fleming[image: External link].

Purely electronic circuit[image: External link] elements soon replaced their mechanical and electromechanical equivalents, at the same time that digital calculation replaced analog. The bipolar junction transistor[image: External link] was invented in 1947. From 1955 onwards transistors replaced vacuum tubes[image: External link] in computer designs, giving rise to the "second generation" of computers.

Compared to vacuum tubes, transistors have many advantages: they are smaller, and require less power than vacuum tubes, so give off less heat. Silicon junction transistors were much more reliable than vacuum tubes and had longer, indefinite, service life. Transistorized computers could contain tens of thousands of binary logic circuits in a relatively compact space.

At the University of Manchester[image: External link], a team under the leadership of Tom Kilburn[image: External link] designed and built a machine using the newly developed transistors[image: External link] instead of valves.[5] Their first transistorised computer[image: External link] and the first in the world, was operational by 1953[image: External link], and a second version was completed there in April 1955.

While working at Texas Instruments[image: External link], Jack Kilby recorded his initial ideas concerning the integrated circuit[image: External link] in July 1958, successfully demonstrating the first working integrated example on 12 September 1958.[6] This new technique allowed for quick, low-cost fabrication of complex circuits by having a set of electronic circuits[image: External link] on one small plate ("chip") of semiconductor material[image: External link], normally silicon[image: External link].

In the early days of simple integrated circuits, the technology's large scale limited each chip to only a few transistors, and the low degree of integration meant the design process was relatively simple. Manufacturing yields were also quite low by today's standards. As the technology progressed, millions, then billions[7] of transistors could be placed on one chip, and good designs required thorough planning, giving rise to new design methods[image: External link].
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 Properties




An advantage of digital circuits when compared to analog circuits is that signals represented digitally can be transmitted without degradation due to noise[image: External link].[8] For example, a continuous audio signal transmitted as a sequence of 1s and 0s, can be reconstructed without error, provided the noise picked up in transmission is not enough to prevent identification of the 1s and 0s. An hour of music can be stored on a compact disc[image: External link] using about 6 billion binary digits.

In a digital system, a more precise representation of a signal can be obtained by using more binary digits to represent it. While this requires more digital circuits to process the signals, each digit is handled by the same kind of hardware, resulting in an easily scalable[image: External link] system. In an analog system, additional resolution requires fundamental improvements in the linearity and noise characteristics of each step of the signal chain[image: External link].

Computer-controlled digital systems can be controlled by software, allowing new functions to be added without changing hardware. Often this can be done outside of the factory by updating the product's software. So, the product's design errors can be corrected after the product is in a customer's hands.

Information storage can be easier in digital systems than in analog ones. The noise-immunity of digital systems permits data to be stored and retrieved without degradation. In an analog system, noise from aging and wear degrade the information stored. In a digital system, as long as the total noise is below a certain level, the information can be recovered perfectly.

Even when more significant noise is present, the use of redundancy[image: External link] permits the recovery of the original data provided too many errors do not occur.

In some cases, digital circuits use more energy than analog circuits to accomplish the same tasks, thus producing more heat which increases the complexity of the circuits such as the inclusion of heat sinks. In portable or battery-powered systems this can limit use of digital systems.

For example, battery-powered cellular telephones often use a low-power analog front-end to amplify[image: External link] and tune[image: External link] in the radio[image: External link] signals from the base station. However, a base station has grid power and can use power-hungry, but very flexible software radios[image: External link]. Such base stations can be easily reprogrammed to process the signals used in new cellular standards.

Digital circuits are sometimes more expensive, especially in small quantities.

Most useful digital systems must translate from continuous analog signals to discrete digital signals. This causes quantization errors[image: External link]. Quantization error can be reduced if the system stores enough digital data to represent the signal to the desired degree of fidelity[image: External link]. The Nyquist-Shannon sampling theorem provides an important guideline as to how much digital data is needed to accurately portray a given analog signal.

In some systems, if a single piece of digital data is lost or misinterpreted, the meaning of large blocks of related data can completely change. Because of the cliff effect[image: External link], it can be difficult for users to tell if a particular system is right on the edge of failure, or if it can tolerate much more noise before failing.

Digital fragility can be reduced by designing a digital system for robustness. For example, a parity bit[image: External link] or other error management method[image: External link] can be inserted into the signal path. These schemes help the system detect errors, and then either correct the errors[image: External link], or at least ask for a new copy of the data. In a state-machine, the state transition logic can be designed to catch unused states and trigger a reset sequence or other error recovery routine.

Digital memory and transmission systems can use techniques such as error detection and correction to use additional data to correct any errors in transmission and storage.

On the other hand, some techniques used in digital systems make those systems more vulnerable to single-bit errors. These techniques are acceptable when the underlying bits are reliable enough that such errors are highly unlikely.

A single-bit error in audio data stored directly as linear pulse code modulation[image: External link] (such as on a CD-ROM[image: External link]) causes, at worst, a single click. Instead, many people use audio compression[image: External link] to save storage space and download time, even though a single-bit error may corrupt the entire song.
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 Construction




A digital circuit is typically constructed from small electronic circuits called logic gates[image: External link] that can be used to create combinational logic[image: External link]. Each logic gate is designed to perform a function of boolean logic[image: External link] when acting on logic signals. A logic gate is generally created from one or more electrically controlled switches, usually transistors[image: External link] but thermionic valves[image: External link] have seen historic use. The output of a logic gate can, in turn, control or feed into more logic gates.

Integrated circuits[image: External link] consist of multiple transistors on one silicon chip, and are the least expensive way to make large number of interconnected logic gates. Integrated circuits are usually designed by engineers using electronic design automation[image: External link] software (see below for more information) to perform some type of function.

Integrated circuits are usually interconnected on a printed circuit board[image: External link] which is a board which holds electrical components, and connects them together with copper traces.
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 Design




Each logic symbol is represented by a different shape. The actual set of shapes was introduced in 1984 under IEEE/ANSI standard 91-1984. "The logic symbol given under this standard are being increasingly used now and have even started appearing in the literature published by manufacturers of digital integrated circuits."[9]

Another form of digital circuit is constructed from lookup tables, (many sold as "programmable logic devices[image: External link]", though other kinds of PLDs exist). Lookup tables can perform the same functions as machines based on logic gates, but can be easily reprogrammed without changing the wiring. This means that a designer can often repair design errors without changing the arrangement of wires. Therefore, in small volume products, programmable logic devices are often the preferred solution. They are usually designed by engineers using electronic design automation software.

When the volumes are medium to large, and the logic can be slow, or involves complex algorithms or sequences, often a small microcontroller is programmed[image: External link] to make an embedded system[image: External link]. These are usually programmed by software engineers[image: External link].

When only one digital circuit is needed, and its design is totally customized, as for a factory production line controller, the conventional solution is a programmable logic controller[image: External link], or PLC. These are usually programmed by electricians, using ladder logic[image: External link].
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 Structure of digital systems




Engineers use many methods to minimize logic functions, in order to reduce the circuit's complexity. When the complexity is less, the circuit also has fewer errors and less electronics, and is therefore less expensive.

The most widely used simplification is a minimization algorithm like the Espresso heuristic logic minimizer[image: External link][needs update[image: External link]] within a CAD[image: External link] system, although historically, binary decision diagrams[image: External link], an automated Quine–McCluskey algorithm[image: External link], truth tables[image: External link], Karnaugh maps[image: External link], and Boolean algebra[image: External link] have been used.
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 Representation




Representations are crucial to an engineer's design of digital circuits. Some analysis methods only work with particular representations.

The classical way to represent a digital circuit is with an equivalent set of logic gates[image: External link]. Another way, often with the least electronics, is to construct an equivalent system of electronic switches (usually transistors[image: External link]). One of the easiest ways is to simply have a memory containing a truth table. The inputs are fed into the address of the memory, and the data outputs of the memory become the outputs.

For automated analysis, these representations have digital file formats that can be processed by computer programs. Most digital engineers are very careful to select computer programs ("tools") with compatible file formats.
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 Combinational vs. Sequential




To choose representations, engineers consider types of digital systems. Most digital systems divide into "combinational systems[image: External link]" and "sequential systems[image: External link]." A combinational system always presents the same output when given the same inputs. It is basically a representation of a set of logic functions, as already discussed.

A sequential system is a combinational system with some of the outputs fed back as inputs. This makes the digital machine perform a "sequence" of operations. The simplest sequential system is probably a flip flop[image: External link], a mechanism that represents a binary[image: External link] digit[image: External link] or " bit[image: External link]".

Sequential systems are often designed as state machines[image: External link]. In this way, engineers can design a system's gross behavior, and even test it in a simulation, without considering all the details of the logic functions.

Sequential systems divide into two further subcategories. "Synchronous" sequential systems[image: External link] change state all at once, when a "clock" signal changes state. "Asynchronous" sequential systems[image: External link] propagate changes whenever inputs change. Synchronous sequential systems are made of well-characterized asynchronous circuits such as flip-flops, that change only when the clock changes, and which have carefully designed timing margins.
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 Synchronous systems




Main article: synchronous logic[image: External link]


The usual way to implement a synchronous sequential state machine is to divide it into a piece of combinational logic and a set of flip flops called a "state register." Each time a clock signal ticks, the state register captures the feedback generated from the previous state of the combinational logic, and feeds it back as an unchanging input to the combinational part of the state machine. The fastest rate of the clock is set by the most time-consuming logic calculation in the combinational logic.

The state register is just a representation of a binary number. If the states in the state machine are numbered (easy to arrange), the logic function is some combinational logic that produces the number of the next state.
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 Asynchronous systems




As of 2014, most digital logic is synchronous because it is easier to create and verify a synchronous design. However, asynchronous logic is thought can be superior because its speed is not constrained by an arbitrary clock; instead, it runs at the maximum speed of its logic gates. Building an asynchronous system using faster parts makes the circuit faster.

Nevertherless, most systems need circuits that allow external unsynchronized signals to enter synchronous logic circuits. These are inherently asynchronous in their design and must be analyzed as such. Examples of widely used asynchronous circuits include synchronizer flip-flops, switch debouncers[image: External link] and arbiters[image: External link].

Asynchronous logic components can be hard to design because all possible states, in all possible timings must be considered. The usual method is to construct a table of the minimum and maximum time that each such state can exist, and then adjust the circuit to minimize the number of such states. Then the designer must force the circuit to periodically wait for all of its parts to enter a compatible state (this is called "self-resynchronization"). Without such careful design, it is easy to accidentally produce asynchronous logic that is "unstable," that is, real electronics will have unpredictable results because of the cumulative delays caused by small variations in the values of the electronic components.
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 Register transfer systems




Many digital systems are data flow machines. These are usually designed using synchronous register transfer logic[image: External link], using hardware description languages[image: External link] such as VHDL[image: External link] or Verilog[image: External link].

In register transfer logic, binary numbers[image: External link] are stored in groups of flip flops called registers[image: External link]. The outputs of each register are a bundle of wires called a " bus[image: External link]" that carries that number to other calculations. A calculation is simply a piece of combinational logic. Each calculation also has an output bus, and these may be connected to the inputs of several registers. Sometimes a register will have a multiplexer[image: External link] on its input, so that it can store a number from any one of several buses. Alternatively, the outputs of several items may be connected to a bus through buffers[image: External link] that can turn off the output of all of the devices except one. A sequential state machine controls when each register accepts new data from its input.

Asynchronous register-transfer systems (such as computers) have a general solution. In the 1980s, some researchers discovered that almost all synchronous register-transfer machines could be converted to asynchronous designs by using first-in-first-out synchronization logic. In this scheme, the digital machine is characterized as a set of data flows. In each step of the flow, an asynchronous "synchronization circuit" determines when the outputs of that step are valid, and presents a signal that says, "grab the data" to the stages that use that stage's inputs. It turns out that just a few relatively simple synchronization circuits are needed.
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 Computer design




The most general-purpose register-transfer logic machine is a computer. This is basically an automatic[image: External link] binary abacus[image: External link]. The control unit[image: External link] of a computer is usually designed as a microprogram[image: External link] run by a microsequencer[image: External link]. A microprogram is much like a player-piano roll. Each table entry or "word" of the microprogram commands the state of every bit that controls the computer. The sequencer then counts, and the count addresses the memory or combinational logic machine that contains the microprogram. The bits from the microprogram control the arithmetic logic unit[image: External link], memory[image: External link] and other parts of the computer, including the microsequencer itself. A "specialized computer" is usually a conventional computer with special-purpose control logic or microprogram.

In this way, the complex task of designing the controls of a computer is reduced to a simpler task of programming a collection of much simpler logic machines.

Almost all computers are synchronous. However, true asynchronous computers have also been designed. One example is the Aspida DLX[image: External link] core.[10] Another was offered by ARM Holdings[image: External link]. Speed advantages have not materialized, because modern computer designs already run at the speed of their slowest component, usually memory. These do use somewhat less power because a clock distribution network is not needed. An unexpected advantage is that asynchronous computers do not produce spectrally-pure radio noise, so they are used in some mobile-phone base-station controllers. They may be more secure in cryptographic applications because their electrical and radio emissions can be more difficult to decode.[11]
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 Computer architecture




Computer architecture[image: External link] is a specialized engineering activity that tries to arrange the registers, calculation logic, buses and other parts of the computer in the best way for some purpose. Computer architects have applied large amounts of ingenuity to computer design to reduce the cost and increase the speed and immunity to programming errors of computers. An increasingly common goal is to reduce the power used in a battery-powered computer system, such as a cell-phone. Many computer architects serve an extended apprenticeship as microprogrammers.
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 Design issues in digital circuits




Digital circuits are made from analog components. The design must assure that the analog nature of the components doesn't dominate the desired digital behavior. Digital systems must manage noise and timing margins, parasitic inductances and capacitances, and filter[image: External link] power connections.

Bad designs have intermittent problems such as "glitches", vanishingly fast pulses that may trigger some logic but not others, "runt pulses[image: External link]" that do not reach valid "threshold" voltages, or unexpected ("undecoded") combinations of logic states.

Additionally, where clocked digital systems interface to analog systems or systems that are driven from a different clock, the digital system can be subject to metastability[image: External link] where a change to the input violates the set-up time for a digital input latch. This situation will self-resolve, but will take a random time, and while it persists can result in invalid signals being propagated within the digital system for a short time.

Since digital circuits are made from analog components, digital circuits calculate more slowly than low-precision analog circuits that use a similar amount of space and power. However, the digital circuit will calculate more repeatably, because of its high noise immunity. On the other hand, in the high-precision domain (for example, where 14 or more bits of precision are needed), analog circuits require much more power and area than digital equivalents.
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 Automated design tools




To save costly engineering effort, much of the effort of designing large logic machines has been automated. The computer programs are called "electronic design automation[image: External link] tools" or just "EDA."

Simple truth table-style descriptions of logic are often optimized with EDA that automatically produces reduced systems of logic gates or smaller lookup tables that still produce the desired outputs. The most common example of this kind of software is the Espresso heuristic logic minimizer[image: External link].

Most practical algorithms for optimizing large logic systems use algebraic manipulations[image: External link] or binary decision diagrams[image: External link], and there are promising experiments with genetic algorithms[image: External link] and annealing optimizations[image: External link].

To automate costly engineering processes, some EDA can take state tables[image: External link] that describe state machines[image: External link] and automatically produce a truth table or a function table[image: External link] for the combinational logic[image: External link] of a state machine. The state table is a piece of text that lists each state, together with the conditions controlling the transitions between them and the belonging output signals.

It is common for the function tables of such computer-generated state-machines to be optimized with logic-minimization software such as Minilog[image: External link].

Often, real logic systems are designed as a series of sub-projects, which are combined using a "tool flow." The tool flow is usually a "script," a simplified computer language that can invoke the software design tools in the right order.

Tool flows for large logic systems such as microprocessors can be thousands of commands long, and combine the work of hundreds of engineers.

Writing and debugging tool flows is an established engineering specialty in companies that produce digital designs. The tool flow usually terminates in a detailed computer file or set of files that describe how to physically construct the logic. Often it consists of instructions to draw the transistors[image: External link] and wires on an integrated circuit or a printed circuit board[image: External link].

Parts of tool flows are "debugged" by verifying the outputs of simulated logic against expected inputs. The test tools take computer files with sets of inputs and outputs, and highlight discrepancies between the simulated behavior and the expected behavior.

Once the input data is believed correct, the design itself must still be verified for correctness. Some tool flows verify designs by first producing a design, and then scanning the design to produce compatible input data for the tool flow. If the scanned data matches the input data, then the tool flow has probably not introduced errors.

The functional verification data are usually called "test vectors". The functional test vectors may be preserved and used in the factory to test that newly constructed logic works correctly. However, functional test patterns don't discover common fabrication faults. Production tests are often designed by software tools called "test pattern generators[image: External link]". These generate test vectors by examining the structure of the logic and systematically generating tests for particular faults. This way the fault coverage[image: External link] can closely approach 100%, provided the design is properly made testable (see next section).

Once a design exists, and is verified and testable, it often needs to be processed to be manufacturable as well. Modern integrated circuits have features smaller than the wavelength of the light used to expose the photoresist. Manufacturability software adds interference patterns to the exposure masks to eliminate open-circuits, and enhance the masks' contrast.
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 Design for testability




There are several reasons for testing a logic circuit. When the circuit is first developed, it is necessary to verify that the design circuit meets the required functional and timing specifications. When multiple copies of a correctly designed circuit are being manufactured, it is essential to test each copy to ensure that the manufacturing process has not introduced any flaws.[12]

A large logic machine (say, with more than a hundred logical variables) can have an astronomical number of possible states. Obviously, in the factory, testing every state is impractical if testing each state takes a microsecond, and there are more states than the number of microseconds since the universe began. Unfortunately, this ridiculous-sounding case is typical.

Fortunately, large logic machines are almost always designed as assemblies of smaller logic machines. To save time, the smaller sub-machines are isolated by permanently installed "design for test" circuitry, and are tested independently.

One common test scheme known as "scan design" moves test bits serially (one after another) from external test equipment through one or more serial shift registers[image: External link] known as "scan chains". Serial scans have only one or two wires to carry the data, and minimize the physical size and expense of the infrequently used test logic.

After all the test data bits are in place, the design is reconfigured to be in "normal mode" and one or more clock pulses are applied, to test for faults (e.g. stuck-at low or stuck-at high) and capture the test result into flip-flops and/or latches in the scan shift register(s). Finally, the result of the test is shifted out to the block boundary and compared against the predicted "good machine" result.

In a board-test environment, serial to parallel testing has been formalized with a standard called " JTAG[image: External link]" (named after the "Joint Test Action Group" that proposed it).

Another common testing scheme provides a test mode that forces some part of the logic machine to enter a "test cycle." The test cycle usually exercises large independent parts of the machine.
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 Trade-offs




Several numbers determine the practicality of a system of digital logic: cost, reliability, fanout[image: External link] and speed. Engineers explored numerous electronic devices to get an ideal combination of these traits.
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 Cost




The cost of a logic gate is crucial, primarily because very many gates are needed to build a computer or other advanced digital system and because the more gates can be used, the more capable and/or fast the machine can be. Since the majority of a digital computer is simply an interconnected network of logic gates, the overall cost of building a computer correlates strongly with the price per logic gate. In the 1930s, the earliest digital logic systems were constructed from telephone relays because these were inexpensive and relatively reliable. After that, engineers always used the cheapest available electronic switches that could still fulfill the requirements.

The earliest integrated circuits were a happy accident. They were constructed not to save money, but to save weight, and permit the Apollo Guidance Computer[image: External link] to control an inertial guidance system[image: External link] for a spacecraft. The first integrated circuit logic gates cost nearly $50 (in 1960 dollars, when an engineer earned $10,000/year). To everyone's surprise, by the time the circuits were mass-produced, they had become the least-expensive method of constructing digital logic. Improvements in this technology have driven all subsequent improvements in cost.

With the rise of integrated circuits[image: External link], reducing the absolute number of chips used represented another way to save costs. The goal of a designer is not just to make the simplest circuit, but to keep the component count down. Sometimes this results in more complicated designs with respect to the underlying digital logic but nevertheless reduces the number of components, board size, and even power consumption. A major motive for reducing component count on printed circuit boards is to reduce the manufacturing defect rate and increase reliability, as every soldered connection is a potentially bad one, so the defect and failure rates tend to increase along with the total number of component pins.

For example, in some logic families, NAND gates[image: External link] are the simplest digital gate to build. All other logical operations can be implemented by NAND gates. If a circuit already required a single NAND gate, and a single chip normally carried four NAND gates, then the remaining gates could be used to implement other logical operations like logical and[image: External link]. This could eliminate the need for a separate chip containing those different types of gates.
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 Reliability




The "reliability" of a logic gate describes its mean time between failure (MTBF). Digital machines often have millions of logic gates. Also, most digital machines are "optimized" to reduce their cost. The result is that often, the failure of a single logic gate will cause a digital machine to stop working. It is possible to design machines to be more reliable by using redundant logic which will not malfunction as a result of the failure of any single gate (or even any two, three, or four gates), but this necessarily entails using more components, which raises the financial cost and also usually increases the weight of the machine and may increase the power it consumes.

Digital machines first became useful when the MTBF for a switch got above a few hundred hours. Even so, many of these machines had complex, well-rehearsed repair procedures, and would be nonfunctional for hours because a tube burned-out, or a moth got stuck in a relay. Modern transistorized integrated circuit logic gates have MTBFs greater than 82 billion hours (8.2 · 1010 hours),[13] and need them because they have so many logic gates.
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 Fanout




Fanout describes how many logic inputs can be controlled by a single logic output without exceeding the electrical current ratings of the gate outputs.[14] The minimum practical fanout is about five. Modern electronic logic gates using CMOS[image: External link] transistors for switches have fanouts near fifty, and can sometimes go much higher.
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 Speed




The "switching speed" describes how many times per second an inverter (an electronic representation of a "logical not" function) can change from true to false and back. Faster logic can accomplish more operations in less time. Digital logic first became useful when switching speeds got above 50  Hz[image: External link], because that was faster than a team of humans operating mechanical calculators. Modern electronic digital logic routinely switches at 5  GHz[image: External link] (5 · 109 Hz), and some laboratory systems switch at more than 1  THz[image: External link] (1 · 1012 Hz).
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 Logic families




Main article: logic family[image: External link]


Design started with relays. Relay logic was relatively inexpensive and reliable, but slow. Occasionally a mechanical failure would occur. Fanouts were typically about 10, limited by the resistance of the coils and arcing on the contacts from high voltages.

Later, vacuum tubes[image: External link] were used. These were very fast, but generated heat, and were unreliable because the filaments would burn out. Fanouts were typically 5...7, limited by the heating from the tubes' current. In the 1950s, special "computer tubes" were developed with filaments that omitted volatile elements like silicon. These ran for hundreds of thousands of hours.

The first semiconductor[image: External link] logic family was resistor–transistor logic[image: External link]. This was a thousand times more reliable than tubes, ran cooler, and used less power, but had a very low fan-in[image: External link] of 3. Diode–transistor logic[image: External link] improved the fanout up to about 7, and reduced the power. Some DTL designs used two power-supplies with alternating layers of NPN and PNP transistors to increase the fanout.

Transistor–transistor logic[image: External link] (TTL) was a great improvement over these. In early devices, fanout improved to 10, and later variations reliably achieved 20. TTL was also fast, with some variations achieving switching times as low as 20 ns. TTL is still used in some designs.

Emitter coupled logic[image: External link] is very fast but uses a lot of power. It was extensively used for high-performance computers made up of many medium-scale components (such as the Illiac IV[image: External link]).

By far, the most common digital integrated circuits built today use CMOS logic[image: External link], which is fast, offers high circuit density and low-power per gate. This is used even in large, fast computers, such as the IBM System z[image: External link].
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 Recent developments




In 2009, researchers discovered that memristors[image: External link] can implement a boolean state storage (similar to a flip flop[image: External link], implication[image: External link] and logical inversion[image: External link]), providing a complete logic family with very small amounts of space and power, using familiar CMOS semiconductor processes.[15]

The discovery of superconductivity[image: External link] has enabled the development of rapid single flux quantum[image: External link] (RSFQ) circuit technology, which uses Josephson junctions[image: External link] instead of transistors. Most recently, attempts are being made to construct purely optical computing[image: External link] systems capable of processing digital information using nonlinear[image: External link] optical elements.
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 See also






	Boolean algebra[image: External link]

	Combinational logic[image: External link]

	De Morgan's laws[image: External link]

	Formal verification[image: External link]

	Hardware description language[image: External link]

	Integrated circuit[image: External link]

	Logical effort[image: External link]

	Logic family[image: External link]

	Logic gate[image: External link]

	Logic minimization[image: External link]

	Logic simulation[image: External link]

	Microelectronics[image: External link]

	Ringing[image: External link]

	Sequential logic[image: External link]

	Claude E. Shannon

	Transparent latch[image: External link]

	Unconventional computing[image: External link]
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^ MIL-HDBK-217F notice 2, section 5.3, for 100,000 gate 0.8 micrometre CMOS commercial ICs at 40C; failure rates in 2010 are better, because line sizes have decreased to 0.045 micrometres, and fewer off-chip connections are needed per gate.
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Digital Revolution






The Digital Revolution is the change from mechanical[image: External link] and analogue electronic[image: External link] technology[image: External link] to digital electronics which began anywhere from the late 1950s to the late 1970s with the adoption and proliferation of digital computers and digital record keeping that continues to the present day.[1] Implicitly, the term also refers to the sweeping changes brought about by digital computing[image: External link] and communication[image: External link] technology[image: External link] during (and after) the latter half of the 20th century. Analogous to the Agricultural Revolution[image: External link] and Industrial Revolution[image: External link], the Digital Revolution marked the beginning of the Information Age.

Central to this revolution is the mass production[image: External link] and widespread use of digital logic[image: External link] circuits[image: External link], and its derived technologies, including the computer, digital cellular phone[image: External link], and the Internet[image: External link].



TOP
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 Theoretical background




The notion of the digital revolution is part of the Schumpeterian[image: External link] theory of socio-economic evolution,[2] which consists of an incessant process of creative destruction[image: External link] that modernizes the modus operandi[image: External link] of society as a whole, including its economic, social, cultural, and political organization.[3][4]

The motor of this incessant force of creative destruction is technological change.[5][6] While the key carrier technology of the first Industrial Revolution[image: External link] (1770–1850) was based on water-powered mechanization, the second Kondratiev wave[image: External link] (1850–1900) was enabled by steam-powered technology, the third (1900–1940) was characterized by the electrification of social and productive organization, the fourth by motorization and the automated mobilization of society (1940–1970), and the most recent one by the digitization of social systems.[2] Each one of those so-called long waves[image: External link] has been characterized by a sustained period of social modernization, most notably by sustained periods of increasing economic productivity. According to Carlota Perez[image: External link]: "this quantum jump in productivity can be seen as a technological revolution, which is made possible by the appearance in the general cost structure of a particular input that we could call the 'key factor', fulfilling the following conditions: (1) clearly perceived low-and descending-relative cost; (2) unlimited supply for all practical purposes; (3) potential all-pervasiveness; (4) a capacity to reduce the costs of capital, labour and products as well as to change them qualitatively".[6] Digital Information and Communication Technologies[image: External link] fulfill those requirements and therefore represent a general purpose technology[image: External link] that can transform an entire economy, leading to a modern, and more developed form of socio-economic and political organization often referred to as the post-industrial society[image: External link], the fifth Kondratiev[image: External link], Information society[image: External link], digital age[image: External link], and network society[image: External link], among others.[7]

The Agricultural Revolution led to agricultural cities in the ancient world in the Middle East[image: External link], Mesoamerica[image: External link], China[image: External link], the Indus Valley[image: External link], Southern Europe[image: External link] and South America[image: External link].

Then the Industrial Revolution led to industrial cities in the 19th century such as Manchester[image: External link], Newcastle Upon Tyne[image: External link] and New York City[image: External link]. In the 20th century the rise of the service economy[image: External link] caused people to leave the industrial cities and move out into the suburbs[image: External link].[citation needed[image: External link]]

The Industrial Revolution and Digital Revolution are now taking place concurrently in China[image: External link] and India[image: External link] as people leave the rural areas for industrial and high tech cities like Beijing[image: External link], Shanghai[image: External link], and Mumbai[image: External link].
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 History
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 Brief history




The underlying technology was invented in the later half of the 19th century, including Babbage[image: External link]'s analytical engine[image: External link] and the telegraph. Digital communication became economical for widespread adoption after the invention of the personal computer[image: External link]. Claude Shannon[image: External link], a Bell Labs mathematician, is credited for having laid out the foundations of digitalization in his pioneering 1948 article, A Mathematical Theory of Communication.[8] The digital revolution converted technology that had been analog into a digital format. By doing this, it became possible to make copies that were identical to the original. In digital communications, for example, repeating hardware was able to amplify the digital signal and pass it on with no loss of information in the signal. Of equal importance to the revolution was the ability to easily move the digital information between media, and to access or distribute it remotely.

The turning point of the revolution was the change from analogue to digitally recorded music.[9] During the 1980s the digital format of optical compact discs[image: External link] gradually replaced analog[image: External link] formats, such as vinyl records[image: External link] and cassette tapes[image: External link], as the popular medium of choice.[10]
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 Origins (1947–1969)




In 1947 the transistor[image: External link] was invented,[11] leading the way to more advanced digital computers. In the 1950s and 1960s the military, governments and other organizations had computer systems.

From 1969 to 1971, Intel[image: External link] developed the Intel 4004[image: External link], an early microprocessor that laid the foundations for the microcomputer revolution[image: External link] that began in the 1970s.

The public was first introduced to the concepts that would lead to the Internet[image: External link] when a message was sent over the ARPANET[image: External link] in 1969. Packet switched[image: External link] networks such as ARPANET, Mark I[image: External link], CYCLADES[image: External link], Merit Network[image: External link], Tymnet[image: External link], and Telenet[image: External link], were developed in the late 1960s and early 1970s using a variety of protocols[image: External link]. The ARPANET in particular led to the development of protocols for internetworking[image: External link], in which multiple separate networks could be joined together into a network of networks.

The Whole Earth[image: External link] movement of the 1960s advocated the use of new technology.[12]


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 1970s




In the 1970s the home computer[image: External link] was introduced,[13] time-sharing computers[image: External link],[14] the video game console[image: External link], the first coin-op video games,[15][16] and the golden age of arcade video games[image: External link] began with Space Invaders[image: External link]. As digital technology proliferated, and the switch from analog to digital record keeping became the new standard in business, a relatively new job description was popularized, the data entry clerk[image: External link]. Culled from the ranks of secretaries and typists from earlier decades, the data entry clerk's job was to convert analog data (customer records, invoices, etc.) into digital data.
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 1980s




In developed nations, computers achieved semi-ubiquity during the 1980s as they made their way into schools, homes, business, and industry. Automated teller machines[image: External link], industrial robots[image: External link], CGI[image: External link] in film and television, electronic music[image: External link], bulletin board systems[image: External link], and video games all fueled what became the zeitgeist of the 1980s. Millions of people purchased home computers, making household names of early personal computer manufacturers such as Apple, Commodore, and Tandy. To this day the Commodore 64 is often cited as the best selling computer of all time, having sold 17 million units (by some accounts)[17] between 1982 and 1994.

In 1984, the U.S. Census Bureau began collecting data on computer and Internet use in the United States; their first survey showed that 8.2% of all U.S. households owned a personal computer in 1984, and that households with children under the age of 18 were nearly twice as likely to own one at 15.3% (middle and upper middle class households were the most likely to own one, at 22.9%).[18] By 1989, 15% of all U.S. households owned a computer, and nearly 30% of households with children under the age of 18 owned one.[19] By the late 1980s, many businesses were dependent on computers and digital technology.

Motorola created the first mobile phone, Motorola DynaTac[image: External link], in 1983. However, this device used analog communication - digital cell phones were not sold commercially until 1991 when the 2G[image: External link] network started to be opened in Finland[image: External link] to accommodate the unexpected demand for cell phones that was becoming apparent in the late 1980s.

Compute![image: External link] magazine predicted that CD-ROM[image: External link] would be the centerpiece of the revolution, with multiple household devices reading the discs.[20]

The first true digital camera[image: External link] was created in 1988, and the first were marketed in December 1989 in Japan and in 1990 in the United States.[21] By the mid-2000s, they would eclipse traditional film in popularity.

Digital ink[image: External link] was also invented in the late 1980s. Disney's CAPS system (created 1988) was used for a scene in 1989's The Little Mermaid[image: External link] and for all their animation films between 1990's The Rescuers Down Under[image: External link] and 2004's Home On The Range.

Tim Berners-Lee[image: External link] invented the World Wide Web[image: External link] in 1989.
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 1990s




The first public digital HDTV[image: External link] broadcast was of the 1990 World Cup[image: External link] that June; it was played in 10 theaters in Spain and Italy. However HDTV did not become a standard until the mid-2000s outside Japan.

The World Wide Web[image: External link] became publicly accessible in 1991, which had been available only to government and universities.[22] In 1993 Marc Andreessen[image: External link] and Eric Bina[image: External link] introduced Mosaic[image: External link], the first web browser capable of displaying inline images[23] and the basis for later browsers such as Netscape Navigator and Internet Explorer. The Internet[image: External link] expanded quickly, and by 1996, it was part of mass culture[image: External link] and many businesses listed websites in their ads. By 1999 almost every country had a connection, and nearly half of Americans[image: External link] and people in several other countries used the Internet[image: External link] on a regular basis. However throughout the 1990s, "getting online" entailed complicated configuration, and dial-up[image: External link] was the only connection type affordable by individual users; the present day mass Internet culture[image: External link] was not possible.

In 1989 about 15% of all households in the United States[image: External link] owned a personal computer, by 2000, this was up to 51%;[24] for households with children nearly 30% owned a computer in 1989, and in 2000 65% owned one.
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 2000s




Cell phones[image: External link] became as ubiquitous as computers by the early 2000s, with movie theaters beginning to show ads telling people to silence their phones. They also became much more advanced[image: External link] than phones of the 1990s, most of which only took calls or at most allowed for the playing of simple games.

Text messaging[image: External link] existed in the 1990s but was not widely used until the early 2000s, when it became a cultural phenomenon.

The digital revolution became truly global in this time as well - after revolutionizing society in the developed world[image: External link] in the 1990s, the digital revolution spread to the masses in the developing world[image: External link] in the 2000s.

In late 2005 the population of the Internet[image: External link] reached 1 billion,[25] and 3 billion people worldwide used cell phones by the end of the decade. HDTV[image: External link] became the standard television broadcasting format in many countries by the end of the decade.
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 2010s




By 2012, over 2 billion people used the Internet, twice the number using it in 2007. Cloud computing[image: External link] had entered the mainstream by the early 2010s. By 2015, tablet computers[image: External link] and smartphones[image: External link] were expected to exceed personal computers in Internet usage.[26] In 2016, half of the world's population is connected.[27]
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 Rise in digital technology use of computers, 1980–2015




Further information: History of the Internet[image: External link]


In the late 1980s, less than 1% of the world's technologically stored information was in digital format, while it was 94% in 2007, with more than 99% by 2014.[28] The year 2002 is estimated to be the year when human kind was able to store more information in digital, than in analog format (the "beginning of the digital age[image: External link]").[29]

It is estimated that the world's capacity to store information has increased from 2.6 (optimally compressed) exabytes[image: External link] in 1986, to some 5,000 exabytes[image: External link] in 2014 (5 zettabytes[image: External link]).[28][30]
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 1990





	Cell phone subscribers: 12.5 million (0.25% of world population in 1990)[31]


	Internet users: 2.8 million (0.05% of world population in 1990)[32]
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 2002





	Cell phone subscribers: 1.2 billion (19% of world population in 2002)[32]


	Internet users: 631 million (11% of world population in 2002)[32]
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 2010





	Cell phone subscribers: 4 billion (68% of world population in 2010)[33]


	Internet users: 1.8 billion (26.6% of world population in 2010)[34]
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 2016





	Internet users: 3.6 billion (49.5% of world population in 2016)[35]
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 Converted technologies




Conversion of below analog technologies to digital. (The decade indicated is the period when digital became dominant form.)


	
Analog computer to digital computer (1950s)

	
Telex[image: External link] to fax[image: External link] (1980s)

	
Phonograph cylinder[image: External link], gramophone record[image: External link] and compact cassette[image: External link] to compact disc[image: External link] (1980s)

	
VHS[image: External link] to DVD[image: External link] (2000s)

	Analog photography[image: External link] (photographic plate[image: External link] and photographic film[image: External link]) to digital photography[image: External link] (2000s)

	Analog cinematography[image: External link] (film stock[image: External link]) to digital cinematography[image: External link] (2010s)

	Analog television[image: External link] to digital television[image: External link] (2010s (expected))

	Analog radio[image: External link] to digital radio[image: External link] (2020s (expected))

	Analog mobile phone ( 1G[image: External link]) to digital mobile phone[image: External link] ( 2G[image: External link]) (1990s)

	Analog watch and clock to digital watch[image: External link] and clock[image: External link] (not yet predictable)

	Analog thermometer to digital thermometer[image: External link] (2010s)

	
Offset printing[image: External link] to digital printing[image: External link] (2020s (expected))



Decline or disappearance of below analog technologies:


	
Mail[image: External link] ( parcel[image: External link] to continue, others to be discontinued) (2020s (expected))

	
Telegram[image: External link] (2010s)

	
Typewriter[image: External link] (2010s)

	
Fax[image: External link] (2010s (expected))

	
Landline phone[image: External link] (2020s (expected)) (only offices will continue using landlines)

	
Payphone[image: External link] (2020s (expected))



Disappearance of other technologies also attributed to digital revolution. (Analog–digital classification doesn't apply to these.)


	
CRT[image: External link] (2010s)

	
Plasma display[image: External link] (2010s)

	
CCFL backlit LCDs[image: External link] (2010s)



Improvements in digital technologies.


	
Desktop computer[image: External link] to laptop[image: External link] to tablet computer[image: External link]


	
DVD[image: External link] to Blu-ray Disc[image: External link] to 4K Blu-ray Disc[image: External link]


	
2G[image: External link] to 3G[image: External link] to 4G[image: External link]


	
Mobile phone[image: External link] to smartphone[image: External link]


	Digital watch to smartwatch[image: External link]


	Analog weighing scale to digital weighing scale[image: External link]
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 Technological basis




Underlying the digital revolution was the development of the digital electronic computer[image: External link], the personal computer[image: External link], and particularly the microprocessor with its steadily increasing performance (as described by Moore's law[image: External link]), which enabled computer technology to be embedded[image: External link] into a huge range of objects from cameras[image: External link] to personal music players[image: External link]. Equally important was the development of transmission technologies including computer networking[image: External link], the Internet[image: External link] and digital broadcasting[image: External link]. 3G phones[image: External link], whose social penetration grew exponentially in the 2000s, also played a very large role in the digital revolution as they simultaneously provide ubiquitous entertainment, communications, and online connectivity.
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 Socio-economic impact




Positive aspects include greater interconnectedness, easier communication, and the exposure of information that in the past could have more easily been suppressed by totalitarian[image: External link] regimes. Michio Kaku[image: External link] wrote in his books Physics of the Future[image: External link] that the failure of the Soviet coup of 1991[image: External link] was due largely to the existence of technology such as the fax machine[image: External link] and computers that exposed classified information.

The Revolutions of 2011[image: External link] were enabled by social networking and smartphone technology; however these revolutions in hindsight largely failed to reach their goals as hardcore Islamist governments and in Syria a civil war[image: External link] have formed in the absence of the dictatorships that were toppled.

The economic impact of the digital revolution has been large. Without the World Wide Web[image: External link] (WWW), for example, globalization[image: External link] and outsourcing[image: External link] would not be nearly as feasible as they are today. The digital revolution radically changed the way individuals and companies interact. Small regional companies were suddenly given access to much larger markets. Concepts such as On-demand[image: External link] services and manufacturing and rapidly dropping technology costs made possible innovations in all aspects of industry and everyday life.

After initial concerns of an IT productivity paradox[image: External link], evidence is mounting that digital technologies have significantly increased the productivity and performance of businesses.[36]

Negative effects include information overload[image: External link], Internet predators, forms of social isolation, and media saturation. In a poll of prominent members of the national news media, 65 percent said the Internet is hurting journalism more than it is helping[37] by allowing anyone no matter how amateur and unskilled to become a journalist; causing information to be muddier and the rise of conspiracy theory[image: External link] in a way it didn't exist in the past.

In some cases, company employees' pervasive use of portable digital devices and work related computers for personal use—email, instant messaging, computer games—were often found to, or perceived to, reduce those companies' productivity. Personal computing and other non-work related digital activities in the workplace thus helped lead to stronger forms of privacy invasion, such as keystroke recording and information filtering applications ( spyware[image: External link] and content-control software[image: External link]).
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 Information sharing and privacy




Privacy[image: External link] in general became a concern during the digital revolution. The ability to store and utilize such large amounts of diverse information opened possibilities for tracking of individual activities and interests. Libertarians[image: External link] and privacy rights advocates feared the possibility of an Orwellian[image: External link] future where centralized power structures control the populace via automatic surveillance and monitoring of personal information in such programs as the CIA's Information Awareness Office[image: External link].[38] Consumer and labor advocates opposed the ability to direct market to individuals, discriminate in hiring and lending decisions, invasively monitor employee behavior and communications and generally profit from involuntarily shared personal information.

The Internet[image: External link], especially the WWW[image: External link] in the 1990s, opened whole new avenues for communication and information sharing. The ability to easily and rapidly share information on a global scale brought with it a whole new level of freedom of speech[image: External link]. Individuals and organizations were suddenly given the ability to publish on any topic, to a global audience, at a negligible cost, particularly in comparison to any previous communication technology.

Large cooperative projects could be endeavored (e.g. Open-source software[image: External link] projects, SETI@home[image: External link]). Communities of like-minded individuals were formed (e.g. MySpace[image: External link], Tribe.net[image: External link]). Small regional companies were suddenly given access to a larger marketplace.

In other cases, special interest groups as well as social and religious institutions found much of the content objectionable, even dangerous. Many parents and religious organizations, especially in the United States, became alarmed by pornography[image: External link] being more readily available to minors. In other circumstances the proliferation of information on such topics as child pornography, building bombs, committing acts of terrorism, and other violent activities were alarming to many different groups of people. Such concerns contributed to arguments for censorship and regulation on the WWW.
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 Copyright and trademark issues




Main article: File sharing and the law[image: External link]


Copyright[image: External link] and trademark[image: External link] issues also found new life in the digital revolution. The widespread ability of consumers to produce and distribute exact reproductions of protected works dramatically changed the intellectual property landscape, especially in the music, film, and television industries.

The digital revolution, especially regarding privacy, copyright, censorship and information sharing, remains a controversial topic. As the digital revolution progresses it remains unclear to what extent society has been impacted and will be altered in the future.
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 Concerns




While there have been huge benefits to society from the digital revolution, especially in terms of the accessibility of information, there are a number of concerns. Expanded powers of communication and information sharing, increased capabilities for existing technologies, and the advent of new technology brought with it many potential opportunities for exploitation. The digital revolution helped usher in a new age of mass surveillance[image: External link], generating a range of new civil[image: External link] and human rights[image: External link] issues. Reliability of data became an issue as information could easily be replicated, but not easily verified. The digital revolution made it possible to store and track facts, articles, statistics, as well as minutiae hitherto unfeasible.

From the perspective of the historian[image: External link], a large part of human history is known through physical objects from the past that have been found or preserved, particularly in written documents. Digital records are easy to create but also easy to delete and modify. Changes in storage formats[image: External link] can make recovery of data difficult or near impossible, as can the storage of information on obsolete media for which reproduction equipment is unavailable, and even identifying what such data is and whether it is of interest can be near impossible if it is no longer easily readable, or if there is a large number of such files to identify. Information passed off as authentic research or study must be scrutinized and verified. With such massive proliferation of information it became possible to write an article citing wholly false sources, also based on false sources.[citation needed[image: External link]]

These problems are further compounded by the use of digital rights management[image: External link] and other copy prevention[image: External link] technologies which, being designed to only allow the data to be read on specific machines, may well make future data recovery[image: External link] impossible. Interestingly, the Voyager Golden Record[image: External link], which is intended to be read by an intelligent extraterrestrial[image: External link] (perhaps a suitable parallel to a human from the distant future), is recorded in analog[image: External link] rather than digital format specifically for easy interpretation and analysis.
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 See also





	
Revolution[image: External link]

	Neolithic Revolution[image: External link]

	Agricultural Revolution[image: External link]

	Scientific Revolution[image: External link]

	Industrial Revolution[image: External link]

	Second Industrial Revolution[image: External link]

	Information revolution[image: External link]

	Nanotechnology[image: External link]





	Dot-com company[image: External link]

	Digital native[image: External link]

	Digital omnivore[image: External link]

	Digital addict[image: External link]

	Digital Phobic[image: External link]

	Electronic document[image: External link]

	Industry 4.0[image: External link]

	Information Age

	Microcomputer revolution[image: External link]

	Moore's law[image: External link]

	Paperless office[image: External link]

	Post Cold War era[image: External link]

	Semiconductors[image: External link]

	Technological revolution[image: External link]

	Telework[image: External link]

	Timeline of electrical and electronic engineering[image: External link]
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Digital subscriber Line






"DSL" redirects here. For other uses, see DSL (disambiguation)[image: External link].

Digital subscriber line (DSL; originally digital subscriber loop) is a family of technologies that are used to transmit digital data[image: External link] over telephone lines[image: External link]. In telecommunications marketing, the term DSL is widely understood to mean asymmetric digital subscriber line[image: External link] (ADSL), the most commonly installed DSL technology, for Internet access[image: External link]. DSL service can be delivered simultaneously with wired telephone service[image: External link] on the same telephone line. This is possible because DSL uses higher frequency bands[image: External link] for data. On the customer premises, a DSL filter[image: External link] on each non-DSL outlet blocks any high-frequency interference to enable simultaneous use of the voice and DSL services.

The bit rate[image: External link] of consumer DSL services typically ranges from 256 kbit/s to over 100 Mbit/s in the direction to the customer ( downstream[image: External link]), depending on DSL technology, line conditions, and service-level implementation. Bit rates of 1 Gbit/s have been reached in trials,[1] but most homes are likely to be limited to 500-800 Mbit/s. In ADSL, the data throughput in the upstream[image: External link] direction (the direction to the service provider) is lower, hence the designation of asymmetric service. In symmetric digital subscriber line[image: External link] (SDSL) services, the downstream and upstream data rates are equal. Researchers at Bell Labs have reached speeds of 10 Gbit/s[image: External link], while delivering 1 Gbit/s symmetrical broadband access services using traditional copper telephone lines. These higher speeds are lab results, however.[2][3] A 2012 survey found that "DSL continues to be the dominant technology for broadband access" with 365.1 million subscribers worldwide.



TOP
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 History




For a long time it was thought that it was not possible to operate a conventional phone-line beyond low-speed limits (typically under 9600 bit/s). In the 1950s, ordinary twisted-pair telephone-cable often carried four megahertz (MHz) television signals between studios, suggesting that such lines would allow transmitting many megabits per second. One such circuit in the UK[image: External link] ran some ten miles (16 km) between the BBC[image: External link] studios in Newcastle-upon-Tyne[image: External link] and the Pontop Pike transmitting station[image: External link]. It was able to give the studios a low quality cue feed but not one suitable for transmission.[citation needed[image: External link]] However, these cables had other impairments besides Gaussian noise[image: External link], preventing such rates from becoming practical in the field.

The 1980s saw the development of techniques for broadband[image: External link] communications that allowed the limit to be greatly extended. A patent was filed in 1979 for the use of existing telephone wires for both telephones and data terminals that were connected to a remote computer via a digital data carrier system.[4] The motivation for digital subscriber line technology was the Integrated Services Digital Network[image: External link] (ISDN) specification proposed in 1984 by the CCITT[image: External link] (now ITU-T) as part of Recommendation I.120, later reused as ISDN Digital Subscriber Line[image: External link] (IDSL). Employees at Bellcore[image: External link] (now Telcordia Technologies) developed Asymmetric Digital Subscriber Line[image: External link] (ADSL) by placing wide-band digital signals above the existing baseband[image: External link] analog voice signal carried between telephone company[image: External link] telephone exchanges[image: External link] and customers on conventional twisted pair[image: External link] cabling facilities,[5] and filed a patent in 1988.[6]

Joseph W. Lechleider[image: External link]'s contribution to DSL was his insight that an asymmetric arrangement offered more than double the bandwidth capacity of symmetric DSL.[7] This allowed Internet service providers to offer efficient service to consumers, who benefited greatly from the ability to download large amounts of data but rarely needed to upload comparable amounts. ADSL supports two modes of transport—fast channel and interleaved channel[image: External link]. Fast channel is preferred for streaming multimedia[image: External link], where an occasional dropped bit[image: External link] is acceptable, but lags are less so. Interleaved channel works better for file transfers, where the delivered data must be error-free but latency (time delay) incurred by the retransmission of error-containing packets is acceptable.

Consumer-oriented ADSL was designed to operate on existing lines already conditioned for Basic Rate Interface[image: External link] ISDN services, which itself is a digital circuit switching[image: External link] service (non-IP), though most incumbent local exchange carriers[image: External link] (ILECs) provision Rate-Adaptive Digital Subscriber Line[image: External link] (RADSL) to work on virtually any available copper pair facility, whether conditioned for BRI or not. Engineers developed high speed DSL facilities such as High bit rate Digital Subscriber Line[image: External link] (HDSL) and Symmetric Digital Subscriber Line[image: External link] (SDSL) to provision traditional Digital Signal 1[image: External link] (DS1) services over standard copper pair facilities.

Older ADSL standards delivered 8 Mbit/s[image: External link] to the customer over about 2 km (1.2 mi) of unshielded twisted-pair[image: External link] copper wire. Newer variants improved these rates. Distances greater than 2 km (1.2 mi) significantly reduce the bandwidth[image: External link] usable on the wires, thus reducing the data rate. But ADSL loop extenders[image: External link] increase these distances by repeating the signal, allowing the LEC to deliver DSL speeds to any distance.[8]

Until the late 1990s, the cost of digital signal processors[image: External link] for DSL was prohibitive. All types of DSL employ highly complex digital signal processing[image: External link] algorithms to overcome the inherent limitations of the existing twisted pair[image: External link] wires. Due to the advancements of very-large-scale integration[image: External link] (VLSI) technology, the cost of the equipment associated with a DSL deployment lowered significantly. The two main pieces of equipment are a digital subscriber line access multiplexer[image: External link] (DSLAM) at one end and a DSL modem[image: External link] at the other end.

A DSL connection can be deployed over existing cable. Such deployment, even including equipment, is much cheaper than installing a new, high-bandwidth fiber-optic[image: External link] cable over the same route and distance. This is true both for ADSL and SDSL variations. The commercial success of DSL and similar technologies largely reflects the advances made in electronics[image: External link] over the decades that have increased performance and reduced costs even while digging trenches in the ground for new cables (copper or fiber optic) remains expensive.

In the case of ADSL, competition in Internet access caused subscription fees to drop significantly over the years, thus making ADSL more economical than dial up access. Telephone companies were pressured into moving to ADSL largely due to competition from cable companies, which use DOCSIS cable modem[image: External link] technology to achieve similar speeds. Demand for high bandwidth applications, such as video and file sharing, also contributed to popularize ADSL technology.

Early DSL service required a dedicated dry loop[image: External link], but when the U.S. Federal Communications Commission[image: External link] (FCC) required ILECs to lease their lines to competing DSL service providers, shared-line DSL became available. Also known as DSL over Unbundled Network Element[image: External link], this unbundling of services allows a single subscriber to receive two separate services from two separate providers on one cable pair. The DSL service provider's equipment is co-located in the same central office (telephone exchange) as that of the ILEC supplying the customer's pre-existing voice service. The subscriber's circuit is rewired to interface with hardware supplied by the ILEC which combines a DSL frequency and POTS signals on a single copper pair facility.

By 2012 some carriers in the United States reported that DSL remote terminals with fiber backhaul[image: External link] are replacing older ADSL systems.[9]
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 Operation




Telephones are connected to the telephone exchange[image: External link] via a local loop[image: External link], which is a physical pair of wires. The local loop was originally intended mostly for the transmission of speech, encompassing an audio frequency range of 300 to 3400 hertz[image: External link] ( voiceband[image: External link] or commercial bandwidth[image: External link]). However, as long-distance trunks[image: External link] were gradually converted from analog to digital operation, the idea of being able to pass data through the local loop (by utilizing frequencies above the voiceband) took hold, ultimately leading to DSL.

The local loop[image: External link] connecting the telephone exchange to most subscribers has the capability of carrying frequencies well beyond the 3.4 kHz upper limit of POTS[image: External link]. Depending on the length and quality of the loop, the upper limit can be tens of megahertz. DSL takes advantage of this unused bandwidth[image: External link] of the local loop by creating 4312.5 Hz wide channels starting between 10 and 100 kHz, depending on how the system is configured. Allocation of channels continues at higher and higher frequencies (up to 1.1 MHz for ADSL) until new channels are deemed unusable. Each channel is evaluated for usability in much the same way an analog[image: External link] modem would on a POTS connection. More usable channels equates to more available bandwidth, which is why distance and line quality are a factor (the higher frequencies used by DSL travel only short distances). The pool of usable channels is then split into two different frequency bands for upstream[image: External link] and downstream[image: External link] traffic, based on a preconfigured ratio. This segregation reduces interference. Once the channel groups have been established, the individual channels[image: External link] are bonded[image: External link] into a pair of virtual circuits, one in each direction. Like analog modems, DSL transceivers[image: External link] constantly monitor the quality of each channel and will add or remove them from service depending on whether they are usable. Once upstream and downstream circuits are established, a subscriber[image: External link] can connect to a service such as an Internet service provider[image: External link] or other network services, like a corporate MPLS network.

The underlying technology of transport across DSL facilities uses high-frequency sinusoidal[image: External link] carrier wave[image: External link] modulation, which is an analog signal transmission. A DSL circuit terminates at each end in a modem[image: External link] which modulates patterns of bits[image: External link] into certain high-frequency impulses for transmission to the opposing modem. Signals received from the far-end modem are demodulated to yield a corresponding bit pattern that the modem retransmits, in digital form, to its interfaced equipment, such as a computer, router, switch, etc.

Unlike traditional dial-up modems, which modulate bits into signals in the 300–3400 Hz baseband (voice service), DSL modems modulate frequencies from 4000 Hz to as high as 4 MHz. This frequency band separation enables DSL service and plain old telephone service[image: External link] (POTS) to coexist on the same copper pair facility. On the subscriber's end of the circuit, inline low-pass[image: External link] DSL filters[image: External link] (splitters) are installed on each telephone to filter the high-frequency signals that would otherwise be heard as hiss, but pass voice frequencies. Conversely, high-pass filters[image: External link] already incorporated in the circuitry of DSL modems filter out voice frequencies. Although ADSL and RADSL modulations do not use the voice-frequency band, nonlinear elements in the phone could otherwise generate audible intermodulation and may impair the operation of the data modem in the absence of high-pass filters.

Because DSL operates above the 3.4 kHz voice limit, it cannot pass through a load coil[image: External link], which is an inductive coil that is designed to counteract loss caused by shunt capacitance (capacitance between the two wires of the twisted pair). Load coils are commonly set at regular intervals in lines placed only for POTS. A DSL signal cannot pass through a properly installed and working load coil, while voice service cannot be maintained past a certain distance without such coils. Therefore, some areas that are within range for DSL service are disqualified from eligibility because of load coil placement. Because of this, phone companies endeavor to remove load coils on copper loops that can operate without them, and by conditioning other lines to avoid them through the use of fiber to the neighborhood or node ( FTTN[image: External link]).

Most residential and small-office DSL implementations reserve low frequencies for POTS, so that (with suitable filters and/or splitters) the existing voice service continues to operate independent of the DSL service. Thus POTS-based communications, including fax machines[image: External link] and analog modems, can share the wires with DSL. Only one DSL modem can use the subscriber line[image: External link] at a time. The standard way to let multiple computers share a DSL connection uses a router[image: External link] that establishes a connection between the DSL modem and a local Ethernet[image: External link], Powerline[image: External link], or Wi-Fi[image: External link] network on the customer's premises.

The theoretical foundations of DSL, like much of communication[image: External link] technology, can be traced back to Claude Shannon's seminal 1948 paper: A Mathematical Theory of Communication. Generally, higher bit rate transmissions require a wider frequency band, though the ratio of bit rate[image: External link] to symbol rate[image: External link] and thus to bandwidth are not linear due to significant innovations in digital signal processing[image: External link] and digital modulation methods[image: External link].
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 Naked DSL




A naked DSL[image: External link] (also known as standalone or dry loop[image: External link] DSL) is a way of providing DSL services without a PSTN[image: External link] ( analogue[image: External link] telephony[image: External link]) service. It is useful when the customer does not need the traditional telephony[image: External link] voice service because voice service is received either on top of the DSL services (usually VoIP[image: External link]) or through another network (mobile telephony[image: External link]).

It is also commonly called a "UNE" (for Unbundled Network Element[image: External link]) in the United States; in Australia it is known as a "ULL" (Unconditioned Local Loop);[10] in Belgium it is known as "Raw Copper" and in Turkey it's known as "Yalın Internet".[11] It started making a comeback in the United States in 2004 when Qwest[image: External link] started offering it, closely followed by Speakeasy[image: External link]. As a result of AT&T[image: External link]'s merger with SBC[image: External link],[12] and Verizon[image: External link]'s merger with MCI[image: External link],[13] those telephone companies have an obligation to offer naked DSL to consumers.

In Turkey, since 2011, telephone companies are obliged to offer naked DSL as a result of consumer pressure to the regulatory bodies,[14][15] however companies can incur additional fees under various label, such as circuit preparation service (devre hazırlama ücreti) or an additional naked DSL fee (yalın adsl ücreti). Although circuit preparation service fee is one-time, the latter is recurring and can constitute as much as 20% of the monthly bill.[16][17][18]

Even without the regulatory mandate, however, many ILECs[image: External link] offered naked DSL to consumers. The number of telephone landlines[image: External link] in the United States dropped from 188 million in 2000 to 115 million in 2010, while the number of cellular subscribers has grown to 277 million (as of 2010).[19] This lack of demand for landline voice services has resulted in the expansion of naked DSL availability.

Naked DSL products are also marketed in some other countries e.g., Israel, Australia, New Zealand, and Canada.[citation needed[image: External link]]
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 Typical setup




On the customer side, the DSL Transceiver, or ATU-R, or more commonly known as a DSL modem, is hooked up to a phone line. The telephone company connects the other end of the line to a DSLAM[image: External link], which concentrates a large number of individual DSL connections into a single box. The location of the DSLAM depends on the telco, but it cannot be located too far from the user because of attenuation[image: External link] between the DSLAM and the user's DSL modem. It is common for a few residential blocks to be connected to one DSLAM.

The accompanying figure is a schematic of a simple DSL connection (in blue). The right side shows a DSLAM residing in the telephone company's central office. The left side shows the customer premises equipment with an optional router. This router manages a local area network (LAN) off of which are connected some number of PCs. With many service providers, the customer may opt for a modem which contains a wireless router. This option (within the dashed bubble) often simplifies the connection.
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 Exchange equipment




At the exchange, a digital subscriber line access multiplexer[image: External link] (DSLAM) terminates[image: External link] the DSL circuits and aggregates them, where they are handed off[image: External link] to other networking transports. In the case of ADSL, the voice component is also separated at this step, either by a filter integrated in the DSLAM or by a specialized filtering equipment installed before it. The DSLAM terminates all connections and recovers the original digital information.
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 Customer equipment




The customer end of the connection consists of a terminal adaptor or "DSL modem[image: External link]". This converts data between the digital signals used by computers and the voltage[image: External link] signal of a suitable frequency range which is then applied to the phone line.



In some DSL variations (for example, HDSL[image: External link]), the terminal adapter connects directly to the computer via a serial interface, using protocols such as ethernet[image: External link] or V.35[image: External link]. In other cases (particularly ADSL), it is common for the customer equipment to be integrated with higher level functionality, such as routing, firewalling, or other application-specific hardware and software. In this case, the equipment is referred to as a "gateway".

Most DSL technologies require installation of appropriate filters to separate, or "split", the DSL signal from the low-frequency voice signal. The separation can take place either at the demarcation point[image: External link], or with filters installed at the telephone outlets inside the customer premises. Each way has its practical and economic limitations.

When the DSL modem powers up it goes through a series of steps to establish connections. The actual process varies from modem to modem but generally involves the following steps:


	The DSL transceiver performs a self-test.

	The DSL transceiver then attempts to synchronize[image: External link] with the DSLAM. Data can only come into the computer when the DSLAM and the modem are synchronized. The synchronization process is relatively quick (in the range of seconds) but is very complex, involving extensive tests that allow both sides of the connection to optimize the performance according to the characteristics of the line in use. External, or standalone modem units have an indicator labeled "CD", "DSL", or "LINK", which can be used to tell if the modem is synchronized. During synchronization the light flashes; when synchronized, the light stays lit, usually with a green color.

	The DSL transceiver checks the connection between the DSL transceiver and the computer. For residential variations of DSL, this is usually the Ethernet[image: External link] (RJ-45) port or a USB[image: External link] port; in rare models, a FireWire[image: External link] port is used. Older DSL modems sported a native ATM interface (usually, a 25 Mbit/s serial interface[image: External link]). Also, some variations of DSL (such as SDSL) use synchronous serial connections.



Modern DSL gateways[image: External link] have more functionality and usually go through an initialization procedure very similar to a PC boot up[image: External link]. The system image is loaded from the flash memory[image: External link]; the system boots, synchronizes the DSL connection and establishes the IP connection between the local network and the service provider, using protocols such as DHCP[image: External link] or PPPoE[image: External link]. (According to a 2007 book, the PPPoE method far outweighed DHCP in terms of deployment on DSL lines, and PAP[image: External link] was the predominant form of subscriber authentication used in such circumstances.)[20] The system image can usually be updated to correct bugs, or to add new functionality.
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 Protocols and configurations




Many DSL technologies implement an Asynchronous Transfer Mode[image: External link] (ATM) layer[image: External link] over the low-level bitstream[image: External link] layer to enable the adaptation of a number of different technologies over the same link.

DSL implementations may create bridged[image: External link] or routed[image: External link] networks. In a bridged configuration, the group of subscriber computers effectively connect into a single subnet. The earliest implementations used DHCP[image: External link] to provide network details such as the IP address[image: External link] to the subscriber equipment, with authentication[image: External link] via MAC address[image: External link] or an assigned host name. Later implementations often use Point-to-Point Protocol[image: External link] (PPP) to authenticate with a user ID and password, and to provide network details (Point-to-Point Protocol over Ethernet[image: External link] (PPPoE) or Point-to-Point Protocol over ATM[image: External link] (PPPoA)).
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 Transmission methods




Transmission methods vary by market, region, carrier, and equipment.


	2B1Q: Two-binary, one-quaternary[image: External link], used for IDSL and HDSL

	CAP: Carrierless Amplitude Phase Modulation[image: External link] - deprecated in 1996 for ADSL, used for HDSL

	
TC-PAM[image: External link]: Trellis Coded Pulse Amplitude Modulation, used for HDSL2[image: External link] and SHDSL[image: External link]


	DMT: Discrete multitone modulation[image: External link], the most common kind, also known as OFDM (Orthogonal frequency-division multiplexing[image: External link])
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 DSL technologies




DSL technologies (sometimes summarized as xDSL) include:


	
Symmetric digital subscriber line[image: External link] (SDSL), umbrella term for xDSL where the bitrate is equal in both directions.

	
ISDN digital subscriber line[image: External link] (IDSL), ISDN based technology that provides a bitrate equivalent to two ISDN bearer and one data channel, 144 kbit/s symmetric over one pair

	
High bit rate digital subscriber line[image: External link] (HDSL), ITU-T G.991.1, the first DSL technology that used a higher frequency spectrum than ISDN, 1,544 kbit/s and 2,048 kbit/s symmetric services, either on 2 or 3 pairs at 784 kbit/s each, 2 pairs at 1,168 kbit/s each, or one pair at 2,320 kbit/s

	
High bit rate digital subscriber line 2/4[image: External link] (HDSL2, HDSL4), ANSI, 1,544 kbit/s symmetric over one pair (HDSL2) or two pairs (HDSL4)

	
Symmetric digital subscriber line[image: External link] (SDSL), specific proprietary technology, up to 1,544 kbit/s symmetric over one pair

	
Single-pair high-speed digital subscriber line[image: External link] (G.SHDSL), ITU-T G.991.2, standardized successor of HDSL and proprietary SDSL, up to 5,696 kbit/s per pair, up to four pairs





	
Asymmetric digital subscriber line[image: External link] (ADSL), umbrella term for xDSL where the bitrate is greater in one direction than the other.

	
ANSI T1.413 Issue 2[image: External link], up to 8 Mbit/s and 1 Mbit/s

	
G.dmt[image: External link], ITU-T G.992.1, up to 10 Mbit/s and 1 Mbit/s

	
G.lite[image: External link], ITU-T G.992.2, more noise and attenuation resistant than G.dmt, up to 1,536 kbit/s and 512 kbit/s

	
Asymmetric digital subscriber line 2[image: External link] (ADSL2), ITU-T G.992.3, up to 12 Mbit/s and 3.5 Mbit/s

	
Asymmetric digital subscriber line 2 plus[image: External link] (ADSL2+), ITU-T G.992.5, up to 24 Mbit/s and 3.5 Mbit/s

	
Very-high-bit-rate digital subscriber line[image: External link] (VDSL), ITU-T G.993.1, up to 52 Mbit/s and 16 Mbit/s

	
Very-high-bit-rate digital subscriber line 2[image: External link] (VDSL2), ITU-T G.993.2, an improved version of VDSL, compatible with ADSL2+, sum of both directions up to 200 Mbit/s. G.vector[image: External link] crosstalk cancelling feature (ITU-T G.993.5) can be used to increase range at a given bitrate, e.g. 100 Mbit/s at up to 500 meters.[21]


	
G.fast[image: External link], ITU-T G.9700 and G.9701,[22] up to approximately 1 Gbit/s aggregate uplink and downlink at 100m.[23] Approved in December 2014, deployments planned for 2016.[24][25]






	
Bonded DSL Rings[image: External link] (DSL Rings), a shared ring topology at 400 Mbit/s

	
Etherloop[image: External link] Ethernet local loop

	High Speed Voice and Data Link[image: External link]

	Internet Protocol subscriber line (IPSL), developed by Rim Semiconductor in 2007, allowed for 40 Mbit/s using 26  AWG[image: External link] copper telephone wire at a 5,500 ft (1,700 m) radius, 26 Mbit/s at a 6,000 ft (1,800 m) radius. The company operated until 2008.[26][27]


	
Rate-adaptive digital subscriber line[image: External link] (RADSL), designed to increase range and noise tolerance by sacrificing up stream speed

	
Uni-DSL[image: External link] (Uni digital subscriber line or UDSL), technology developed by Texas Instruments, backwards compatible with all DMT standards

	
Frequency Division Vectoring, copper networks working with fiber[28]




The line-length limitations from telephone exchange to subscriber impose severe limits on data transmission rates. Technologies such as VDSL[image: External link] provide very high-speed but short-range links. VDSL is used as a method of delivering "triple play[image: External link]" services (typically implemented in fiber to the curb[image: External link] network architectures).
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 See also





	
John Cioffi[image: External link] - Known as "the father of DSL"[29]


	Broadband Internet access[image: External link]

	List of countries by number of Internet subscriptions[image: External link]

	
Dynamic Spectrum Management[image: External link] (DSM)

	Electronic filter[image: External link]

	List of device bandwidths[image: External link]

	ADSL Loop Extender[image: External link]




[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 References






	
^ The Next Generation of DSL Can Pump 1Gbps Through Copper Phone Lines[image: External link], Gizmodo, 18 December 2013, Andrew Tarantola


	
^ Alcatel-Lucent sets broadband speed record using copper[image: External link], Phys.org, 10 July 2014, Nancy Owano


	
^ Researchers get record broadband speeds out of old-school copper wire[image: External link], Engadget, 10 July 2014, Matt Brian


	
^ John E. Trombly; John D. Foulkes; David K. Worthington (May 18, 1982). "Audio and full duplex digital data carrier system"[image: External link]. US Patent 4,330,687 (published March 14, 1979).


	
^ Ronald Shamus. "EE535 Homework 3"[image: External link]. Worcester Polytechnic Institute. Archived from the original[image: External link] on April 12, 2000. Retrieved September 15, 2011.


	
^ Richard D. Gitlin; Sailesh K. Rao; Jean-Jacques Werner; Nicholas Zervos (May 8, 1990). "Method and apparatus for wideband transmission of digital signals between, for example, a telephone central office and customer premises"[image: External link]. US Patent 4,924,492.


	
^ Joseph W. Lechleider (August 1991). "High Bit Rate Digital Subscriber Lines: A Review of HDSL Progress"[image: External link] (fee required). IEEE Journal on Selected Areas in Communications. 9 (6): 769–784. doi: 10.1109/49.93088[image: External link].


	
^ Infinite Reach ADSL[image: External link]


	
^ DSL Death March Continues[image: External link] by Om Malik, Apr 24, 2012, Gigaom.com


	
^ ULL (Unconditioned Local Loop)[image: External link]. Whirlpool.net.au. Retrieved on 2013-09-18.


	
^ "Yalın Internet"[image: External link]. www.ttnet.com.tr. Retrieved 15 February 2015.


	
^ "Federal Communications Commission Approves SBC/AT&T Merger"[image: External link]. www.sbc.com. October 31, 2005.


	
^ Verizon MCI merger[image: External link] Archived copy[image: External link] at WebCite[image: External link] (July 14, 2007).


	
^ ARU, ÇAĞDAŞ. "BTK Yalın ADSL Konusunda Düzeltme Yayınladı, Rekabet Kurumu Dünkü Açıklaması Nedeniyle Özür Diledi"[image: External link]. Retrieved 15 February 2015.


	
^ "İnternet kullanımının yaygınlaşması için tek çözüm "Yalın ADSL" "[image: External link]. Retrieved 15 February 2015.


	
^ "YALIN ADSL VERGİSİZ 8,13 TL OLDU AMA KİMSE BTK KARARINDAN MEMNUN DEĞİL"[image: External link]. Telkoder. Retrieved 15 February 2015.


	
^ "Yalın ADSL Fiyatları El Yakıyor"[image: External link]. On5yirmi5. Retrieved 15 February 2015.


	
^ "TELKODER'den Yalın ADSL açıklaması"[image: External link]. Hürriyet. A.A. Retrieved 15 February 2015.


	
^ AT&T is re-starting its engine of innovation to compete with Apple and Google - The Green Frog from Silicon Valley[image: External link]


	
^ Philip Golden; Hervé Dedieu; Krista S. Jacobsen (2007). Implementation and Applications of DSL Technology[image: External link]. Taylor & Francis. p. 479. ISBN  978-1-4200-1307-8[image: External link].


	
^ http://www.ericsson.com/res/thecompany/docs/journal_conference_papers/broadband_and_transport/itu-ts_new_g_vector_standard_proliferates_100mbs_dsl.pdf[image: External link]


	
^ "New ITU broadband standard fast-tracks route to 1 Gbit/s"[image: External link]. ITU-T. 2013-12-11. Retrieved 2014-02-13.


	
^ Spruyt, Paul; Vanhastel, Stefaan (2013-07-04). "The Numbers are in: Vectoring 2.0 Makes G.fast Faster"[image: External link]. TechZine. Alcatel Lucent. Retrieved 2014-02-13.


	
^ "G.fast broadband standard approved and on the market"[image: External link]. ITU-T. 2014-12-05. Retrieved 2014-12-07.


	
^ Hardy, Stephen (2014-10-22). "G.fast ONT available early next year says Alcatel-Lucent"[image: External link]. lightwaveonline.com. Retrieved 2014-10-23.


	
^ "IPSL Special Interest Group"[image: External link]. consortium web site. 2007. Archived from the original[image: External link] on September 28, 2008. Retrieved September 15, 2011.


	
^ "Rim Semiconductor Company"[image: External link]. official web site. Archived from the original[image: External link] on August 24, 2008. Retrieved September 15, 2011.


	
^ Adtran lays groundwork for superfast broadband over copper[image: External link], PC World


	
^ Matsumoto, Craig (2005-09-13). "Valley Wonk: DSL Man"[image: External link]. Light Reading. Retrieved 2014-02-19.







[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Further reading





	
Dave Burstein (2002). DSL. John Wiley and Sons. ISBN  0-471-08390-9[image: External link]. pp 53–86

	Digital Subscriber Line[image: External link]. International Engineering Consortium. 2001. ISBN  978-0-933217-95-9[image: External link].

	"G.Sup50 - Overview of digital subscriber line Recommendations"[image: External link]. ITU-T. September 2011. Retrieved 2013-12-26.




[image: TOC] TOC [image: Previous chapter] Previous 
 External links





	
ADSL Theory[image: External link]—Information about the background & workings of ADSL, and the factors involved in achieving a good sync between your modem and the DSLAM[image: External link].





Categories[image: External link]:

	Digital subscriber line[image: External link]

	American inventions[image: External link]

	Modems[image: External link]

	Internet access[image: External link]
















This page was last edited on 27 May 2017, at 10:56.




	This text is based on the Wikipedia article Digital subscriber Line: https://en.wikipedia.org/wiki/Digital_subscriber_line [image: External link] which is released under the Creative Commons Attribution-ShareAlike 3.0 Unported License available online at: http://creativecommons.org/licenses/by-sa/3.0/legalcode [image: External link]

List of authors: https://tools.wmflabs.org/xtools/wikihistory/wh.php?page_title=Digital_subscriber_line [image: External link]












Back to main article 



Contents




	1 Examples

	2 Definitions

	3 Relation to matching

	4 Relation to degree

	5 Algorithms

	6 Additional properties

	7 Other types of edge coloring

	8 Applications

	9 Open problems

	10 Notes

	11 References





Edge Coloring






In graph theory[image: External link], an edge coloring of a graph[image: External link] is an assignment of "colors" to the edges of the graph so that no two adjacent edges have the same color. For example, the figure to the right shows an edge coloring of a graph by the colors red, blue, and green. Edge colorings are one of several different types of graph coloring[image: External link]. The edge-coloring problem asks whether it is possible to color the edges of a given graph using at most k different colors, for a given value of k, or with the fewest possible colors. The minimum required number of colors for the edges of a given graph is called the chromatic index of the graph. For example, the edges of the graph in the illustration can be colored by three colors but cannot be colored by two colors, so the graph shown has chromatic index three.

By Vizing's theorem[image: External link], the number of colors needed to edge color a simple graph is either its maximum degree[image: External link] Δ or Δ+1. For some graphs, such as bipartite graphs[image: External link] and high-degree planar graphs[image: External link], the number of colors is always Δ, and for multigraphs[image: External link], the number of colors may be as large as 3Δ/2. There are polynomial time algorithms that construct optimal colorings of bipartite graphs, and colorings of non-bipartite simple graphs that use at most Δ+1 colors; however, the general problem of finding an optimal edge coloring is NP-hard[image: External link] and the fastest known algorithms for it take exponential time. Many variations of the edge coloring problem, in which an assignments of colors to edges must satisfy other conditions than non-adjacency, have been studied. Edge colorings have applications in scheduling problems and in frequency assignment for fiber optic[image: External link] networks.



TOP
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 Examples




A cycle graph[image: External link] may have its edges colored with two colors if the length of the cycle is even: simply alternate the two colors around the cycle. However, if the length is odd, three colors are needed.[1]

A complete graph[image: External link] Kn with n vertices is edge-colorable with n − 1 colors when n is an even number; this is a special case of Baranyai's theorem[image: External link]. Soifer (2008) provides the following geometric construction of a coloring in this case: place n points at the vertices and center of a regular (n − 1)-sided polygon. For each color class, include one edge from the center to one of the polygon vertices, and all of the perpendicular edges connecting pairs of polygon vertices. However, when n is odd, n colors are needed: each color can only be used for (n − 1)/2 edges, a 1/n fraction of the total.[2]

Several authors have studied edge colorings of the odd graphs[image: External link], n-regular graphs in which the vertices represent teams of n − 1 players selected from a pool of 2n − 1 players, and in which the edges represent possible pairings of these teams (with one player left as "odd man out" to referee the game). The case that n = 3 gives the well-known Petersen graph[image: External link]. As Biggs (1972) explains the problem (for n = 6), the players wish to find a schedule for these pairings such that each team plays each of its six games on different days of the week, with Sundays off for all teams; that is, formalizing the problem mathematically, they wish to find a 6-edge-coloring of the 6-regular odd graph O6. When n is 3, 4, or 8, an edge coloring of On requires n + 1 colors, but when it is 5, 6, or 7, only n colors are needed.[3]
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 Definitions




As with its vertex counterpart[image: External link], an edge coloring of a graph, when mentioned without any qualification, is always assumed to be a proper coloring of the edges, meaning no two adjacent edges are assigned the same color. Here, two edges are considered to be adjacent when they share a common vertex. An edge coloring of a graph G may also be thought of as equivalent to a vertex coloring of the line graph[image: External link] L(G), the graph that has a vertex for every edge of G and an edge for every pair of adjacent edges in G.

A proper edge coloring with k different colors is called a (proper) k-edge-coloring. A graph that can be assigned a (proper) k-edge-coloring is said to be k-edge-colorable. The smallest number of colors needed in a (proper) edge coloring of a graph G is the chromatic index, or edge chromatic number, χ′(G). The chromatic index is also sometimes written using the notation χ1(G); in this notation, the subscript one indicates that edges are one-dimensional objects. A graph is k-edge-chromatic if its chromatic index is exactly k. The chromatic index should not be confused with the chromatic number[image: External link] χ(G) or χ0(G), the minimum number of colors needed in a proper vertex coloring of G.

Unless stated otherwise all graphs are assumed to be simple, in contrast to multigraphs[image: External link] in which two or more edges may connecting the same pair of endpoints and in which there may be self-loops. For many problems in edge coloring, simple graphs behave differently from multigraphs, and additional care is needed to extend theorems about edge colorings of simple graphs to the multigraph case.
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 Relation to matching




A matching[image: External link] in a graph G is a set of edges, no two of which are adjacent; a perfect matching[image: External link] is a matching that includes edges touching all of the vertices of the graph, and a maximum matching[image: External link] is a matching that includes as many edges as possible. In an edge coloring, the set of edges with any one color must all be non-adjacent to each other, so they form a matching. That is, a proper edge coloring is the same thing as a partition of the graph into disjoint matchings.

If the size of a maximum matching in a given graph is small, then many matchings will be needed in order to cover all of the edges of the graph. Expressed more formally, this reasoning implies that if a graph has m edges in total, and if at most β edges may belong to a maximum matching, then every edge coloring of the graph must use at least m/β different colors.[4] For instance, the 16-vertex planar graph shown in the illustration has m = 24 edges. In this graph, there can be no perfect matching; for, if the center vertex is matched, the remaining unmatched vertices may be grouped into three different connected components with four, five, and five vertices, and the components with an odd number of vertices cannot be perfectly matched. However, the graph has maximum matchings with seven edges, so β = 7. Therefore, the number of colors needed to edge-color the graph is at least 24/7, and since the number of colors must be an integer it is at least four.

For a regular graph[image: External link] of degree k that does not have a perfect matching, this lower bound can be used to show that at least k + 1 colors are needed.[4] In particular, this is true for a regular graph with an odd number of vertices (such as the odd complete graphs); for such graphs, by the handshaking lemma[image: External link], k must itself be even. However, the inequality χ′ ≥ m/β does not fully explain the chromatic index of every regular graph, because there are regular graphs that do have perfect matchings but that are not k-edge-colorable. For instance, the Petersen graph[image: External link] is regular, with m = 15 and with β = 5 edges in its perfect matchings, but it does not have a 3-edge-coloring.
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 Relation to degree
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 Vizing's theorem




Main article: Vizing's theorem[image: External link]


The edge chromatic number of a graph G is very closely related to the maximum degree[image: External link] Δ(G), the largest number of edges incident to any single vertex of G. Clearly, χ′(G) ≥ Δ(G), for if Δ different edges all meet at the same vertex v, then all of these edges need to be assigned different colors from each other, and that can only be possible if there are at least Δ colors available to be assigned. Vizing's theorem[image: External link] (named for Vadim G. Vizing[image: External link] who published it in 1964) states that this bound is almost tight: for any graph, the edge chromatic number is either Δ(G) or Δ(G) + 1. When χ′(G) = Δ(G), G is said to be of class 1; otherwise, it is said to be of class 2.

Every bipartite graph is of class 1,[5] and almost all[image: External link] random graphs[image: External link] are of class 1.[6] However, it is NP-complete[image: External link] to determine whether an arbitrary graph is of class 1.[7]

Vizing (1965) proved that planar graphs[image: External link] of maximum degree at least eight are of class one and conjectured that the same is true for planar graphs of maximum degree seven or six. On the other hand, there exist planar graphs of maximum degree ranging from two through five that are of class two. The conjecture has since been proven for graphs of maximum degree seven.[8] Bridgeless[image: External link] planar cubic graphs[image: External link] are all of class 1; this is an equivalent form of the four color theorem[image: External link].[9]
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 Regular graphs




A 1-factorization[image: External link] of a k-regular graph[image: External link], a partition of the edges of the graph into perfect matchings[image: External link], is the same thing as a k-edge-coloring of the graph. That is, a regular graph has a 1-factorization if and only if it is of class 1. As a special case of this, a 3-edge-coloring of a cubic[image: External link] (3-regular) graph is sometimes called a Tait coloring.

Not every regular graph has a 1-factorization; for instance, the Petersen graph[image: External link] does not. More generally the snarks[image: External link] are defined as the graphs that, like the Petersen graph, are bridgeless, 3-regular, and of class 2.

According to the theorem of Kőnig (1916), every bipartite regular graph has a 1-factorization. The theorem was stated earlier in terms of projective configurations[image: External link] and was proven by Ernst Steinitz[image: External link].
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 Multigraphs




For multigraphs[image: External link], in which multiple parallel edges may connect the same two vertices, results that are similar to but weaker than Vizing's theorem are known relating the edge chromatic number χ′(G), the maximum degree Δ(G), and the multiplicity μ(G), the maximum number of edges in any bundle of parallel edges. As a simple example showing that Vizing's theorem does not generalize to multigraphs, consider a Shannon multigraph, a multigraph with three vertices and three bundles of μ(G) parallel edges connecting each of the three pairs of vertices. In this example, Δ(G) = 2μ(G) (each vertex is incident to only two out of the three bundles of μ(G) parallel edges) but the edge chromatic number is 3μ(G) (there are 3μ(G) edges in total, and every two edges are adjacent, so all edges must be assigned different colors to each other). In a result that inspired Vizing,[10] Shannon (1949) showed that this is the worst case: χ′(G) ≤ (3/2)Δ(G) for any multigraph G. Additionally, for any multigraph G, χ′(G) ≤ Δ(G) + μ(G), an inequality that reduces to Vizing's theorem in the case of simple graphs (for which μ(G) = 1).
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 Algorithms




Because the problem of testing whether a graph is class 1 is NP-complete[image: External link], there is no known polynomial time algorithm for edge-coloring every graph with an optimal number of colors. Nevertheless, a number of algorithms have been developed that relax one or more of these criteria: they only work on a subset of graphs, or they do not always use an optimal number of colors, or they do not always run in polynomial time.
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 Optimally coloring special classes of graphs




In the case of bipartite graphs[image: External link] or multigraphs with maximum degree Δ, the optimal number of colors is exactly Δ. Cole, Ost & Schirra (2001) showed that an optimal edge coloring of these graphs can be found in the near-linear time bound O(m log Δ), where m is the number of edges in the graph; simpler, but somewhat slower, algorithms are described by Cole & Hopcroft (1982) and Alon (2003). The algorithm of Alon (2003) begins by making the input graph regular, without increasing its degree or significantly increasing its size, by merging pairs of vertices that belong to the same side of the bipartition and then adding a small number of additional vertices and edges. Then, if the degree is odd, Alon finds a single perfect matching in near-linear time, assigns it a color, and removes it from the graph, causing the degree to become even. Finally, Alon applies an observation of Gabow (1976), that selecting alternating subsets of edges in an Euler tour[image: External link] of the graph partitions it into two regular subgraphs, to split the edge coloring problem into two smaller subproblems, and his algorithm solves the two subproblems recursively[image: External link]. The total time for his algorithm is O(m log m).

For planar graphs[image: External link] with maximum degree Δ ≥ 7, the optimal number of colors is again exactly Δ. With the stronger assumption that Δ ≥ 9, it is possible to find an optimal edge coloring in linear time (Cole & Kowalik 2008).
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 Algorithms that use more than the optimal number of colors




Misra & Gries (1992) and Gabow et al. (1985) describe polynomial time algorithms for coloring any graph with Δ + 1 colors, meeting the bound given by Vizing's theorem; see Misra & Gries edge coloring algorithm[image: External link].

For multigraphs, Karloff & Shmoys (1987) present the following algorithm, which they attribute to Eli Upfal[image: External link]. Make the input multigraph G Eulerian[image: External link] by adding a new vertex connected by an edge to every odd-degree vertex, find an Euler tour, and choose an orientation for the tour. Form a bipartite graph H in which there are two copies of each vertex of G, one on each side of the bipartition, with an edge from a vertex u on the left side of the bipartition to a vertex v on the right side of the bipartition whenever the oriented tour has an edge from u to v in G. Apply a bipartite graph edge coloring algorithm to H. Each color class in H corresponds to a set of edges in G that form a subgraph with maximum degree two; that is, a disjoint union of paths and cycles, so for each color class in H it is possible to form three color classes in G. The time for the algorithm is bounded by the time to edge color a bipartite graph, O(m log Δ) using the algorithm of Cole, Ost & Schirra (2001). The number of colors this algorithm uses is at most , close to but not quite the same as Shannon's bound of . It may also be made into a parallel algorithm[image: External link] in a straightforward way. In the same paper, Karloff and Shmoys also present a linear time algorithm for coloring multigraphs of maximum degree three with four colors (matching both Shannon's and Vizing's bounds) that operates on similar principles: their algorithm adds a new vertex to make the graph Eulerian, finds an Euler tour, and then chooses alternating sets of edges on the tour to split the graph into two subgraphs of maximum degree two. The paths and even cycles of each subgraph may be colored with two colors per subgraph. After this step, each remaining odd cycle contains at least one edge that may be colored with one of the two colors belonging to the opposite subgraph. Removing this edge from the odd cycle leaves a path, which may be colored using the two colors for its subgraph.

A greedy coloring[image: External link] algorithm that considers the edges of a graph or multigraph one by one, assigning each edge the first available[image: External link] color, may sometimes use as many as 2Δ − 1 colors, which may be nearly twice as many number of colors as is necessary. However, it has the advantage that it may be used in the online algorithm[image: External link] setting in which the input graph is not known in advance; in this setting, its competitive ratio[image: External link] is two, and this is optimal: no other online algorithm can achieve a better performance.[11] However, if edges arrive in a random order, and the input graph has a degree that is at least logarithmic, then smaller competitive ratios can be achieved.[12]

Several authors have made conjectures that imply that the fractional chromatic index[image: External link] of any multigraph (a number that can be computed in polynomial time using linear programming[image: External link]) is within one of the chromatic index.[13] If these conjectures are true, it would be possible to compute a number that is never more than one off from the chromatic index in the multigraph case, matching what is known via Vizing's theorem for simple graphs. Although unproven in general, these conjectures are known to hold when the chromatic index is at least , as can happen for multigraphs with sufficiently large multiplicity.[14]
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 Exact algorithms




It is straightforward to test whether a graph may be edge colored with one or two colors, so the first nontrivial case of edge coloring is testing whether a graph has a 3-edge-coloring. As Kowalik (2009) showed, it is possible to test whether a graph has a 3-edge-coloring in time O(1.344n), while using only polynomial space. Although this time bound is exponential, it is significantly faster than a brute force search over all possible assignments of colors to edges. Every biconnected[image: External link] 3-regular graph with n vertices has O(2n/2) 3-edge-colorings; all of which can be listed in time O(2n/2) (somewhat slower than the time to find a single coloring); as Greg Kuperberg[image: External link] observed, the graph of a prism[image: External link] over an n/2-sided polygon has many colorings, showing that this bound is tight.[15]

By applying exact algorithms for vertex coloring to the line graph[image: External link] of the input graph, it is possible to optimally edge-color any graph with m edges, regardless of the number of colors needed, in time 2mmO(1) and exponential space, or in time O(2.2461m) and only polynomial space (Björklund, Husfeldt & Koivisto 2009).

Because edge coloring is NP-complete even for three colors, it is unlikely to be fixed parameter tractable[image: External link] when parametrized by the number of colors. However, it is tractable for other parameters. In particular, Zhou, Nakano & Nishizeki (1996) showed that for graphs of treewidth[image: External link] w, an optimal edge coloring can be computed in time O(nw(6w)w(w + 1)/2), a bound that depends superexponentially on w but only linearly on the number n of vertices in the graph.

Nemhauser & Park (1991) formulate the edge coloring problem as an integer program[image: External link] and describe their experience using an integer programming solver to edge color graphs. However, they did not perform any complexity analysis of their algorithm.


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Additional properties




A graph is uniquely[image: External link] k-edge-colorable if there is only one way of partitioning the edges into k color classes, ignoring the k! possible permutations of the colors. For k ≠ 3, the only uniquely k-edge-colorable graphs are paths, cycles, and stars[image: External link], but for k = 3 other graphs may also be uniquely k-edge-colorable. Every uniquely 3-edge-colorable graph has exactly three Hamiltonian cycles[image: External link] (formed by deleting one of the three color classes) but there exist 3-regular graphs that have three Hamiltonian cycles and are not uniquely 3-colorable, such as the generalized Petersen graphs[image: External link] G(6n + 3, 2) for n ≥ 2. The only known nonplanar uniquely 3-colorable graph is the generalized Petersen graph G(9,2), and it has been conjectured that no others exist.[16]

Folkman & Fulkerson (1969) investigated the non-increasing sequences of numbers m1, m2, m3, ... with the property that there exists a proper edge coloring of a given graph G with m1 edges of the first color, m2 edges of the first color, etc. They observed that, if a sequence P is feasible in this sense, and is greater in lexicographic order[image: External link] than a sequence Q with the same sum, then Q is also feasible. For, if P > Q in lexicographic order, then P can be transformed into Q by a sequence of steps, each of which reduces one of the numbers mi by one unit and increases another later number mj with i < j by one unit. In terms of edge colorings, starting from a coloring that realizes P, each of these same steps may be performed by swapping colors i and j on a Kempe chain[image: External link], a maximal path of edges that alternate between the two colors. In particular, any graph has an equitable[image: External link] edge coloring, an edge coloring with an optimal number of colors in which every two color classes differ in size by at most one unit.

The De Bruijn–Erdős theorem[image: External link] may be used to transfer many edge coloring properties of finite graphs to infinite graphs[image: External link]. For instance, Shannon's and Vizing's theorems relating the degree of a graph to its chromatic index both generalize straightforwardly to infinite graphs.[17]

Richter (2011) considers the problem of finding a graph drawing[image: External link] of a given cubic graph[image: External link] with the properties that all of the edges in the drawing have one of three different slopes and that no two edges lie on the same line as each other. If such a drawing exists, then clearly the slopes of the edges may be used as colors in a 3-edge-coloring of the graph. For instance, the drawing of the utility graph[image: External link] K3,3 as the edges and long diagonals of a regular hexagon[image: External link] represents a 3-edge-coloring of the graph in this way. As Richter shows, a 3-regular simple bipartite graph, with a given Tait coloring, has a drawing of this type that represents the given coloring if and only if the graph is 3-edge-connected[image: External link]. For a non-bipartite graph, the condition is a little more complicated: a given coloring can be represented by a drawing if the bipartite double cover[image: External link] of the graph is 3-edge-connected, and if deleting any monochromatic pair of edges leads to a subgraph that is still non-bipartite. These conditions may all be tested easily in polynomial time; however, the problem of testing whether a 4-edge-colored 4-regular graph has a drawing with edges of four slopes, representing the colors by slopes, is complete for the existential theory of the reals[image: External link], a complexity class at least as difficult as being NP-complete.

As well as being related to the maximum degree and maximum matching number of a graph, the chromatic index is closely related to the linear arboricity[image: External link] la(G) of a graph G, the minimum number of linear forests (disjoint unions of paths) into which the graph's edges may be partitioned. A matching is a special kind of linear forest, and in the other direction, any linear forest can be 2-edge-colored, so for every G it follows that la(G) ≤ χ′(G) ≤ 2 la(G). Akiyama's conjecture (named for Jin Akiyama[image: External link]) states that , from which it would follow more strongly that 2 la(G) − 2 ≤ χ′(G) ≤ 2 la(G). For graphs of maximum degree three, la(G) is always exactly two, so in this case the bound χ′(G) ≤ 2 la(G) matches the bound given by Vizing's theorem.[18]
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 Other types of edge coloring




The Thue number[image: External link] of a graph is the number of colors required in an edge coloring meeting the stronger requirement that, in every even-length path, the first and second halves of the path form different sequences of colors.

The arboricity[image: External link] of a graph is the minimum number of colors required so that the edges of each color have no cycles (rather than, in the standard edge coloring problem, having no adjacent pairs of edges). That is, it is the minimum number of forests[image: External link] into which the edges of the graph may be partitioned into.[19] Unlike the chromatic index, the arboricity of a graph may be computed in polynomial time.[20]

List edge-coloring[image: External link] is a problem in which one is given a graph in which each edge is associated with a list of colors, and must find a proper edge coloring in which the color of each edge is drawn from that edge's list. The list chromatic index of a graph G is the smallest number k with the property that, no matter how one chooses lists of colors for the edges, as long as each edge has at least k colors in its list, then a coloring is guaranteed to be possible. Thus, the list chromatic index is always at least as large as the chromatic index. The Dinitz conjecture[image: External link] on the completion of partial Latin squares[image: External link] may be rephrased as the statement that the list edge chromatic number of the complete bipartite graph[image: External link] Kn,n equals its edge chromatic number, n. Galvin (1995) resolved the conjecture by proving, more generally, that in every bipartite graph the chromatic index and list chromatic index are equal. The equality between the chromatic index and the list chromatic index has been conjectured to hold, even more generally, for arbitrary multigraphs with no self-loops; this conjecture remains open.

Many other commonly studied variations of vertex coloring have also been extended to edge colorings. For instance, complete edge coloring is the edge-coloring variant of complete coloring[image: External link], a proper edge coloring in which each pair of colors must be represented by at least one pair of adjacent edges and in which the goal is to maximize the total number of colors.[21] Strong edge coloring is the edge-coloring variant of strong coloring[image: External link], an edge coloring in which every two edges with adjacent endpoints must have different colors.[22] Strong edge coloring has applications in channel allocation schemes[image: External link] for wireless networks[image: External link].[23]

Acyclic edge coloring is the edge-coloring variant of acyclic coloring[image: External link], an edge coloring for which every two color classes form an acyclic subgraph (that is, a forest).[24] The acyclic chromatic index of a graph , denoted by , is the smallest number of colors needed to have a proper acyclic edge coloring of . It has been conjectured that , where is the maximum degree of .[25] Currently the best known bound is .[26] The problem becomes easier when has large girth[image: External link]. More specifically, there is a constant such that if the girth of is at least , then .[27] A similar result is that for all there exists an such that if has girth at least , then .[28]

Eppstein (2008) studied 3-edge-colorings of cubic graphs with the additional property that no two bichromatic cycles share more than a single edge with each other. He showed that the existence of such a coloring is equivalent to the existence of a drawing of the graph[image: External link] on a three-dimensional integer grid, with edges parallel to the coordinate axes and each axis-parallel line containing at most two vertices. However, like the standard 3-edge-coloring problem, finding a coloring of this type is NP-complete.

Total coloring[image: External link] is a form of coloring that combines vertex and edge coloring, by requiring both the vertices and edges to be colored. Any incident pair of a vertex and an edge, or an edge and an edge, must have distinct colors, as must any two adjacent vertices. It has been conjectured (combining Vizing's theorem and Brooks' theorem[image: External link]) that any graph has a total coloring in which the number of colors is at most the maximum degree plus two, but this remains unproven.

If a 3-regular graph on a surface is 3-edge-colored, its dual graph[image: External link] forms a triangulation[image: External link] of the surface which is also edge colored (although not, in general, properly edge colored) in such a way that every triangle has one edge of each color. Other colorings and orientations of triangulations, with other local constraints on how the colors are arranged at the vertices or faces of the triangulation, may be used to encode several types of geometric object. For instance, rectangular subdivisions (partitions of a rectangular subdivision into smaller rectangles, with three rectangles meeting at every vertex) may be described combinatorially by a "regular labeling", a two-coloring of the edges of a triangulation dual to the subdivision, with the constraint that the edges incident to each vertex form four contiguous subsequences, within each of which the colors are the same. This labeling is dual to a coloring of the rectangular subdivision itself in which the vertical edges have one color and the horizontal edges have the other color. Similar local constraints on the order in which colored edges may appear around a vertex may also be used to encode straight-line grid embeddings of planar graphs and three-dimensional polyhedra with axis-parallel sides. For each of these three types of regular labelings, the set of regular labelings of a fixed graph forms a distributive lattice[image: External link] that may be used to quickly list all geometric structures based on the same graph (such as all axis-parallel polyhedra having the same skeleton) or to find structures satisfying additional constraints.[29]

A deterministic finite automaton[image: External link] may be interpreted as a directed graph[image: External link] in which each vertex has the same out-degree d, and in which the edges are d-colored in such a way that every two edges with the same source vertex have distinct colors. The road coloring problem[image: External link] is the problem of edge-coloring a directed graph with uniform out-degrees, in such a way that the resulting automaton has a synchronizing word[image: External link]. Trahtman (2009) solved the road coloring problem by proving that such a coloring can be found whenever the given graph is strongly connected[image: External link] and aperiodic[image: External link].

Ramsey's theorem[image: External link] concerns the problem of k-coloring the edges of a large complete graph[image: External link] Kn in order to avoid creating monochromatic complete subgraphs Ks of some given size s. According to the theorem, there exists a number Rk(s) such that, whenever n ≥ R(s), such a coloring is not possible. For instance, R2(3) = 6, that is, if the edges of the graph K6 are 2-colored, there will always be a monochromatic triangle.

A path in an edge-colored graph is said to be a rainbow[image: External link] path if no color repeats on it. A graph is said to be rainbow colored if there is a rainbow path between any two pairs of vertices. An edge-colouring of a graph G with colours 1. . . t is an interval t coloring[image: External link] if all colours are used, and the colours of edges incident to each vertex of G are distinct and form an interval of integers.
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 Applications




Edge colorings of complete graphs may be used to schedule a round-robin tournament[image: External link] into as few rounds as possible so that each pair of competitors plays each other in one of the rounds; in this application, the vertices of the graph correspond to the competitors in the tournament, the edges correspond to games, and the edge colors correspond to the rounds in which the games are played.[30] Similar coloring techniques may also be used to schedule other sports pairings that are not all-play-all; for instance, in the National Football League[image: External link], the pairs of teams that will play each other in a given year are determined, based on the teams' records from the previous year, and then an edge coloring algorithm is applied to the graph formed by the set of pairings in order to assign games to the weekends on which they are played.[31] For this application, Vizing's theorem implies that no matter what set of pairings is chosen (as long as no teams play each other twice in the same season), it is always possible to find a schedule that uses at most one more weekend than there are games per team.

Open shop scheduling[image: External link] is a problem of scheduling production processes[image: External link], in which there are a set of objects to be manufactured, each object has a set of tasks to be performed on it (in any order), and each task must be performed on a specific machine, preventing any other task that requires the same machine from being performed at the same time. If all tasks have the same length, then this problem may be formalized as one of edge coloring a bipartite multigraph, in which the vertices on one side of the bipartition represent the objects to be manufactured, the vertices on the other side of the bipartition represent the manufacturing machines, the edges represent tasks that must be performed, and the colors represent time steps in which each task may be performed. Since bipartite edge coloring may be performed in polynomial time, the same is true for this restricted case of open shop scheduling.[32]

Gandham, Dawande & Prakash (2005) study the problem of link scheduling for time division multiple access[image: External link] network communications protocols on sensor networks[image: External link] as a variant of edge coloring. In this problem, one must choose time slots for the edges of a wireless communications network so that each node of the network can communicate with each neighboring node without interference. Using a strong edge coloring (and using two time slots for each edge color, one for each direction) would solve the problem but might use more time slots than necessary. Instead, they seek a coloring of the directed graph formed by doubling each undirected edge of the network, with the property that each directed edge uv has a different color from the edges that go out from v and from the neighbors of v. They propose a heuristic for this problem based on a distributed algorithm for (Δ + 1)-edge-coloring together with a postprocessing phase that reschedules edges that might interfere with each other.

In fiber-optic communication[image: External link], the path coloring[image: External link] problem is the problem of assigning colors (frequencies of light) to pairs of nodes that wish to communicate with each other, and paths through a fiber-optic communications network for each pair, subject to the restriction that no two paths that share a segment of fiber use the same frequency as each other. Paths that pass through the same communication switch but not through any segment of fiber are allowed to use the same frequency. When the communications network is arranged as a star network[image: External link], with a single central switch connected by separate fibers to each of the nodes, the path coloring problem may be modeled exactly as a problem of edge coloring a graph or multigraph, in which the communicating nodes form the graph vertices, pairs of nodes that wish to communicate form the graph edges, and the frequencies that may be used for each pair form the colors of the edge coloring problem. For communications networks with a more general tree topology, local path coloring solutions for the star networks defined by each switch in the network may be patched together to form a single global solution.[33]
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 Open problems




Jensen & Toft (1995) list 23 open problems concerning edge coloring. They include:


	The conjecture of Goldberg (1973) that the chromatic index and fractional index are within one of each other, which would allow the chromatic index to be approximated within one color in polynomial time.

	Several conjectures of Jakobsen and others on the structure of critical graphs[image: External link] for edge coloring, graphs of class 2 such that any subgraph either has smaller maximum degree or is of class 1. Jakobsen originally conjectured that all critical graphs have an odd number of vertices, but this was eventually disproved. Several other conjectures weakening this one, or bounding the numbers of vertices of critical graphs and critical multigraphs, remain open.

	Vizing's problem of classifying the maximum degrees that are possible for class 2 planar graphs.

	The overfull subgraph conjecture[image: External link] of A. J. W. Hilton, stating that graphs with degree at least n/3 are either of class 1 or contain a subgraph with the same degree Δ as the original graph, and with an odd number k of vertices, such that the number of edges in the subgraph is greater than Δ(k − 1)/2, and a similar conjecture by Herbert Grötzsch[image: External link] and Paul Seymour[image: External link] concerning planar graphs in place of high-degree graphs.

	A conjecture of Chetwynd and Hilton (possibly going back earlier to the work of Gabriel Andrew Dirac[image: External link]) that regular graphs with an even number n of vertices and with degree at least n/2 are of class 1.

	A conjecture of Claude Berge[image: External link] and D. R. Fulkerson[image: External link] that the 6-regular multigraphs formed by doubling every edge of a bridgeless 3-regular simple graph may be edge-colored with six colors.

	A conjecture of Fiorini and Wilson that every triangle-free[image: External link] planar graph, other than the claw[image: External link] K1,3, is not uniquely 3-edge-colorable[image: External link].





A current conjecture is that if G is a d-regular planar multigraph, then G is d-edge-colorable if and only if G is oddly d-edge-connected. This conjecture can be seen as a generalization of the Four color theorem[image: External link] when d=3. Maria Chudnovsky[image: External link], Katherine Edwards, and Paul Seymour[image: External link] proved that an 8-regular planar multigraph has an edge chromatic number of 8.[34]
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Entropy in thermodynamics and information Theory






There are close parallels between the mathematical expressions for the thermodynamic entropy[image: External link], usually denoted by S, of a physical system in the statistical thermodynamics[image: External link] established by Ludwig Boltzmann[image: External link] and J. Willard Gibbs[image: External link] in the 1870s, and the information-theoretic entropy, usually expressed as H, of Claude Shannon[image: External link] and Ralph Hartley[image: External link] developed in the 1940s. Shannon, although not initially aware of this similarity, commented on it upon publicizing information theory in A Mathematical Theory of Communication.

This article explores what links there are between the two concepts, and how far they can be regarded as connected.
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 Equivalence of form of the defining expressions




The defining expression for entropy[image: External link] in the theory of statistical mechanics[image: External link] established by Ludwig Boltzmann[image: External link] and J. Willard Gibbs[image: External link] in the 1870s, is of the form:


	



where is the probability of the microstate[image: External link] i taken from an equilibrium ensemble.

The defining expression for entropy in the theory of information established by Claude E. Shannon in 1948 is of the form:


	



where is the probability of the message taken from the message space M and b is the base[image: External link] of the logarithm[image: External link] used. Common values of b are 2, Euler's number e[image: External link], and 10, and the unit of entropy is shannon (or bit[image: External link]) for b = 2, nat[image: External link] for b = e, and hartley[image: External link] for b = 10.[1]

Mathematically H may also be seen as an average information[image: External link], taken over the message space, because when a certain message occurs with probability pi, the information quantity −log(pi) will be obtained.

If all the microstates are equiprobable (a microcanonical ensemble[image: External link]), the statistical thermodynamic entropy reduces to the form, as given by Boltzmann,


	



where W is the number of microstates.

If all the messages are equiprobable, the information entropy reduces to the Hartley entropy[image: External link]


	



where is the cardinality[image: External link] of the message space M.

The logarithm in the thermodynamic definition is the natural logarithm[image: External link]. It can be shown that the Gibbs entropy[image: External link] formula, with the natural logarithm, reproduces all of the properties of the macroscopic classical thermodynamics[image: External link] of Rudolf Clausius[image: External link]. (See article: Entropy (statistical views)[image: External link]).

The logarithm[image: External link] can also be taken to the natural base in the case of information entropy. This is equivalent to choosing to measure information in nats instead of the usual bits[image: External link] (or more formally, shannons). In practice, information entropy is almost always calculated using base 2 logarithms, but this distinction amounts to nothing other than a change in units. One nat is about 1.44 bits.

For a simple compressible system that can only perform volume work, the first law of thermodynamics[image: External link] becomes


	



But one can equally well write this equation in terms of what physicists and chemists sometimes call the 'reduced' or dimensionless entropy, σ = S/k, so that


	



Just as S is conjugate to T, so σ is conjugate to kBT (the energy that is characteristic of T on a molecular scale).
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 Theoretical relationship




Despite the foregoing, there is a difference between the two quantities. The information entropy H can be calculated for any probability distribution[image: External link] (if the "message" is taken to be that the event i which had probability pi occurred, out of the space of the events possible), while the thermodynamic entropy[image: External link] S refers to thermodynamic probabilities pi specifically. The difference is more theoretical than actual, however, because any probability distribution can be approximated arbitrarily closely by some thermodynamic system.

Moreover, a direct connection can be made between the two. If the probabilities in question are the thermodynamic probabilities pi: the (reduced) Gibbs entropy[image: External link] σ can then be seen as simply the amount of Shannon information needed to define the detailed microscopic state of the system, given its macroscopic description. Or, in the words of G. N. Lewis[image: External link] writing about chemical entropy in 1930, "Gain in entropy always means loss of information, and nothing more". To be more concrete, in the discrete case using base two logarithms, the reduced Gibbs entropy is equal to the minimum number of yes–no questions needed to be answered in order to fully specify the microstate[image: External link], given that we know the macrostate.

Furthermore, the prescription to find the equilibrium distributions of statistical mechanics—such as the Boltzmann distribution—by maximising the Gibbs entropy subject to appropriate constraints (the Gibbs algorithm[image: External link]) can be seen as something not unique to thermodynamics, but as a principle of general relevance in statistical inference, if it is desired to find a maximally uninformative probability distribution[image: External link], subject to certain constraints on its averages. (These perspectives are explored further in the article Maximum entropy thermodynamics[image: External link].)

The Shannon entropy in information theory is sometimes expressed in units of bits per symbol. The physical entropy may be on a "per quantity" basis (h) which is called " intensive[image: External link]" entropy instead of the usual total entropy which is called "extensive" entropy. The "shannons" of a message (H) are its total "extensive" information entropy and is h times the number of bits in the message.

A direct and physically real relationship between h and S can be found by assigning a symbol to each microstate that occurs per mole, kilogram, volume, or particle of a homogeneous substance, then calculating the 'h' of these symbols. By theory or by observation, the symbols (microstates) will occur with different probabilities and this will determine h. If there are N moles, kilograms, volumes, or particles of the unit substance, the relationship between h (in bits per unit substance) and physical extensive entropy in nats is:


	



where ln(2) is the conversion factor from base 2 of Shannon entropy to the natural base e of physical entropy. N h is the amount of information in bits needed to describe the state of a physical system with entropy S. Landauer's principle[image: External link] demonstrates the reality of this by stating the minimum energy E required (and therefore heat Q generated) by an ideally efficient memory change or logic operation by irreversibly erasing or merging N h bits of information will be S times the temperature which is


	



where h is in informational bits and E and Q are in physical Joules. This has been experimentally confirmed.[2]

Temperature is a measure of the average kinetic energy per particle in an ideal gas (Kelvins = 2/3*Joules/kb) so the J/K units of kb is fundamentally unitless (Joules/Joules). kb is the conversion factor from energy in 3/2*Kelvins to Joules for an ideal gas. If kinetic energy measurements per particle of an ideal gas were expressed as Joules instead of Kelvins, kb in the above equations would be replaced by 3/2. This shows that S is a true statistical measure of microstates that does not have a fundamental physical unit other than the units of information, in this case "nats", which is just a statement of which logarithm base was chosen by convention.
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 Information is physical
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 Szilard's engine




A physical thought experiment[image: External link] demonstrating how just the possession of information might in principle have thermodynamic consequences was established in 1929 by Leó Szilárd[image: External link], in a refinement of the famous Maxwell's demon[image: External link] scenario.

Consider Maxwell's set-up, but with only a single gas particle in a box. If the supernatural demon knows which half of the box the particle is in (equivalent to a single bit of information), it can close a shutter between the two halves of the box, close a piston unopposed into the empty half of the box, and then extract joules of useful work if the shutter is opened again. The particle can then be left to isothermally expand back to its original equilibrium occupied volume. In just the right circumstances therefore, the possession of a single bit of Shannon information (a single bit of negentropy[image: External link] in Brillouin's term) really does correspond to a reduction in the entropy of the physical system. The global entropy is not decreased, but information to energy conversion is possible.

Using a phase-contrast microscope equipped with a high speed camera connected to a computer, as demon, the principle has been actually demonstrated.[3] In this experiment, information to energy conversion is performed on a Brownian[image: External link] particle by means of feedback control; that is, synchronizing the work given to the particle with the information obtained on its position. Computing energy balances for different feedback protocols, has confirmed that the Jarzynski equality[image: External link] requires a generalization that accounts for the amount of information involved in the feedback.
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 Landauer's principle




Main article: Landauer's principle[image: External link]


In fact one can generalise: any information that has a physical representation must somehow be embedded in the statistical mechanical degrees of freedom of a physical system.

Thus, Rolf Landauer[image: External link] argued in 1961, if one were to imagine starting with those degrees of freedom in a thermalised state, there would be a real reduction in thermodynamic entropy if they were then re-set to a known state. This can only be achieved under information-preserving microscopically deterministic dynamics if the uncertainty is somehow dumped somewhere else – i.e. if the entropy of the environment (or the non information-bearing degrees of freedom) is increased by at least an equivalent amount, as required by the Second Law, by gaining an appropriate quantity of heat: specifically kT ln 2 of heat for every 1 bit of randomness erased.

On the other hand, Landauer argued, there is no thermodynamic objection to a logically reversible operation potentially being achieved in a physically reversible way in the system. It is only logically irreversible operations – for example, the erasing of a bit to a known state, or the merging of two computation paths – which must be accompanied by a corresponding entropy increase. When information is physical, all processing of its representations, i.e. generation, encoding, transmission, decoding and interpretation, are natural processes where entropy increases by consumption of free energy.[4]

Applied to the Maxwell's demon/Szilard engine scenario, this suggests that it might be possible to "read" the state of the particle into a computing apparatus with no entropy cost; but only if the apparatus has already been SET into a known state, rather than being in a thermalised state of uncertainty. To SET (or RESET) the apparatus into this state will cost all the entropy that can be saved by knowing the state of Szilard's particle.
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 Negentropy




Main article: Negentropy[image: External link]


Shannon entropy has been related by physicist Léon Brillouin[image: External link] to a concept sometimes called negentropy[image: External link]. In 1953, Brillouin derived a general equation[5] stating that the changing of an information bit value requires at least kT ln(2) energy. This is the same energy as the work Leo Szilard[image: External link]'s engine produces in the idealistic case, which in turn equals to the same quantity found by Landauer[image: External link]. In his book,[6] he further explored this problem concluding that any cause of a bit value change (measurement, decision about a yes/no question, erasure, display, etc.) will require the same amount, kT ln(2), of energy. Consequently, acquiring information about a system’s microstates is associated with an entropy production, while erasure yields entropy production only when the bit value is changing. Setting up a bit of information in a sub-system originally in thermal equilibrium results in a local entropy reduction. However, there is no violation of the second law of thermodynamics, according to Brillouin, since a reduction in any local system’s thermodynamic entropy results in an increase in thermodynamic entropy elsewhere. In this way, Brillouin clarified the meaning of negentropy which was considered as controversial because its earlier understanding can yield Carnot efficiency higher than one. Additionally, the relationship between energy and information formulated by Brillouin has been proposed as a connection between the amount of bits that the brain processes and the energy it consumes.[7]

In 2009, Mahulikar & Herwig redefined thermodynamic negentropy as the specific entropy deficit of the dynamically ordered sub-system relative to its surroundings.[8] This definition enabled the formulation of the Negentropy Principle, which is mathematically shown to follow from the 2nd Law of Thermodynamics, during order existence.
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 Black holes




See also: Bekenstein bound[image: External link]


Stephen Hawking[image: External link] often speaks of the thermodynamic entropy of black holes[image: External link] in terms of their information content.[9] Do black holes destroy information? It appears that there are deep relations between the entropy of a black hole[image: External link] and information loss[10] See Black hole thermodynamics[image: External link] and Black hole information paradox[image: External link].
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 Quantum theory




See also: Holographic principle § Energy, matter, and information equivalence[image: External link]; and Quantum relative entropy[image: External link]


Hirschman showed,[11] cf. Hirschman uncertainty[image: External link], that Heisenberg's uncertainty principle[image: External link] can be expressed as a particular lower bound on the sum of the classical distribution entropies of the quantum observable probability distributions of a quantum mechanical state, the square of the wave-function, in coordinate, and also momentum space, when expressed in Planck units[image: External link]. The resulting inequalities provide a tighter bound on the uncertainty relations of Heisenberg.

It is meaningful to assign a "joint entropy[image: External link]", because positions and momenta are quantum conjugate variables and are therefore not jointly observable. Mathematically, they have to be treated as joint distribution[image: External link]. Note that this joint entropy is not equivalent to the Von Neumann entropy[image: External link], −Tr ρ lnρ = −⟨lnρ⟩. Hirschman's entropy is said to account for the full information content of a mixture of quantum states.[12]

(Dissatisfaction with the Von Neumann entropy from quantum information points of view has been expressed by Stotland, Pomeransky, Bachmat and Cohen, who have introduced a yet different definition of entropy that reflects the inherent uncertainty of quantum mechanical states. This definition allows distinction between the minimum uncertainty entropy of pure states, and the excess statistical entropy of mixtures.[13])
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 The fluctuation theorem




See also: fluctuation theorem[image: External link]


The fluctuation theorem[image: External link] provides a mathematical justification of the second law of thermodynamics[image: External link] under these principles, and precisely defines the limitations of the applicability of that law for systems away from thermodynamic equilibrium.
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 Criticism




There exists criticisms of the link between thermodynamic entropy and information entropy.

The most common criticism is that information entropy cannot be related to thermodynamic entropy because there is no concept of temperature, energy, or the second law, in the discipline of information entropy.[14][15][16][17][18] This can best be discussed by considering the fundamental equation of thermodynamics[image: External link]:


	



where the Fi are "generalized forces" and the dxi are "generalized displacements". This is analogous to the mechanical equation dE = F dx where dE is the change in the kinetic energy of an object having been displaced by distance dx under the influence of force F. For example, for a simple gas, we have:


	



where the temperature (T ), pressure (P ), and chemical potential (µ ) are generalized forces which, when imbalanced, result in a generalized displacement in entropy (S ), volume (-V ) and quantity (N ) respectively, and the products of the forces and displacements yield the change in the internal energy (dU ) of the gas.

In the mechanical example, to declare that dx is not a geometric displacement because it ignores the dynamic relationship between displacement, force, and energy is not correct. Displacement, as a concept in geometry, does not require the concepts of energy and force for its definition, and so one might expect that entropy may not require the concepts of energy and temperature for its definition. The situation is not that simple, however. In classical thermodynamics, which is the study of thermodynamics from a purely empirical, or measurement point of view, thermodynamic entropy can only be measured by considering energy and temperature. Clausius' statement dS= δQ/T, or, equivalently, when all other effective displacements are zero, dS=dU/T, is the only way to actually measure thermodynamic entropy. It is only with the introduction of statistical mechanics[image: External link], the viewpoint that a thermodynamic system consists of a collection of particles and which explains classical thermodynamics in terms of probability distributions, that the entropy can be considered separately from temperature and energy. This is expressed in Boltzmann's famous entropy formula[image: External link] S=kB ln(W). Here kB is Boltzmann's constant[image: External link], and W is the number of equally probable microstates which yield a particular thermodynamic state, or macrostate.

Boltzmann's equation is presumed to provide a link between thermodynamic entropy S and information entropy H = −Σi pi ln pi = ln(W) where pi=1/W are the equal probabilities of a given microstate. This interpretation has been criticized also. While some say that the equation is merely a unit conversion equation between thermodynamic and information entropy, this is not completely correct.[19] A unit conversion equation will, e.g., change inches to centimeters, and yield two measurements in different units of the same physical quantity (length). Since thermodynamic and information entropy are dimensionally unequal (energy/unit temperature vs. units of information), Boltzmann's equation is more akin to x = c t where x is the distance travelled by a light beam in time t, c being the speed of light. While we cannot say that length x and time t represent the same physical quantity, we can say that, in the case of a light beam, since c is a universal constant, they will provide perfectly accurate measures of each other. (For example, the light-year[image: External link] is used as a measure of distance). Likewise, in the case of Boltzmann's equation, while we cannot say that thermodynamic entropy S and information entropy H represent the same physical quantity, we can say that, in the case of a thermodynamic system, since kB is a universal constant, they will provide perfectly accurate measures of each other.

The question then remains whether ln(W) is an information-theoretic quantity. If it is measured in bits, one can say that, given the macrostate, it represents the number of yes/no questions one must ask to determine the microstate, clearly an information-theoretic concept. Objectors point out that such a process is purely conceptual, and has nothing to do with the measurement of entropy. Then again, the whole of statistical mechanics is purely conceptual, serving only to provide an explanation of the "pure" science of thermodynamics.

Ultimately, the criticism of the link between thermodynamic entropy and information entropy is a matter of terminology, rather than substance. Neither side in the controversy will disagree on the solution to a particular thermodynamic or information-theoretic problem.
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 Topics of recent research
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 Is information quantized?




In 1995, Tim Palmer[image: External link] signalled[citation needed[image: External link]] two unwritten assumptions about Shannon's definition of information that may make it inapplicable as such to quantum mechanics[image: External link]:


	The supposition that there is such a thing as an observable state (for instance the upper face of a dice or a coin) before the observation begins

	The fact that knowing this state does not depend on the order in which observations are made ( commutativity[image: External link])



Anton Zeilinger[image: External link]'s and Caslav Brukner's article[20] synthesized and developed these remarks. The so-called Zeilinger's principle[image: External link] suggests that the quantization observed in QM could be bound to information quantization (one cannot observe less than one bit, and what is not observed is by definition "random"). Nevertheless, these claims remain quite controversial. Detailed discussions of the applicability of the Shannon information in quantum mechanics and an argument that Zeilinger's principle cannot explain quantization have been published,[21][22][23] that show that Brukner and Zeilinger change, in the middle of the calculation in their article, the numerical values of the probabilities needed to compute the Shannon entropy, so that the calculation makes little sense.
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 Extracting work from quantum information in a Szilárd engine




In 2013, a description was published[24] of a two atom version of a Szilárd engine using Quantum discord[image: External link] to generate work from purely quantum information.[25] Refinements in the lower temperature limit were suggested.[26]
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 Algorithmic cooling




Algorithmic cooling[image: External link] is an algorithmic method for transferring heat (or entropy) from some qubits to others or outside the system and into the environment, thus resulting in a cooling effect. This cooling effect may have usages in initializing cold (highly pure) qubits for quantum computation[image: External link] and in increasing polarization of certain spins in nuclear magnetic resonance[image: External link].
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Entropy (information theory)






In information theory, systems are modeled by a transmitter, channel, and receiver. The transmitter produces messages that are sent through the channel. The channel modifies the message in some way. The receiver attempts to infer which message was sent. In this context, entropy (more specifically, Shannon entropy[image: External link]) is the expected value[image: External link] (mean) of the information contained in each message. 'Messages' can be modeled by any flow of information.

In a more technical sense, there are reasons (explained below) to define information as the negative of the logarithm of the probability distribution of possible events or messages. The amount of information of every event forms a random variable whose expected value, or mean, is the Shannon entropy. Units of entropy are the shannon, nat[image: External link], or hartley[image: External link], depending on the base of the logarithm used to define it, though the shannon is commonly referred to as a bit.

The logarithm of the probability distribution is useful as a measure of entropy because it is additive for independent sources. For instance, the entropy of a coin toss is 1 shannon, whereas of m tosses it is m shannons. Generally, you need log2(n) bits to represent a variable that can take one of n values if n is a power of 2. If these values are equally probable, the entropy (in shannons) is equal to the number of bits. Equality between number of bits and shannons holds only while all outcomes are equally probable. If one of the events is more probable than others, observation of that event is less informative. Conversely, rarer events provide more information when observed. Since observation of less probable events occurs more rarely, the net effect is that the entropy (thought of as average information) received from non-uniformly distributed data is less than log2(n). Entropy is zero when one outcome is certain. Shannon entropy quantifies all these considerations exactly when a probability distribution of the source is known. The meaning of the events observed (the meaning of messages) does not matter in the definition of entropy. Entropy only takes into account the probability of observing a specific event, so the information it encapsulates is information about the underlying probability distribution, not the meaning of the events themselves.

Generally, entropy refers to disorder or uncertainty. Shannon entropy was introduced by Claude E. Shannon in his 1948 paper "A Mathematical Theory of Communication".[1] Shannon entropy provides an absolute limit on the best possible average length of lossless[image: External link] encoding or compression of an information source. Rényi entropy[image: External link] generalizes Shannon entropy.
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Entropy is a measure of unpredictability of the state, or equivalently, of its average information content. To get an intuitive understanding of these terms, consider the example of a political poll. Usually, such polls happen because the outcome of the poll is not already known. In other words, the outcome of the poll is relatively unpredictable, and actually performing the poll and learning the results gives some new information; these are just different ways of saying that the a priori entropy of the poll results is large. Now, consider the case that the same poll is performed a second time shortly after the first poll. Since the result of the first poll is already known, the outcome of the second poll can be predicted well and the results should not contain much new information; in this case the a priori entropy of the second poll result is small relative to that of the first.

Now consider the example of a coin toss. Assuming the probability of heads is the same as the probability of tails, then the entropy of the coin toss is as high as it could be. This is because there is no way to predict the outcome of the coin toss ahead of time: if we have to choose, the best we can do is predict that the coin will come up heads, and our prediction will be correct with probability 1/2. Such a coin toss has one shannon of entropy since there are two possible outcomes that occur with equal probability, and learning the actual outcome contains one shannon of information. Contrarily, a coin toss with a coin that has two heads and no tails has zero entropy since the coin will always come up heads, and the outcome can be predicted perfectly. Analogously, one binary bit with equiprobable values has a Shannon entropy of shannon. Similarly, one trit[image: External link] with equiprobable values contains (about 1.58496) shannons of information because it can have one of three values.

English text, treated as a string of characters, has fairly low entropy, i.e., is fairly predictable. Even if we do not know exactly what is going to come next, we can be fairly certain that, for example, 'e' will be far more common than 'z', that the combination 'qu' will be much more common than any other combination with a 'q' in it, and that the combination 'th' will be more common than 'z', 'q', or 'qu'. After the first few letters one can often guess the rest of the word. English text has between 0.6 and 1.3 shannons of entropy for each character of message.[2][3]

If a compression scheme is lossless—that is, you can always recover the entire original message by decompressing—then a compressed message has the same quantity of information as the original, but communicated in fewer characters. That is, it has more information, or a higher entropy, per character. This means a compressed message has less redundancy. Roughly speaking, Shannon's source coding theorem says that a lossless compression scheme cannot compress messages, on average, to have more than one bit of information per bit of message, but that any value less than one bit of information per bit of message can be attained by employing a suitable coding scheme. The entropy of a message per bit multiplied by the length of that message is a measure of how much total information the message contains.

Intuitively, imagine that we wish to transmit sequences comprising the 4 characters 'A', 'B', 'C', and 'D'. Thus, a message to be transmitted might be 'ABADDCAB'. Information theory gives a way of calculating the smallest possible amount of information that will convey this. If all 4 letters are equally likely (25%), we can do no better (over a binary channel) than to have 2 bits encode (in binary) each letter: 'A' might code as '00', 'B' as '01', 'C' as '10', and 'D' as '11'. Now suppose 'A' occurs with 70% probability, 'B' with 26%, and 'C' and 'D' with 2% each. We could assign variable length codes, so that receiving a '1' tells us to look at another bit unless we have already received 2 bits of sequential 1's. In this case, 'A' would be coded as '0' (one bit), 'B' as '10', and 'C' and 'D' as '110' and '111'. It is easy to see that 70% of the time only one bit needs to be sent, 26% of the time two bits, and only 4% of the time 3 bits. On average, then, fewer than 2 bits are required since the entropy is lower (owing to the high prevalence of 'A' followed by 'B' – together 96% of characters). The calculation of the sum of probability-weighted log probabilities measures and captures this effect.

Shannon's theorem also implies that no lossless compression scheme can shorten all messages. If some messages come out shorter, at least one must come out longer due to the pigeonhole principle[image: External link]. In practical use, this is generally not a problem, because we are usually only interested in compressing certain types of messages, for example English documents as opposed to gibberish text, or digital photographs rather than noise, and it is unimportant if a compression algorithm makes some unlikely or uninteresting sequences larger. However, the problem can still arise even in everyday use when applying a compression algorithm to already compressed data: for example, making a ZIP file of music, pictures or videos that are already in a compressed format such as FLAC[image: External link], MP3[image: External link], WebM[image: External link], AAC[image: External link], PNG[image: External link] or JPEG[image: External link] will generally result in a ZIP file that is slightly larger than the source file(s).
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Named after Boltzmann's Η-theorem[image: External link], Shannon defined the entropy Η (Greek capital letter eta[image: External link]) of a discrete random variable[image: External link] X with possible values {x1, ..., xn} and probability mass function[image: External link] P(X) as:


	



Here E is the expected value operator[image: External link], and I is the information content[image: External link] of X.[4][5] I(X) is itself a random variable.

The entropy can explicitly be written as


	



where b is the base[image: External link] of the logarithm[image: External link] used. Common values of b are 2, Euler's number e[image: External link], and 10, and the unit of entropy is shannon for b = 2, nat[image: External link] for b = e, and hartley[image: External link] for b = 10.[6] When b = 2, the units of entropy are also commonly referred to as bits.

In the case of P(xi) = 0 for some i, the value of the corresponding summand 0 logb(0) is taken to be 0, which is consistent with the limit[image: External link]:


	



One may also define the conditional entropy[image: External link] of two events X and Y taking values xi and yj respectively, as


	



where p(xi, yj) is the probability that X = xi and Y = yj. This quantity should be understood as the amount of randomness in the random variable X given the event Y.
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Main article: Binary entropy function[image: External link]


Main article: Bernoulli process[image: External link]


Consider tossing a coin with known, not necessarily fair, probabilities of coming up heads or tails; this can be modelled as a Bernoulli process[image: External link].

The entropy of the unknown result of the next toss of the coin is maximized if the coin is fair (that is, if heads and tails both have equal probability 1/2). This is the situation of maximum uncertainty as it is most difficult to predict the outcome of the next toss; the result of each toss of the coin delivers one full bit[image: External link] of information. This is because


	



However, if we know the coin is not fair, but comes up heads or tails with probabilities p and q, where p ≠ q, then there is less uncertainty. Every time it is tossed, one side is more likely to come up than the other. The reduced uncertainty is quantified in a lower entropy: on average each toss of the coin delivers less than one full bit of information. For example, if p=0.7, then


	



The extreme case is that of a double-headed coin that never comes up tails, or a double-tailed coin that never results in a head. Then there is no uncertainty. The entropy is zero: each toss of the coin delivers no new information as the outcome of each coin toss is always certain.

Entropy can be normalized by dividing it by information length. This ratio is called metric entropy[image: External link] and is a measure of the randomness of the information.
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 Rationale




To understand the meaning of -∑ pi log(pi), at first, try to define an information function, I, in terms of an event i with probability pi. How much information is acquired due to the observation of event i? Shannon's solution follows from the fundamental properties[image: External link] of information:[7]


	
I(p) is anti-monotonic in p – increases and decreases in the probability of an event produce decreases and increases in information, respectively

	
I(p) ≥ 0 – information is a non-negative quantity

	
I(1) = 0 – events that always occur do not communicate information

	
I(p1 p2) = I(p1) + I(p2) – information due to independent events is additive



The last is a crucial property. It states that joint probability of independent sources of information communicates as much information as the two individual events separately. Particularly, if the first event can yield one of n equiprobable outcomes and another has one of m equiprobable outcomes then there are mn possible outcomes of the joint event. This means that if log2(n) bits are needed to encode the first value and log2(m) to encode the second, one needs log2(mn) = log2(m) + log2(n) to encode both. Shannon discovered that the proper choice of function to quantify information, preserving this additivity, is logarithmic, i.e.,


	



let be the information function which one assumes to be twice continuously differentiable, one has:

This differential equation leads to the solution for any . Condition 2. leads to and especially, can be chosen on the form with , which is equivalent to chose a specific base for the logarithm. The different units of information (shannons for log2, nats for the natural logarithm ln, hartleys[image: External link] for log10 and so on) are just constant multiples of each other. For instance, in case of a fair coin toss, heads provides log2(2) = 1 shannon of information, which is approximately 0.693 nats or 0.301 hartleys. Because of additivity, n tosses provide n bits of information, which is approximately 0.693n nats or 0.301n hartleys.

Now, suppose we have a distribution where event i can happen with probability pi. Suppose we have sampled it N times and outcome i was, accordingly, seen ni = N pi times. The total amount of information we have received is


	.



The average amount of information that we receive per event is therefore
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 Aspects
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 Relationship to thermodynamic entropy




Main article: Entropy in thermodynamics and information theory


The inspiration for adopting the word entropy in information theory came from the close resemblance between Shannon's formula and very similar known formulae from statistical mechanics[image: External link].

In statistical thermodynamics[image: External link] the most general formula for the thermodynamic entropy[image: External link] S of a thermodynamic system[image: External link] is the Gibbs entropy[image: External link],


	



where kB is the Boltzmann constant[image: External link], and pi is the probability of a microstate. The Gibbs entropy was defined by J. Willard Gibbs[image: External link] in 1878 after earlier work by Boltzmann[image: External link] (1872).[8]

The Gibbs entropy translates over almost unchanged into the world of quantum physics[image: External link] to give the von Neumann entropy[image: External link], introduced by John von Neumann in 1927,


	



where ρ is the density matrix[image: External link] of the quantum mechanical system and Tr is the trace[image: External link].

At an everyday practical level the links between information entropy and thermodynamic entropy are not evident. Physicists and chemists are apt to be more interested in changes in entropy as a system spontaneously evolves away from its initial conditions, in accordance with the second law of thermodynamics[image: External link], rather than an unchanging probability distribution. And, as the minuteness of Boltzmann's constant[image: External link] kB indicates, the changes in S / kB for even tiny amounts of substances in chemical and physical processes represent amounts of entropy that are extremely large compared to anything in data compression or signal processing. Furthermore, in classical thermodynamics the entropy is defined in terms of macroscopic measurements and makes no reference to any probability distribution, which is central to the definition of information entropy.

The connection between thermodynamics and what is now known as information theory was first made by Ludwig Boltzmann[image: External link] and expressed by his famous equation[image: External link]:


	



where S is the thermodynamic entropy of a particular macrostate (defined by thermodynamic parameters such as temperature, volume, energy, etc.), W is the number of microstates (various combinations of particles in various energy states) that can yield the given macrostate, and kB is Boltzmann's constant[image: External link]. It is assumed that each microstate is equally likely, so that the probability of a given microstate is pi = 1/W. When these probabilities are substituted into the above expression for the Gibbs entropy (or equivalently kB times the Shannon entropy), Boltzmann's equation results. In information theoretic terms, the information entropy of a system is the amount of "missing" information needed to determine a microstate, given the macrostate.

In the view of Jaynes[image: External link] (1957), thermodynamic entropy, as explained by statistical mechanics[image: External link], should be seen as an application of Shannon's information theory: the thermodynamic entropy is interpreted as being proportional to the amount of further Shannon information needed to define the detailed microscopic state of the system, that remains uncommunicated by a description solely in terms of the macroscopic variables of classical thermodynamics, with the constant of proportionality being just the Boltzmann constant[image: External link]. For example, adding heat to a system increases its thermodynamic entropy because it increases the number of possible microscopic states of the system that are consistent with the measurable values of its macroscopic variables, thus making any complete state description longer. (See article: maximum entropy thermodynamics[image: External link]). Maxwell's demon[image: External link] can (hypothetically) reduce the thermodynamic entropy of a system by using information about the states of individual molecules; but, as Landauer[image: External link] (from 1961) and co-workers have shown, to function the demon himself must increase thermodynamic entropy in the process, by at least the amount of Shannon information he proposes to first acquire and store; and so the total thermodynamic entropy does not decrease (which resolves the paradox). Landauer's principle[image: External link] imposes a lower bound on the amount of heat a computer must generate to process a given amount of information, though modern computers are far less efficient.
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 Entropy as information content




Main article: Shannon's source coding theorem


Entropy is defined in the context of a probabilistic model. Independent fair coin flips have an entropy of 1 bit per flip. A source that always generates a long string of B's has an entropy of 0, since the next character will always be a 'B'.

The entropy rate of a data source means the average number of bits[image: External link] per symbol needed to encode it. Shannon's experiments with human predictors show an information rate between 0.6 and 1.3 bits per character in English;[9] the PPM compression algorithm[image: External link] can achieve a compression ratio of 1.5 bits per character in English text.

From the preceding example, note the following points:


	The amount of entropy is not always an integer number of bits.

	Many data bits may not convey information. For example, data structures often store information redundantly, or have identical sections regardless of the information in the data structure.



Shannon's definition of entropy, when applied to an information source, can determine the minimum channel capacity required to reliably transmit the source as encoded binary digits (see caveat below in italics). The formula can be derived by calculating the mathematical expectation of the amount of information contained in a digit from the information source. See also Shannon–Hartley theorem.

Shannon's entropy measures the information contained in a message as opposed to the portion of the message that is determined (or predictable). Examples of the latter include redundancy in language structure or statistical properties relating to the occurrence frequencies of letter or word pairs, triplets etc. See Markov chain[image: External link].
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 Entropy as a measure of diversity




Main article: Diversity index


Entropy is one of several ways to measure diversity. Specifically, Shannon entropy is the logarithm of 1D, the true diversity[image: External link] index with parameter equal to 1.
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 Data compression




Main article: Data compression


Entropy effectively bounds the performance of the strongest lossless compression possible, which can be realized in theory by using the typical set[image: External link] or in practice using Huffman[image: External link], Lempel–Ziv[image: External link] or arithmetic coding[image: External link]. See also Kolmogorov complexity[image: External link]. In practice, compression algorithms deliberately include some judicious redundancy in the form of checksums[image: External link] to protect against errors.
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 World's technological capacity to store and communicate information




A 2011 study in Science[image: External link] estimates the world's technological capacity to store and communicate optimally compressed information normalized on the most effective compression algorithms available in the year 2007, therefore estimating the entropy of the technologically available sources.[10]



	All figures in entropically compressed



	Type of Information
	1986
	2007



	Storage
	2.6
	295



	Broadcast
	432
	1900



	Telecommunications
	0.281
	65




The authors estimate humankind technological capacity to store information (fully entropically compressed) in 1986 and again in 2007. They break the information into three categories—to store information on a medium, to receive information through a one-way broadcast[image: External link] networks, or to exchange information through two-way telecommunication networks.[10]
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 Limitations of entropy as information content




There are a number of entropy-related concepts that mathematically quantify information content in some way:


	the self-information[image: External link] of an individual message or symbol taken from a given probability distribution,

	the entropy of a given probability distribution of messages or symbols, and

	the entropy rate[image: External link] of a stochastic process[image: External link].



(The "rate of self-information" can also be defined for a particular sequence of messages or symbols generated by a given stochastic process: this will always be equal to the entropy rate in the case of a stationary process[image: External link].) Other quantities of information[image: External link] are also used to compare or relate different sources of information.

It is important not to confuse the above concepts. Often it is only clear from context which one is meant. For example, when someone says that the "entropy" of the English language is about 1 bit per character, they are actually modeling the English language as a stochastic process and talking about its entropy rate. Shannon himself used the term in this way.[3]

Although entropy is often used as a characterization of the information content of a data source, this information content is not absolute: it depends crucially on the probabilistic model. A source that always generates the same symbol has an entropy rate[image: External link] of 0, but the definition of what a symbol is depends on the alphabet. Consider a source that produces the string ABABABABAB… in which A is always followed by B and vice versa. If the probabilistic model considers individual letters as independent[image: External link], the entropy rate of the sequence is 1 bit per character. But if the sequence is considered as "AB AB AB AB AB …" with symbols as two-character blocks, then the entropy rate is 0 bits per character.

However, if we use very large blocks, then the estimate of per-character entropy rate may become artificially low. This is because in reality, the probability distribution of the sequence is not knowable exactly; it is only an estimate. For example, suppose one considers the text of every book ever published as a sequence, with each symbol being the text of a complete book. If there are N published books, and each book is only published once, the estimate of the probability of each book is 1/N, and the entropy (in bits) is −log2(1/N) = log2(N). As a practical code, this corresponds to assigning each book a unique identifier[image: External link] and using it in place of the text of the book whenever one wants to refer to the book. This is enormously useful for talking about books, but it is not so useful for characterizing the information content of an individual book, or of language in general: it is not possible to reconstruct the book from its identifier without knowing the probability distribution, that is, the complete text of all the books. The key idea is that the complexity of the probabilistic model must be considered. Kolmogorov complexity[image: External link] is a theoretical generalization of this idea that allows the consideration of the information content of a sequence independent of any particular probability model; it considers the shortest program[image: External link] for a universal computer[image: External link] that outputs the sequence. A code that achieves the entropy rate of a sequence for a given model, plus the codebook (i.e. the probabilistic model), is one such program, but it may not be the shortest.

For example, the Fibonacci sequence is 1, 1, 2, 3, 5, 8, 13, …. Treating the sequence as a message and each number as a symbol, there are almost as many symbols as there are characters in the message, giving an entropy of approximately log2(n). So the first 128 symbols of the Fibonacci sequence has an entropy of approximately 7 bits/symbol. However, the sequence can be expressed using a formula [F(n) = F(n−1) + F(n−2) for n = 3, 4, 5, …, F(1) =1, F(2) = 1] and this formula has a much lower entropy and applies to any length of the Fibonacci sequence.
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 Limitations of entropy in cryptography




In cryptanalysis, entropy is often roughly used as a measure of the unpredictability of a cryptographic key. For example, a 128-bit key that is uniformly randomly generated has 128 bits of entropy. It also takes (on average) guesses to break by brute force. However, entropy fails to capture the number of guesses required if the possible keys are not chosen uniformly.[11][12] Instead, a measure called guesswork can be used to measure the effort required for a brute force attack.[13]

Other problems may arise from non-uniform distributions used in cryptography. For example, consider a 1000000-digit binary one-time pad using exclusive or. If the pad has 1000000 bits of entropy, it is perfect. If the pad has 999999 bits of entropy, evenly distributed (each individual bit of the pad having 0.999999 bits of entropy) it may provide good security. But if the pad has 999999 bits of entropy, where the first bit is fixed and the remaining 999999 bits are perfectly random, then the first bit of the ciphertext will not be encrypted at all.
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 Data as a Markov process




A common way to define entropy for text is based on the Markov model[image: External link] of text. For an order-0 source (each character is selected independent of the last characters), the binary entropy is:


	



where pi is the probability of i. For a first-order Markov source[image: External link] (one in which the probability of selecting a character is dependent only on the immediately preceding character), the entropy rate[image: External link] is:


	[citation needed[image: External link]]



where i is a state (certain preceding characters) and is the probability of j given i as the previous character.

For a second order Markov source, the entropy rate is
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 b-ary entropy




In general the b-ary entropy of a source = (S, P) with source alphabet S = {a1, …, an} and discrete probability distribution[image: External link] P = {p1, …, pn} where pi is the probability of ai (say pi = p(ai)) is defined by:


	



Note: the b in "b-ary entropy" is the number of different symbols of the ideal alphabet used as a standard yardstick to measure source alphabets. In information theory, two symbols are necessary and sufficient[image: External link] for an alphabet to encode information. Therefore, the default is to let b = 2 ("binary entropy"). Thus, the entropy of the source alphabet, with its given empiric probability distribution, is a number equal to the number (possibly fractional) of symbols of the "ideal alphabet", with an optimal probability distribution, necessary to encode for each symbol of the source alphabet. Also note that "optimal probability distribution" here means a uniform distribution[image: External link]: a source alphabet with n symbols has the highest possible entropy (for an alphabet with n symbols) when the probability distribution of the alphabet is uniform. This optimal entropy turns out to be logb(n).
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 Efficiency




A source alphabet with non-uniform distribution will have less entropy than if those symbols had uniform distribution (i.e. the "optimized alphabet"). This deficiency in entropy can be expressed as a ratio called efficiency[this quote needs a citation[image: External link]]:


	[clarification needed[image: External link]]



Efficiency has utility in quantifying the effective use of a communications channel. This formulation is also referred to as the normalized entropy, as the entropy is divided by the maximum entropy .
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 Characterization




Shannon entropy is characterized[image: External link] by a small number of criteria, listed below. Any definition of entropy satisfying these assumptions has the form


	



where K is a constant corresponding to a choice of measurement units.

In the following, pi = Pr(X = xi) and Ηn(p1, …, pn) = Η(X).
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 Continuity




The measure should be continuous[image: External link], so that changing the values of the probabilities by a very small amount should only change the entropy by a small amount.


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Symmetry




The measure should be unchanged if the outcomes xi are re-ordered.


	etc.
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 Maximum




The measure should be maximal if all the outcomes are equally likely (uncertainty is highest when all possible events are equiprobable).


	



For equiprobable events the entropy should increase with the number of outcomes.
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 Additivity




The amount of entropy should be independent of how the process is regarded as being divided into parts.

This last functional relationship characterizes the entropy of a system with sub-systems. It demands that the entropy of a system can be calculated from the entropies of its sub-systems if the interactions between the sub-systems are known.

Given an ensemble of n uniformly distributed elements that are divided into k boxes (sub-systems) with b1, ..., bk elements each, the entropy of the whole ensemble should be equal to the sum of the entropy of the system of boxes and the individual entropies of the boxes, each weighted with the probability of being in that particular box.

For positive integers[image: External link] bi where b1 + … + bk = n,


	



Choosing k = n, b1 = … = bn = 1 this implies that the entropy of a certain outcome is zero: Η1(1) = 0. This implies that the efficiency of a source alphabet with n symbols can be defined simply as being equal to its n-ary entropy. See also Redundancy (information theory)[image: External link].
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 Further properties




The Shannon entropy satisfies the following properties, for some of which it is useful to interpret entropy as the amount of information learned (or uncertainty eliminated) by revealing the value of a random variable X:


	Adding or removing an event with probability zero does not contribute to the entropy:




	.




	It can be confirmed using the Jensen inequality[image: External link] that




	.




	The entropy or the amount of information revealed by evaluating (X,Y) (that is, evaluating X and Y simultaneously) is equal to the information revealed by conducting two consecutive experiments: first evaluating the value of Y, then revealing the value of X given that you know the value of Y. This may be written as




	




	If Y = f(X) where f is a function, then Η(f(X)|X) = 0. Applying the previous formula to Η(X, f(X)) yields




	




	If X and Y are two independent random variables, then knowing the value of Y doesn't influence our knowledge of the value of X (since the two don't influence each other by independence):




	




	The entropy of two simultaneous events is no more than the sum of the entropies of each individual event, and are equal if the two events are independent. More specifically, if X and Y are two random variables on the same probability space, and (X, Y) denotes their Cartesian product, then




	



Proving this mathematically follows easily from the previous two properties of entropy.
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 Extending discrete entropy to the continuous case
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 Differential entropy




Main article: Differential entropy[image: External link]


The Shannon entropy is restricted to random variables taking discrete values. The corresponding formula for a continuous random variable with probability density function[image: External link] f(x) with finite or infinite support on the real line is defined by analogy, using the above form of the entropy as an expectation:


	



This formula is usually referred to as the continuous entropy, or differential entropy[image: External link]. A precursor of the continuous entropy h[f] is the expression for the functional Η in the H-theorem[image: External link] of Boltzmann[image: External link].

Although the analogy between both functions is suggestive, the following question must be set: is the differential entropy a valid extension of the Shannon discrete entropy? Differential entropy lacks a number of properties that the Shannon discrete entropy has – it can even be negative – and thus corrections have been suggested, notably limiting density of discrete points[image: External link].

To answer this question, we must establish a connection between the two functions:

We wish to obtain a generally finite measure as the bin size[image: External link] goes to zero. In the discrete case, the bin size is the (implicit) width of each of the n (finite or infinite) bins whose probabilities are denoted by pn. As we generalize to the continuous domain, we must make this width explicit.

To do this, start with a continuous function f discretized into bins of size . By the mean-value theorem there exists a value xi in each bin such that


	



and thus the integral of the function f can be approximated (in the Riemannian sense) by


	



where this limit and "bin size goes to zero" are equivalent.

We will denote


	



and expanding the logarithm, we have


	



As Δ → 0, we have


	



But note that log(Δ) → −∞ as Δ → 0, therefore we need a special definition of the differential or continuous entropy:


	



which is, as said before, referred to as the differential entropy. This means that the differential entropy is not a limit of the Shannon entropy for n → ∞. Rather, it differs from the limit of the Shannon entropy by an infinite offset (see also the article on information dimension[image: External link])
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 Limiting density of discrete points




Main article: Limiting density of discrete points[image: External link]


It turns out as a result that, unlike the Shannon entropy, the differential entropy is not in general a good measure of uncertainty or information. For example, the differential entropy can be negative; also it is not invariant under continuous co-ordinate transformations. This problem may be illustrated by a change of units when x is a dimensioned variable. f(x) will then have the units of 1/x. The argument of the logarithm must be dimensionless, otherwise it is improper, so that the differential entropy as given above will be improper. If Δ is some "standard" value of x (i.e. "bin size") and therefore has the same units, then a modified differential entropy may be written in proper form as:


	



and the result will be the same for any choice of units for x. In fact, the limit of discrete entropy as would also include a term of , which would in general be infinite. This is expected, continuous variables would typically have infinite entropy when discretized. The limiting density of discrete points[image: External link] is really a measure of how much easier a distribution is to describe than a distribution that is uniform over its quantization scheme.
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 Relative entropy




Main article: Generalized relative entropy[image: External link]


Another useful measure of entropy that works equally well in the discrete and the continuous case is the relative entropy of a distribution. It is defined as the Kullback–Leibler divergence[image: External link] from the distribution to a reference measure m as follows. Assume that a probability distribution p is absolutely continuous[image: External link] with respect to a measure m, i.e. is of the form p(dx) = f(x)m(dx) for some non-negative m-integrable function f with m-integral 1, then the relative entropy can be defined as


	



In this form the relative entropy generalises (up to change in sign) both the discrete entropy, where the measure m is the counting measure[image: External link], and the differential entropy, where the measure m is the Lebesgue measure[image: External link]. If the measure m is itself a probability distribution, the relative entropy is non-negative, and zero if p = m as measures. It is defined for any measure space, hence coordinate independent and invariant under co-ordinate reparameterizations if one properly takes into account the transformation of the measure m. The relative entropy, and implicitly entropy and differential entropy, do depend on the "reference" measure m.


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Use in combinatorics




Entropy has become a useful quantity in combinatorics[image: External link].
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 Loomis–Whitney inequality




A simple example of this is an alternate proof of the Loomis–Whitney inequality[image: External link]: for every subset A ⊆ Zd, we have


	



where Pi is the orthogonal projection[image: External link] in the ith coordinate:


	



The proof follows as a simple corollary of Shearer's inequality[image: External link]: if X1, …, Xd are random variables and S1, …, Sn are subsets of {1, …, d} such that every integer between 1 and d lies in exactly r of these subsets, then


	



where is the Cartesian product of random variables Xj with indexes j in Si (so the dimension of this vector is equal to the size of Si).

We sketch how Loomis–Whitney follows from this: Indeed, let X be a uniformly distributed random variable with values in A and so that each point in A occurs with equal probability. Then (by the further properties of entropy mentioned above) Η(X) = log| A |, where | A | denotes the cardinality of A. Let Si = {1, 2, …, i−1, i+1, …, d}. The range of is contained in Pi(A) and hence . Now use this to bound the right side of Shearer's inequality and exponentiate the opposite sides of the resulting inequality you obtain.
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 Approximation to binomial coefficient




For integers 0 < k < n let q = k/n. Then


	



where


	[14]



Here is a sketch proof. Note that is one term of the expression


	



Rearranging gives the upper bound. For the lower bound one first shows, using some algebra, that it is the largest term in the summation. But then,


	



since there are n + 1 terms in the summation. Rearranging gives the lower bound.

A nice interpretation of this is that the number of binary strings of length n with exactly k many 1's is approximately .[15]
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 See also






	Conditional entropy[image: External link]

	
Cross entropy[image: External link] – is a measure of the average number of bits needed to identify an event from a set of possibilities between two probability distributions

	
Diversity index – alternative approaches to quantifying diversity in a probability distribution

	Entropy (arrow of time)[image: External link]

	
Entropy encoding[image: External link] – a coding scheme that assigns codes to symbols so as to match code lengths with the probabilities of the symbols.

	Entropy estimation[image: External link]

	Entropy power inequality

	Entropy rate[image: External link]

	Fisher information[image: External link]

	Graph entropy[image: External link]

	Hamming distance[image: External link]

	History of entropy[image: External link]

	History of information theory[image: External link]

	Information geometry[image: External link]

	
Joint entropy[image: External link] – is the measure how much entropy is contained in a joint system of two random variables.

	
Kolmogorov–Sinai entropy[image: External link] in dynamical systems


	Levenshtein distance[image: External link]

	Mutual information[image: External link]

	Negentropy[image: External link]

	Perplexity[image: External link]

	
Qualitative variation[image: External link] – other measures of statistical dispersion[image: External link] for nominal distributions[image: External link]


	
Quantum relative entropy[image: External link] – a measure of distinguishability between two quantum states.

	
Rényi entropy[image: External link] – a generalisation of Shannon entropy; it is one of a family of functionals for quantifying the diversity, uncertainty or randomness of a system.

	Randomness[image: External link]

	Shannon index

	Theil index[image: External link]

	Typoglycemia[image: External link]

	Lagrange Multiplier[image: External link]
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In information theory, the entropy power inequality is a result that relates to so-called "entropy power" of random variables[image: External link]. It shows that the entropy power of suitably well-behaved[image: External link] random variables is a superadditive[image: External link] function[image: External link]. The entropy power inequality was proved in 1948 by Claude Shannon in his seminal paper "A Mathematical Theory of Communication". Shannon also provided a sufficient condition for equality to hold; Stam (1959) showed that the condition is in fact necessary.

Statement of the inequality

For a random variable X : Ω → Rn with probability density function[image: External link] f : Rn → R, the differential entropy[image: External link] of X, denoted h(X), is defined to be


	



and the entropy power of X, denoted N(X), is defined to be


	



In particular, N(X) = |K| 1/n when X is normal distributed with covariance matrix K.

Let X and Y be independent random variables[image: External link] with probability density functions in the Lp space[image: External link] Lp(Rn) for some p > 1. Then


	



Moreover, equality holds if and only if[image: External link] X and Y are multivariate normal[image: External link] random variables with proportional covariance matrices[image: External link].
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Error-correcting codes with Feedback





In mathematics, computer science[image: External link], telecommunication, information theory, and searching theory[image: External link], error-correcting codes with feedback refers to error correcting codes[image: External link] designed to work in the presence of feedback from the receiver to the sender.[1]
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 Problem




Alice (the sender) wishes to send a value x to Bob (the receiver). The communication channel between Alice and Bob is imperfect, and can introduce errors.
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 Solution




An error-correcting code is a way of encoding[image: External link] x as a message such that Bob will successfully understand the value x as intended by Alice, even if the message Alice sends and the message Bob receives differ. In an error-correcting code with feedback, the channel is two-way[image: External link]: Bob can send feedback to Alice about the message he received.
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 Noisy feedback




In an error-correcting code without noisy feedback, the feedback received by the sender is always free of errors. In an error-correcting code with noisy feedback, errors can occur in the feedback, as well as in the message.

An error-correcting code with noiseless feedback is equivalent to an adaptive[image: External link] search[image: External link] strategy with errors.[1]
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 History




In 1956, Claude Shannon introduced the discrete[image: External link] memoryless[image: External link] channel with noiseless feedback. In 1961, Alfréd Rényi[image: External link] introduced the Bar-Kochba game[image: External link] (also known as Twenty questions[image: External link]), with a given percentage of wrong answers, and calculated the minimum number of randomly chosen questions to determine the answer.

In his 1964 dissertation, Elwyn Berlekamp considered error correcting codes with noiseless feedback.[2] In Berlekamp's scenario, the receiver chose a subset of possible messages and asked the sender whether the given message was in this subset, a 'yes' or 'no' answer. Based on this answer, the receiver then chose a new subset and repeated the process. The game is further complicated due to noise; some of the answers will be wrong.


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Sources





	
Deppe, Christian (2007), "Coding with Feedback and Searching with Lies", in Imre Csiszár; Gyula O.H. Katona; Gabor Tardos, Entropy, Search, Complexity, Bolyai Society Mathematical Studies, 16, Berlin-Heidelberg: Springer, pp. 27–70, doi: 10.1007/978-3-540-32777-6[image: External link], ISBN  978-3-540-32573-4[image: External link].

	
Hill, Ray (1995), Searching with lies, Cambridge London Mathematical Society Lecture Note Series, Surveys in Combinatorics, Cambridge: Cambridge Univ. Press, pp. 41–70, ISBN  0-521-49797-3[image: External link].




[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 References






	
^ a b See Deppe 2007 and Hill 1995.


	
^ Deppe 2007.







[image: TOC] TOC [image: Previous chapter] Previous 
 See also





	Noisy channel coding theorem



TOP




Categories[image: External link]:

	Error detection and correction[image: External link]
















This page was last edited on 15 June 2016, at 14:42.




	This text is based on the Wikipedia article Error-correcting codes with Feedback: https://en.wikipedia.org/wiki/Error-correcting_codes_with_feedback [image: External link] which is released under the Creative Commons Attribution-ShareAlike 3.0 Unported License available online at: http://creativecommons.org/licenses/by-sa/3.0/legalcode [image: External link]

List of authors: https://tools.wmflabs.org/xtools/wikihistory/wh.php?page_title=Error-correcting_codes_with_feedback [image: External link]












Back to main article 



Contents




	1 In chess

	2 In Go

	3 See also

	4 References

	5 External links





Evaluation Function





For the string evaluation function, see eval[image: External link].

An evaluation function, also known as a heuristic evaluation function or static evaluation function, is a function used by game-playing programs to estimate the value or goodness of a position in the minimax[image: External link] and related algorithms[image: External link]. The evaluation function is typically designed to prioritize speed over accuracy; the function looks only at the current position and does not explore possible moves (therefore static).
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 In chess




One popular strategy for constructing evaluation functions is as a weighted sum of various factors that are thought to influence the value of a position. For instance, an evaluation function for chess might take the form


	c1 * material + c2 * mobility + c3 * king safety + c4 * center control + ...



Such as


	f(P) = 9(Q-Q') + 5(R-R') + 3(B-B'+N-N') + (P-P') - 0.5(D-D'+S-S'+I-I') + 0.1(M-M') + ...



in which:


	Q, R, B, N, P are the number of white queens, rooks, bishops, knights and pawns on the board.

	D, S, I are doubled, backward and isolated white pawns.

	M represents white mobility (measured, say, as the number of legal moves available to White).[1]
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 In Go




Evaluation functions in Go[image: External link] take into account both territory controlled, influence of stones, number of prisoners and life and death of groups on the board.
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Financial signal processing is a branch of signal processing technologies which applies to financial signals. They are often used by quantitative investors to make best estimation of the movement of equity prices, such as stock[image: External link] prices, options[image: External link] prices, or other types of derivatives[image: External link].

History

The early history of financial signal processing can be traced back to Isaac Newton[image: External link]. Newton lost money in the famous South Sea Company investment bubble[image: External link].

The modern start of financial signal processing is often credited to Claude Shannon. Shannon was the inventor of modern communication theory. He discovered the capacity of a communication channel by analyzing entropy[image: External link] of information.[1]

For a long time, financial signal processing technologies have been used by different hedge funds, such as Jim Simon's Renaissance Technologies[image: External link]. However, hedge funds usually do not reveal their trade secrets. Some early research results in this area are summarized by R.H. Tütüncü and M. Koenig[2] and by T.M. Cover, J.A. Thomas.[3] A.N. Akansu and M.U. Torun published the book in financial signal processing entitled A Primer for Financial Engineering: Financial Signal Processing and Electronic Trading.[4] An edited volume on the subject with the title Financial Signal Processing and Machine Learning was also published.[5] There were two special issues of IEEE Journal of Selected Topics in Signal Processing published on Signal Processing Methods in Finance and Electronic Trading in 2012,[6] and on Financial Signal Processing and Machine Learning for Electronic Trading in 2016[7] in addition to the special section on Signal Processing for Financial Applications in IEEE Signal Processing Magazine appeared in 2011.[8]

Imperial College London Financial Signal Processing Laboratory

Recently, a new research group in Imperial College London[image: External link] has been formed which focuses on Financial Signal Processing as part of the Communication and Signal Processing Group of the Electrical and Electronic Engineering department,[9] led by Anthony G. Constantinides[image: External link]. In June 2014 the group started a collaboration with the Schroders[image: External link] Multi-Asset Investments and Portfolio Solutions (MAPS) team on multi-asset study.[10]
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Information Processing






For other uses, see Information processor[image: External link].

Information processing is the change (processing) of information in any manner detectable by an observer[image: External link]. As such, it is a process that describes everything that happens (changes) in the universe[image: External link], from the falling of a rock (a change in position) to the printing of a text file from a digital computer system. In the latter case, an information processor[image: External link] is changing the form[image: External link] of presentation of that text file. Information processing may more specifically be defined in terms used by, Claude E. Shannon as the conversion of latent information into manifest information (McGonigle & Mastrian, 2011). Latent and manifest information is defined through the terms of equivocation (remaining uncertainty, what value the sender has chosen), dissipation (uncertainty of the sender what the receiver has received), and transformation (saved effort of questioning – equivocation minus dissipation) (Denning and Bell, 2012).
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 In cognitive psychology




Within the field of cognitive psychology[image: External link], information processing is an approach to the goal of understanding human thinking in relation to how they process the same kind of information as computers (Shannon & Weaver, 1963). It arose in the 1940s and 1950s, after World War II (Sternberg & Sternberg, 2012). The approach treats cognition[image: External link] as essentially computational[image: External link] in nature, with mind being the software and the brain being the hardware. The information processing approach in psychology is closely allied to the computational theory of mind[image: External link] in philosophy; it is also related, though not identical, to cognitivism[image: External link] in psychology and functionalism[image: External link] in philosophy (Horst, 2011).
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 Two types




Information processing may be sequential or parallel, either of which may be centralized or decentralized[image: External link] (distributed). The parallel distributed processing[image: External link] approach of the mid-1980s became popular under the name connectionism. The connectionist network is made up of different nodes, and it works by a "priming effect," and this happens when a "prime node activates a connected node" (Sternberg & Sternberg, 2012). But "unlike in semantic networks, it is not a single node that has a specific meaning, but rather the knowledge is represented in a combination of differently activated nodes"(Goldstein, as cited in Sternberg, 2012).
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 Models and theories




There are several proposed models or theories that describe the way in which we process information.
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 Sternberg's triarchic theory of intelligence




Sternberg's theory of intelligence[image: External link] is made up of three different components: creative, analytical, and practical abilities (Sternberg & Sternberg, 2012). Creativeness is the ability to have new original ideas, and being analytical can help a person decide whether the idea is a good one or not. "Practical abilities are used to implement the ideas and persuade others of their value" (Sternberg & Sternberg, 2012 p. 21). In the middle of Sternberg's theory is cognition and with that is information processing. In Sternberg's theory, he says that information processing is made up of three different parts, metacomponents, performance components, and knowledge-acquisition components (Sternberg & Sternberg, 2012). These processes move from higher-order executive functions to lower order functions. Metacomponents are used for planning and evaluating problems, while performance components follow the orders of the metacomponents, and the knowledge-acquisition component learns how to solve the problems (Sternberg & Sternberg, 2012). This theory in action can be explained by working on an art project. First is a decision about what to draw, then a plan and a sketch. During this process there is simultaneous monitoring of the process, and whether it is producing the desired accomplishment. All these steps fall under the metacomponent processing, and the performance component is the art. The knowledge-acquisition portion is the learning or improving drawing skills.
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According to thefreedictionary.com, the definition of information processing is "the sciences concerned with gathering, manipulating, storing, retrieving, and classifying recorded information".[1] It suggests that for information to be firmly implanted in memory, it must pass through three stages of mental processing; sensory memory, short-term memory, and long-term memory. An example of this is the working memory model. This includes the central executive, phonologic loop, episodic buffer,visuospatial sketchpad, verbal information, long term memory, and visual information (Sternberg & Sternberg, 2012). The central executive is like the secretary of the brain. It decides what needs attention and how to respond.The central executive then leads to three different subsections. The first is phonological storage, subvocal rehearsal, and the phonological loop. These sections work together to understand words, put the information into memory, and then hold the memory. The result is verbal information storage. The next subsection is the visuospatial sketchpad which works to store visual images. The storage capacity is brief but leads to understanding of visual stimuli. Finally, there is an episodic buffer. This section is capable of taking information and putting it into long-term memory. It is also able to take information from the phonological loop and visuospatial sketchpad, combining them with long-term memory to make "a unitary episodic representation (Sternberg & Sternberg, 2012). In order for these to work, the sensory register takes in via the five senses: visual, auditory, tactile, olfactory, and taste. These are all present since birth and are able to handle simultaneous processing (e.g., food – taste it, smell it, see it). In general, learning benefits occur when there is a developed process of pattern recognition. The sensory register has a large capacity and its behavioral response is very short (1–3 seconds). Within this model, sensory store and short term memory or working memory has limited capacity. Sensory store is able to hold very limited amounts of information for very limited amounts of time. This phenomenon is very similar to having a picture taken with a flash. For a few brief moments after the flash goes off, the flash it seems to still be there. However, it is soon gone and there is no way to know it was there (Sternberg & Sternberg, 2012). Short term memory holds information for slightly longer periods of time, but still has a limited capacity. According to Linden (2007), "The capacity of STM had initially been estimated at "seven plus or minus two" items (Miller 1956), which fits the observation from neuropsychological testing that the average digit span of healthy adults is about seven (Cowan and others 2005). However, it emerged that these numbers of items can only be retained if they are grouped into so-called chunks, using perceptual or conceptual associations between individual stimuli." Its duration is of 5–20 seconds before it is out of the subject's mind. This occurs often with names of people newly introduced to. Images or information based on meaning are stored here as well, but it decays without rehearsal or repetition of such information. On the other hand, long-term memory has a potentially unlimited capacity (Sternberg & Sternberg, 2012) and its duration is indefinite. Although sometimes it is difficult to access, it encompasses everything learned until this point in time. One might become forgetful or feel as if the information is on the tip of the tongue[image: External link].
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 Cognitive development theory




Another approach to viewing the ways in which information is processed in humans was suggested by Jean Piaget[image: External link] in what is called the Piaget's Cognitive Development Theory (Presnell, 1999). Piaget developed his model based on development and growth. He identified four different stages between different age brackets characterized by the type of information and by a distinctive thought process. The four stages are: the sensorimotor (from birth to 2 years), preoperational (2–6 years), concrete operational (6–11 years), and formal operational periods (11 years and older). During the sensorimotor stage, newborns and toddlers rely on their senses for information processing to which they respond with reflexes. In the preoperational stage, children learn through imitation and remain unable to take other people's point of view. The concrete operational stage is characterized by the developing ability to use logic and to consider multiple factors to solve a problem. The last stage is the formal operational, in which preadolescents and adolescents begin to understand abstract concepts and to develop the ability to create arguments and counter arguments.

Furthermore, adolescence is characterized by a series of changes in the biological, cognitive, and social realms. In the cognitive area, it is worth noting that the brain's prefrontal cortex as well as the limbic system undergoes important changes. The prefrontal cortex is the part of the brain that is active when engaged in complicated cognitive activities such as planning, generating goals and strategies, intuitive decision-making, and metacognition[image: External link] (thinking about thinking). This is consistent with Piaget's last stage of formal operations (McLeod, 2010). The prefrontal cortex becomes complete between adolescence and early adulthood. The limbic system is the part of the brain that modulates reward sensitivity based on changes in the levels of neurotransmitters (e.g., dopamine) and emotions.

In short, cognitive abilities vary according to our development and stages in life. It is at the adult stage that we are better able to be better planners, process and comprehend abstract concepts, and evaluate risks and benefits more aptly than an adolescent or child would be able to.
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 In computing




In computing, information processing broadly refers to the use of algorithms to transform data—the defining activity of computers;[2] indeed, a broad computing professional organization is known as the International Federation for Information Processing ( IFIP[image: External link]). It is essentially synonymous with the terms data processing or computation[image: External link], although with a more general connotation.[3]
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Information-theoretic Security






A cryptosystem[image: External link] is information-theoretically secure if its security derives purely from information theory. That is, it cannot be broken even when the adversary[image: External link] has unlimited computing power. The adversary simply does not have enough information to break the encryption, so these cryptosystems are considered cryptanalytically unbreakable.

An encryption protocol that has information-theoretic security does not depend for its effectiveness on unproven assumptions about computational hardness, and such an algorithm is not vulnerable to future developments in computer power such as quantum computing[image: External link]. An example of an information-theoretically secure cryptosystem is the one-time pad. The concept of information-theoretically secure communication was introduced in 1949 by American mathematician Claude Shannon, the inventor of information theory, who used it to prove that the one-time pad system was secure.[1] Information-theoretically secure cryptosystems have been used for the most sensitive governmental communications, such as diplomatic cables[image: External link] and high-level military communications, because of the great efforts enemy governments expend toward breaking them.

An interesting special case is perfect security: an encryption algorithm is perfectly secure if a ciphertext[image: External link] produced using it provides no information about the plaintext[image: External link] without knowledge of the key[image: External link]. If E is a perfectly secure encryption function, for any fixed message m there must exist for each ciphertext c at least one key k such that . It has been proved that any cipher with the perfect secrecy property must use keys with effectively the same requirements as one-time pad keys.[1]

It is common for a cryptosystem to leak some information but nevertheless maintain its security properties even against an adversary that has unlimited computational resources. Such a cryptosystem would have information theoretic but not perfect security. The exact definition of security would depend on the cryptosystem in question.

There are a variety of cryptographic tasks for which information-theoretic security is a meaningful and useful requirement. A few of these are:


	
Secret sharing[image: External link] schemes such as Shamir's[image: External link] are information-theoretically secure (and also perfectly secure) in that less than the requisite number of shares of the secret[image: External link] provide no information about the secret.

	More generally, secure multiparty computation[image: External link] protocols often, but not always, have information-theoretic security.

	
Private information retrieval[image: External link] with multiple databases can be achieved with information-theoretic privacy for the user's query.

	
Reductions[image: External link] between cryptographic primitives or tasks can often be achieved information-theoretically. Such reductions are important from a theoretical perspective, because they establish that primitive can be realized if primitive can be realized.

	
Symmetric encryption[image: External link] can be constructed under an information-theoretic notion of security called entropic security[image: External link], which assumes that the adversary knows almost nothing about the message being sent. The goal here is to hide all functions of the plaintext rather than all information about it.

	
Quantum cryptography[image: External link] is largely part of information-theoretic cryptography.



Conventional secrecy entails encrypting messages. Beyond this, some scenarios require covert communication, a stronger type of secrecy which also hides the fact that communication is happening at all.[2]
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 Physical layer encryption




A weaker notion of security defined by Aaron D. Wyner established a now flourishing area of research known as physical layer encryption.[3] This exploits the physical wireless[image: External link] channel for its security by communications, signal processing, and coding techniques. The security is provable[image: External link], unbreakable[image: External link], and quantifiable (in bits/second/hertz).

Wyner's initial physical layer encryption work in the 1970s posed the Alice – Bob – Eve problem in which Alice wants to send a message to Bob without Eve decoding it. It was shown that if the channel from Alice to Bob is statistically better than the channel from Alice to Eve, secure communication is possible.[4] This is intuitive, but Wyner measured the secrecy in information theoretic terms defining secrecy capacity, which essentially is the rate at which Alice can transmit secret information to Bob. Shortly after, Imre Csiszár and Körner showed that secret communication was possible even when Eve had a statistically better channel to Alice than did Bob.[5] More recent theoretical results are concerned with determining the secrecy capacity and optimal power allocation in broadcast fading channels.[6][7] There are caveats, as many capacities are not computable unless the assumption is made that Alice knows the channel to Eve. If this were known, Alice could simply place a null in Eve's direction. Secrecy capacity for MIMO[image: External link] and multiple colluding[image: External link] eavesdroppers is more recent and ongoing work,[8][9] and these results still make the non-useful assumption about eavesdropper channel state information knowledge.

Still other work is less theoretical and attempts to compare implementable schemes. One physical layer encryption scheme is to broadcast artificial noise in all directions except that of Bob's channel, basically jamming Eve. One paper by Negi and Goel details the implementation, and Khisti and Wornell computed the secrecy capacity when only statistics about Eve's channel are known.[10][11]

Parallel to this work in the information theory community is work in the antenna community that has been termed near-field direct antenna modulation or directional modulation.[12] It was shown that by using a parasitic array, the transmitted modulation in different directions could be controlled independently.[13] Secrecy could be realized by making the modulations in undesired directions difficult to decode. Directional modulation data transmission was experimentally demonstrated using a phased array[image: External link].[14] Others have demonstrated directional modulation with switched arrays and phase-conjugating lenses.[15][16][17]

This type of directional modulation is really a subset of Negi and Goel's additive artificial noise encryption scheme. Another scheme using pattern-reconfigurable[image: External link] transmit antennas for Alice called reconfigurable multiplicative noise[image: External link] (RMN) complements additive artificial noise.[18] The two work well together in channel simulations in which nothing is assumed known to Alice or Bob about the eavesdroppers.


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Unconditional security




Information-theoretic security is often used interchangeably with unconditional security. However, the latter term can also refer to systems that don't rely on unproven computational hardness assumptions. Today these systems are essentially the same as those that are information-theoretically secure. Nevertheless, it does not always have to be that way. One day RSA[image: External link] might be proved secure (it relies on the assertion that factoring large numbers is hard), thus becoming unconditionally secure, but it will never be information-theoretically secure (because even though no efficient algorithms for factoring large primes may exist, in principle it can still be done given unlimited computational power).
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Innovation (signal processing)






In time series analysis[image: External link] (or forecasting) — as conducted in statistics[image: External link], signal processing, and many other fields — the innovation is the difference between the observed value of a variable at time t and the optimal forecast of that value based on information available prior to time t. If the forecasting method is working correctly, successive innovations are uncorrelated with each other, i.e., constitute a white noise[image: External link] time series. Thus it can be said that the innovation time series is obtained from the measurement time series by a process of 'whitening', or removing the predictable component. The use of the term innovation in the sense described here is due to Hendrik Bode[image: External link] and Claude Shannon (1950)[1] in their discussion of the Wiener filter[image: External link] problem, although the notion was already implicit in the work of Kolmogorov[image: External link].[2]

See also


	Kalman filter[image: External link]

	Filtering problem (stochastic processes)[image: External link]

	Errors and residuals in statistics[image: External link]

	Innovation butterfly[image: External link]
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Key Size






In cryptography, key size or key length is the number of bits[image: External link] in a key[image: External link] used by a cryptographic algorithm (such as a cipher[image: External link]).

Key length defines the upper-bound on an algorithm's security[image: External link] (i.e., a logarithmic measure of the fastest known attack against an algorithm, relative to the key length), since the security of all algorithms can be violated by brute force attacks[image: External link]. Ideally, key length would coincide with the lower-bound on an algorithm's security. Indeed, most symmetric-key algorithms[image: External link] are designed to have security equal to their key length. However, after design, a new attack might be discovered. For instance, Triple DES[image: External link] was designed to have a 168 bit key, but an attack of complexity 2112 is now known (i.e., Triple DES has 112 bits of security). Nevertheless, as long as the relation between key length and security is sufficient for a particular application, then it doesn't matter if key length and security coincide. This is important for asymmetric-key algorithms[image: External link], because no such algorithm is known to satisfy this property; elliptic curve cryptography[image: External link] comes the closest with an effective security of roughly half its key length.
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 Significance




Keys[image: External link] are used to control the operation of a cipher so that only the correct key can convert encrypted text ( ciphertext[image: External link]) to plaintext[image: External link]. Many ciphers are actually based on publicly known algorithms[image: External link] or are open source[image: External link] and so it is only the difficulty of obtaining the key that determines security of the system, provided that there is no analytic attack (i.e., a 'structural weakness' in the algorithms or protocols used), and assuming that the key is not otherwise available (such as via theft, extortion, or compromise of computer systems). The widely accepted notion that the security of the system should depend on the key alone has been explicitly formulated by Auguste Kerckhoffs[image: External link] (in the 1880s) and Claude Shannon (in the 1940s); the statements are known as Kerckhoffs' principle[image: External link] and Shannon's Maxim respectively.

A key should therefore be large enough that a brute force attack (possible against any encryption algorithm) is infeasible – i.e., would take too long to execute. Shannon's work on information theory showed that to achieve so called perfect secrecy[image: External link], the key length must be at least as large as the message and only used once (this algorithm is called the One-time pad). In light of this, and the practical difficulty of managing such long keys, modern cryptographic practice has discarded the notion of perfect secrecy as a requirement for encryption, and instead focuses on computational security[image: External link], under which the computational requirements of breaking an encrypted text must be infeasible for an attacker.
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 Key size and encryption system




Encryption systems are often grouped into families. Common families include symmetric systems (e.g. AES[image: External link]) and asymmetric systems (e.g. RSA[image: External link]); they may alternatively be grouped according to the central algorithm[image: External link] used (e.g. elliptic curve cryptography[image: External link]).

As each of these is of a different level of cryptographic complexity, it is usual to have different key sizes for the same level of security[image: External link], depending upon the algorithm used. For example, the security available with a 1024-bit key using asymmetric RSA is considered approximately equal in security to an 80-bit key in a symmetric algorithm.[1]

The actual degree of security achieved over time varies, as more computational power and more powerful mathematical analytic methods become available. For this reason cryptologists tend to look at indicators that an algorithm or key length shows signs of potential vulnerability, to move to longer key sizes or more difficult algorithms. For example, as of May 2007, a 1039 bit integer was factored with the special number field sieve[image: External link] using 400 computers over 11 months.[2] The factored number was of a special form; the special number field sieve cannot be used on RSA keys. The computation is roughly equivalent to breaking a 700 bit RSA key. However, this might be an advance warning that 1024 bit RSA used in secure online commerce should be deprecated[image: External link], since they may become breakable in the near future. Cryptography professor Arjen Lenstra[image: External link] observed that "Last time, it took nine years for us to generalize from a special to a nonspecial, hard-to-factor number" and when asked whether 1024-bit RSA keys are dead, said: "The answer to that question is an unqualified yes."[3]

The 2015 Logjam attack[image: External link] revealed additional dangers in using Diffie-Helman key exchange when only one or a few common 1024-bit or smaller prime moduli are in use. This common practice allows large amounts of communications to be compromised at the expense of attacking a small number of primes.[4]
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 Brute force attack




Main article: Brute force attack[image: External link]


Even if a symmetric cipher is currently unbreakable by exploiting structural weaknesses in its algorithm, it is possible to run through the entire space[image: External link] of keys in what is known as a brute force attack. Since longer symmetric keys require exponentially more work to brute force search, a sufficiently long symmetric key makes this line of attack impractical.

With a key of length n bits, there are 2n possible keys. This number grows very rapidly as n increases. The large number of operations (2128) required to try all possible 128-bit keys is widely considered out of reach[image: External link] for conventional digital computing techniques for the foreseeable future.[5] However, experts anticipate alternative computing technologies that may have processing power superior to current computer technology. If a suitably sized quantum computer[image: External link] capable of running Grover's algorithm[image: External link] reliably becomes available, it would reduce a 128-bit key down to 64-bit security, roughly a DES[image: External link] equivalent. This is one of the reasons why AES[image: External link] supports a 256-bit key length. See the discussion on the relationship between key lengths and quantum computing attacks at the bottom of this page for more information.
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 Symmetric algorithm key lengths




US Government export policy has long restricted the 'strength' of cryptography[image: External link] that can be sent out of the country. For many years the limit was 40 bits[image: External link]. Today, a key length of 40 bits offers little protection against even a casual attacker with a single PC, a predictable and inevitable consequence of governmental restrictions limiting key length. In response, by the year 2000, most of the major US restrictions on the use of strong encryption were relaxed.[6] However, not all regulations have been removed, and encryption registration with the U.S. Bureau of Industry and Security[image: External link] is still required to export "mass market encryption commodities, software and components with encryption exceeding 64 bits" (75 FR[image: External link] 36494[image: External link]).

IBM's Lucifer cipher[image: External link] was selected in 1974 as the base for what would become the Data Encryption Standard[image: External link]. Lucifer's key length was reduced from 128-bits to 56 bits[image: External link], which the NSA and NIST argued was sufficient. The NSA has major computing resources and a large budget; some cryptographers including Whitfield Diffie[image: External link] and Martin Hellman[image: External link] complained that this made the cipher so weak that NSA computers would be able to break a DES key in a day through brute force parallel computing. The NSA disputed this, claiming brute forcing DES would take them something like 91 years.[7] However, by the late 90s, it became clear that DES could be cracked in a few days' time-frame with custom-built hardware such as could be purchased by a large corporation or government.[8][9] The book Cracking DES (O'Reilly and Associates) tells of the successful attempt in 1998 to break 56-bit DES by a brute force attack mounted by a cyber civil rights group with limited resources; see EFF DES cracker[image: External link]. Even before that demonstration, 56 bits was considered insufficient length for symmetric algorithm[image: External link] keys. In 2002, Distributed.net[image: External link] and its volunteers broke a 64-bit RC5 key after several years effort, using about seventy thousand (mostly home) computers.

The NSA[image: External link]'s Skipjack[image: External link] algorithm used in its Fortezza[image: External link] program employs 80-bit keys.[10]

DES has been replaced in many applications by Triple DES[image: External link], which has 112 bits of security when used 168-bit keys (triple key)[10]

The Advanced Encryption Standard[image: External link] published in 2001 uses a key sizes of 128 bits, 192 or 256 bits. Many observers consider 128 bits sufficient for the foreseeable future for symmetric algorithms of AES[image: External link]'s quality until quantum computers[image: External link] become available.[citation needed[image: External link]] However, as of 2015, the U.S. National Security Agency has issued guidance that it plans to switch to quantum computing resistant algorithms and now requires 256-bit AES[image: External link] keys for data classified up to Top Secret[image: External link].[11]

In 2003, the U.S. National Institute for Standards and Technology, NIST[image: External link] proposed phasing out 80-bit keys by 2015. As of 2005, 80-bit keys were allowed only until 2010.[12]

As of 2015, NIST guidance says that "the use of keys that provide less than 112 bits of security strength for key agreement is now disallowed." NIST approved symmetric encryption algorithms include three-key Triple DES[image: External link], and AES[image: External link]. Approvals for two-key Triple DES and Skipjack[image: External link] have been withdrawn as of 2015.[10]
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 Asymmetric algorithm key lengths




The effectiveness of public key cryptosystems[image: External link] depends on the intractability (computational and theoretical) of certain mathematical problems such as integer factorization[image: External link]. These problems are time consuming to solve, but usually faster than trying all possible keys by brute force. Thus, asymmetric algorithm keys must be longer for equivalent resistance to attack than symmetric algorithm keys. As of 2002, an asymmetric key[image: External link] length of 1024 bits was generally considered by cryptology experts to be the minimum necessary for the RSA[image: External link] encryption algorithm.[13]

As of 2003 RSA Security[image: External link] claims that 1024-bit RSA keys are equivalent in strength to 80-bit symmetric keys, 2048-bit RSA keys to 112-bit symmetric keys and 3072-bit RSA keys to 128-bit symmetric keys.[14] RSA claims that 1024-bit keys are likely to become crackable some time between 2006 and 2010 and that 2048-bit keys are sufficient until 2030.[14] An RSA key length of 3072 bits should be used if security is required beyond 2030.[15] NIST key management guidelines further suggest that 15360-bit RSA keys are equivalent in strength to 256-bit symmetric keys.[16]

The Finite Field Diffie-Hellman[image: External link] algorithm has roughly the same key strength as RSA for the same key sizes. The work factor for breaking Diffie-Hellman is based on the discrete logarithm problem[image: External link], which is related to the integer factorization problem on which RSA's strength is based. Thus, a 3072-bit Diffie-Hellman key has about the same strength as a 3072-bit RSA key.

One of the asymmetric algorithm types, elliptic curve cryptography[image: External link], or ECC, appears to be secure with shorter keys than other asymmetric key algorithms require. NIST[image: External link] guidelines state that ECC keys should be twice the length of equivalent strength symmetric key algorithms. So, for example, a 224-bit ECC key would have roughly the same strength as a 112-bit symmetric key. These estimates assume no major breakthroughs in solving the underlying mathematical problems that ECC is based on. A message encrypted with an elliptic key algorithm using a 109-bit long key has been broken by brute force.[17]

The NSA[image: External link] previously specified that "Elliptic Curve Public Key Cryptography using the 256-bit prime modulus elliptic curve as specified in FIPS-186-2 and SHA-256 are appropriate for protecting classified information up to the SECRET level. Use of the 384-bit prime modulus elliptic curve and SHA-384 are necessary for the protection of TOP SECRET information."[18] In 2015 the NSA announced that it plans to transition from Elliptic Curve Cryptography to new algorithms that are resistant to attack by future quantum computers[image: External link]. In the interim it recommends the larger 384-bit curve[image: External link] for all classified information.[11]
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 Effect of quantum computing attacks on key strength




The two best known quantum computing attacks are based on Shor's algorithm[image: External link] and Grover's algorithm[image: External link]. Of the two, Shor's offers the greater risk to current security systems.

Derivatives of Shor's algorithm are widely conjectured to be effective against all mainstream public-key algorithms including RSA[image: External link], Diffie-Hellman[image: External link] and elliptic curve cryptography[image: External link]. According to Professor Gilles Brassard, an expert in quantum computing: "The time needed to factor an RSA integer is the same order as the time needed to use that same integer as modulus for a single RSA encryption. In other words, it takes no more time to break RSA on a quantum computer (up to a multiplicative constant) than to use it legitimately on a classical computer." The general consensus is that these public key algorithms are insecure at any key size if sufficiently large quantum computers capable of running Shor's algorithm become available. The implication of this attack is that all data encrypted using current standards based security systems such as the ubiquitous SSL[image: External link] used to protect e-commerce and Internet banking and SSH[image: External link] used to protect access to sensitive computing systems is at risk. Encrypted data protected using public-key algorithms can be archived and may be broken at a later time.

Mainstream symmetric ciphers (such as AES[image: External link] or Twofish[image: External link]) and collision resistant hash functions (such as SHA[image: External link]) are widely conjectured to offer greater security against known quantum computing attacks. They are widely thought most vulnerable to Grover's algorithm[image: External link]. Bennett, Bernstein, Brassard, and Vazirani proved in 1996 that a brute-force key search on a quantum computer cannot be faster than roughly 2n/2 invocations of the underlying cryptographic algorithm, compared with roughly 2n in the classical case.[19] Thus in the presence of large quantum computers an n-bit key can provide at least n/2 bits of security. Quantum brute force is easily defeated by doubling the key length, which has little extra computational cost in ordinary use. This implies that at least a 256-bit symmetric key is required to achieve 128-bit security rating against a quantum computer. As mentioned above, the NSA announced in 2015 that it plans to transition to quantum-resistant algorithms.[11]

According to NSA "A sufficiently large quantum computer, if built, would be capable of undermining all widely-deployed public key algorithms used for key establishment and digital signatures. ... It is generally accepted that quantum computing techniques are much less effective against symmetric algorithms than against current widely used public key algorithms. While public key cryptography requires changes in the fundamental design to protect against a potential future quantum computer, symmetric key algorithms are believed to be secure provided a sufficiently large key size is used. ... In the longer term, NSA looks to NIST[image: External link] to identify a broadly accepted, standardized suite of commercial public key algorithms that are not vulnerable to quantum attacks.

As of 2016, NSA's The Commercial National Security Algorithm Suite includes:[20]



	Algorithm
	Usage



	RSA 3072-bit or larger
	Key Establishment, Digital Signature



	Diffie-Hellman (DH) 3072-bit or larger
	Key Establishment



	ECDH with NIST P-384
	Key Establishment



	ECDSA with NIST P-384
	Digital Signature



	SHA-384
	Integrity



	AES-256
	Confidentiality
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Logic Synthesis






In electronics, logic synthesis is a process by which an abstract form of desired circuit behavior, typically at register transfer level[image: External link] (RTL), is turned into a design implementation in terms of logic gates[image: External link], typically by a computer program[image: External link] called a synthesis tool. Common examples of this process include synthesis of HDLs[image: External link], including VHDL[image: External link] and Verilog[image: External link].[1] Some synthesis tools generate bitstreams[image: External link] for programmable logic devices[image: External link] such as PALs[image: External link] or FPGAs[image: External link], while others target the creation of ASICs[image: External link]. Logic synthesis is one aspect of electronic design automation[image: External link].
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 History of logic synthesis




The roots of logic synthesis can be traced to the treatment of logic by George Boole (1815 to 1864), in what is now termed Boolean algebra[image: External link]. In 1938, Claude Shannon[image: External link] showed that the two-valued Boolean algebra[image: External link] can describe the operation of switching circuits. In the early days, logic design involved manipulating the truth table[image: External link] representations as Karnaugh maps[image: External link]. The Karnaugh map-based minimization of logic is guided by a set of rules on how entries in the maps can be combined. A human designer can typically only work with Karnaugh maps containing up to four to six variables.

The first step toward automation of logic minimization[image: External link] was the introduction of the Quine–McCluskey algorithm[image: External link] that could be implemented on a computer. This exact minimization technique presented the notion of prime implicants and minimum cost covers that would become the cornerstone of two-level minimization[image: External link]. Nowadays, the much more efficient Espresso heuristic logic minimizer[image: External link] has become the standard tool for this operation.[needs update[image: External link]] Another area of early research was in state minimization and encoding of finite state machines[image: External link] (FSMs), a task that was the bane of designers. The applications for logic synthesis lay primarily in digital computer design. Hence, IBM[image: External link] and Bell Labs played a pivotal role in the early automation of logic synthesis. The evolution from discrete logic[image: External link] components to programmable logic arrays[image: External link] (PLAs) hastened the need for efficient two-level minimization, since minimizing terms in a two-level representation reduces the area in a PLA.

However, two-level logic circuits are of limited importance in a very-large-scale integration[image: External link] (VLSI) design; most designs use multiple levels of logic. As a matter of fact, almost any circuit representation in RTL or Behavioural Description is a multi-level representation. An early system that was used to design multilevel circuits was LSS from IBM. It used local transformations to simplify logic. Work on LSS and the Yorktown Silicon Compiler spurred rapid research progress in logic synthesis in the 1980s. Several universities contributed by making their research available to the public, most notably SIS from University of California, Berkeley[image: External link], RASP from University of California, Los Angeles[image: External link] and BOLD from University of Colorado, Boulder[image: External link]. Within a decade, the technology migrated to commercial logic synthesis products offered by electronic design automation companies.
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 Logic elements




Logic design is a step in the standard design cycle in which the functional design[image: External link] of an electronic circuit[image: External link] is converted into the representation which captures logic operations[image: External link], arithmetic operations[image: External link], control flow[image: External link], etc. A common output of this step is RTL description[image: External link]. Logic design is commonly followed by the circuit design[image: External link] step. In modern electronic design automation[image: External link] parts of the logical design may be automated using high-level synthesis[image: External link] tools based on the behavioral description of the circuit.[2]

Logic operations usually consist of boolean AND, OR, XOR and NAND operations, and are the most basic forms of operations in an electronic circuit. Arithmetic operations are usually implemented with the use of logic operators. Circuits such as a binary multiplier[image: External link] or a binary adder[image: External link] are examples of more complex binary operations that can be implemented using basic logic operators.
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 High-level synthesis or behavioral synthesis




Main article: High-level synthesis[image: External link]


With a goal of increasing designer productivity, research efforts on the synthesis of circuits specified at the behavioral level have led to the emergence of commercial solutions in 2004,[3] which are used for complex ASIC and FPGA design. These tools automatically synthesize circuits specified using high-level languages, like ANSI C/C++ or SystemC, to a register transfer level (RTL) specification, which can be used as input to a gate-level logic synthesis flow.[3] Using high-level synthesis, also known as ESL synthesis, the allocation of work to clock cycles and across structural components, such as floating-point ALUs, is done by the compiler using an optimisation procedure, whereas with RTL logic synthesis (even from behavioural Verilog or VHDL, where a thread of execution can make multiple reads and writes to a variable within a clock cycle) those allocation decisions have already been made.
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 Multi-level logic minimization




See also: Logic optimization[image: External link] and Circuit minimization[image: External link]


Typical practical implementations of a logic function utilize a multi-level network of logic elements. Starting from an RTL description of a design, the synthesis tool constructs a corresponding multilevel Boolean network[image: External link].

Next, this network is optimized using several technology-independent techniques before technology-dependent optimizations are performed. The typical cost function during technology-independent optimizations is total literal[image: External link] count of the factored representation of the logic function (which correlates quite well with circuit area).

Finally, technology-dependent optimization transforms the technology-independent circuit into a network of gates in a given technology. The simple cost estimates are replaced by more concrete, implementation-driven estimates during and after technology mapping. Mapping is constrained by factors such as the available gates (logic functions) in the technology library, the drive sizes for each gate, and the delay, power[image: External link], and area characteristics of each gate.
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 Commercial tools for logic synthesis
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 Software tools for logic synthesis targeting ASICs





	
Design Compiler[image: External link] by Synopsys[image: External link]


	
Encounter RTL Compiler[image: External link] by Cadence Design Systems[image: External link]

	
BuildGates, an older product by Cadence Design Systems[image: External link], humorously named after Bill Gates[image: External link]






	
HDL Designer[image: External link] by Mentor Graphics[image: External link]


	
TalusDesign[image: External link] by Magma Design Automation[image: External link]


	
RealTime Designer[image: External link] by Oasys Design Systems

	
BooleDozer:[image: External link] Logic synthesis tool by IBM[image: External link] (internal IBM EDA tool)
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 Software tools for logic synthesis targeting FPGAs





	XST[image: External link] (delivered within ISE[image: External link]) by Xilinx[image: External link]

	
Vivado[image: External link] by Xilinx

	Quartus II[image: External link] integrated Synthesis by Altera[image: External link]

	
IspLever by Lattice Semiconductor[image: External link]


	
Encounter RTL Compiler by Cadence Design Systems[image: External link]


	
LeonardoSpectrum and Precision (RTL / Physical)[image: External link] by Mentor Graphics[image: External link]


	
Synplify (PRO / Premier)[image: External link] by Synopsys[image: External link]


	
BlastFPGA[image: External link] by Magma Design Automation[image: External link]
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 Online tools





	
EDA Playground[image: External link] by Doulos[image: External link] (uses Yosys[image: External link] and Verilog-to-Routing[image: External link] synthesis flows)

	BoolEngine[image: External link]

	hana (HDL Analyzer and Netlist Architect)[image: External link]
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 Free tools





	Yosys[image: External link]

	ABC[image: External link]
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	Silicon compiler[image: External link]

	Binary decision diagram[image: External link]

	Functional verification[image: External link]
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 Footnotes





	
^ "Synthesis:Verilog to Gates"[image: External link] (PDF).


	
^ Naveed A. Sherwani (1999). Algorithms for VLSI physical design automation (3rd ed.). Kluwer Academic Publishers. p. 4. ISBN  978-0-7923-8393-2[image: External link].


	
^ a b EETimes: High-level synthesis rollouts enable ESL[image: External link][permanent dead link[image: External link]]
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Models of Communication






Models of communication are conceptual models[image: External link] used to explain the human communication[image: External link] process[image: External link]. The first major model for communication came in 1948 by Claude Elwood Shannon[image: External link] and published with an introduction by Warren Weaver for Bell Laboratories.[1] Following the basic concept[image: External link], communication is the process of sending and receiving messages[image: External link] or transferring information from one part (sender) to another (receiver).[2]
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 Shannon and Weaver




The Shannon–Weaver model was designed to mirror the functioning of radio and telephone technologies. Their initial model consisted of three primary parts: sender[image: External link], channel[image: External link], and receiver[image: External link].The sender was the part of a telephone[image: External link] a person spoke into, the channel was the telephone itself, and the receiver was the part of the phone where one could hear the other person. Shannon and Weaver also recognized that often there is static that interferes with one listening to a telephone conversation, which they deemed noise. The noise could also mean the absence of signal.[1]

In a simple model, often referred to as the transmission model or standard view of communication, information or content (e.g. a message in natural language[image: External link]) is sent in some form (as spoken language[image: External link]) from an emissor/ sender/ encoder[image: External link] to a destination/ receiver/ decoder. This common conception of communication views communication as a means of sending and receiving information. The strengths of this model are simplicity, generality, and quantifiability. Mathematicians Claude Shannon and Warren Weaver structured this model based on the following elements:


	An information source[image: External link], which produces a message.

	A transmitter[image: External link], which encodes the message into signals

	A channel[image: External link], to which signals are adapted for transmission

	A receiver[image: External link], which reconstructs the encoded message from a sequence of received signals and decodes it.

	An information destination, where the message arrives.



Shannon and Weaver argued that there were three levels of problems for communication within this concept


	The technical problem: how accurately can the message be transmitted?

	The semantic[image: External link] problem: how precisely is the meaning 'conveyed'?

	The effectiveness problem: how effectively does the received meaning affect behavior?



Daniel Chandler[image: External link] critiques the transmission model by stating:[3]


	It assumes communicators are isolated individuals.

	No allowance for differing purposes.

	No allowance for differing interpretations.

	No allowance for unequal power relations.




[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Berlo




In 1960, David Berlo expanded Shannon and Weaver's 1949 linear model of communication and created the Sender-Message-Channel-Receiver (SMCR) Model of Communication.[4] The SMCR Model of Communication separated the model into clear parts and has been expanded upon by other scholars.
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 Schramm




Communication is usually described along a few major dimensions: Message (what type of things are communicated), source / emissor / sender / encoder[image: External link] (by whom), form (in which form), channel (through which medium[image: External link]), destination / receiver / target / decoder (to whom), and Receiver. Wilbur Schramm[image: External link] (1954) also indicated that we should also examine the impact that a message has (both desired and undesired) on the target of the message.[5] Between parties, communication includes acts that confer knowledge and experiences, give advice and commands, and ask questions. These acts may take many forms, in one of the various manners of communication. The form depends on the abilities of the group communicating. Together, communication content and form make messages[image: External link] that are sent towards a destination. The target can be oneself, another person[image: External link] or being, another entity (such as a corporation or group of beings).

Communication can be seen as processes of information transmission[image: External link] governed by three levels of semiotic[image: External link] rules:


	
Syntactic[image: External link] (formal properties of signs and symbols),

	
Pragmatic[image: External link] (concerned with the relations between signs/expressions and their users) and

	
Semantic[image: External link] (study of relationships between signs and symbols and what they represent).



Therefore, communication is social interaction[image: External link] where at least two interacting agents share a common set of signs and a common set of semiotic[image: External link] rules. This commonly held rule in some sense ignores autocommunication, including intrapersonal communication[image: External link] via diaries[image: External link] or self-talk, both secondary phenomena that followed the primary acquisition of communicative competences within social interactions.

Barnlund Communication Model

In light of these weaknesses, Barnlund (1970) proposed a transactional model of communication.[6] The basic premise of the transactional model of communication is that individuals are simultaneously engaging in the sending and receiving of messages.

In a slightly more complex form, a sender and a receiver are linked reciprocally[image: External link]. This second attitude of communication, referred to as the constitutive model or constructionist view, focuses on how an individual communicates as the determining factor of the way the message will be interpreted. Communication is viewed as a conduit; a passage in which information travels from one individual to another and this information becomes separate from the communication itself. A particular instance of communication is called a speech act[image: External link]. The sender's personal filters and the receiver's personal filters may vary depending upon different regional traditions, cultures, or gender; which may alter the intended meaning of message contents. In the presence of "[communication noise|noise]" on the transmission channel (air, in this case), reception and decoding of content may be faulty, and thus the speech act may not achieve the desired effect. One problem with this encode-transmit-receive-decode model is that the processes of encoding and decoding imply that the sender and receiver each possess something that functions as a [code-book], and that these two code books are, at the very least, similar if not identical. Although something like code books is implied by the model, they are nowhere represented in the model, which creates many conceptual difficulties.

Theories of [co-regulation] describe communication as a creative and dynamic continuous process, rather than a discrete exchange of information. Canadian media scholar Harold Innis[image: External link] had the theory that people use different types of media to communicate and which one they choose to use will offer different possibilities for the shape and durability of society (Wark, McKenzie 1997). His famous example of this is using ancient Egypt[image: External link] and looking at the ways they built themselves out of media with very different properties stone and papyrus. Papyrus is what he called 'Space Binding'. it made possible the transmission of written orders across space, empires and enables the waging of distant military campaigns and colonial administration. The other is stone and 'Time Binding', through the construction of temples and the pyramids can sustain their authority generation to generation, through this media they can change and shape communication in their society (Wark, McKenzie 1997).
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 Constructionist model




There is an additional working definition of communication to consider[examples needed[image: External link]] that authors like Richard A. Lanham (2003) and as far back as Erving Goffman (1959) have highlighted. This is a progression from Lasswell's attempt to define human communication through to this century and revolutionized into the constructionist model. Constructionists believe that the process of communication is in itself the only messages that exist. The packaging can not be separated from the social and historical context from which it arose, therefore the substance to look at in communication theory is style for Richard Lanham and the performance of self for Erving Goffman.

Lanham chose to view communication as the rival to the over encompassing use of CBS model (which pursued to further the transmission model). CBS model argues that clarity, brevity, and sincerity are the only purpose to prose discourse, therefore communication. Lanham wrote: "If words matter too, if the whole range of human motive is seen as animating prose discourse, then rhetoric analysis leads us to the essential questions about prose style" (Lanham 10). This is saying that rhetoric and style are fundamentally important; they are not errors to what we actually intend to transmit. The process which we construct and deconstruct meaning deserves analysis.

Erving Goffman sees the performance of self as the most important frame to understand communication. Goffman wrote: "What does seem to be required of the individual is that he learn enough pieces of expression to be able to 'fill in' and manage, more or less, any part that he is likely to be given" (Goffman 73), highlighting the significance of expression.

The truth in both cases is the articulation of the message and the package as one. The construction of the message from social and historical context is the seed as is the pre-existing message is for the transmission model. Therefore, any look into communication theory should include the possibilities drafted by such great scholars as Richard A. Lanham[image: External link] and Goffman that style and performance is the whole process.

Communication stands so deeply rooted in human behaviors[image: External link] and the structures of society[image: External link] that scholars have difficulty thinking of it while excluding social or behavioral events.[ weasel words[image: External link]] Because communication theory remains a relatively young field of inquiry and integrates itself with other disciplines such as philosophy, psychology, and sociology, one probably cannot yet expect a consensus conceptualization of communication across disciplines.[ weasel words[image: External link]]

Communication Model Terms as provided by Rothwell (11-15):


	
Noise; interference with effective transmission and reception of a message.

	For example;

	physical noise or external noise which are environmental distractions such as poorly heated rooms, startling sounds, appearances of things, music playing some where else, and someone talking really loudly near you.

	physiological noise are biological influences that distract you from communicating competently such as sweaty palms, pounding heart, butterfly in the stomach, induced by speech anxiety, or feeling sick, exhausted at work, the ringing noise in your ear, being really hungry, and if you have a runny nose or a cough.

	psychological noise are the preconception bias and assumptions such as thinking someone who speaks like a valley girl is dumb, or someone from a foreign country can’t speak English well so you speak loudly and slowly to them.

	semantic noise are word choices that are confusing and distracting such as using the word tri-syllabic instead of three syllables.









	
Sender; the initiator and encoder of a message

	
Receiver; the one that receives the message (the listener) and the decoder of a message

	
Decode; translates the sender's spoken idea/message into something the receiver understands by using their knowledge of language from personal experience.

	
Encode; puts the idea into spoken language while putting their own meaning into the word/message.

	
Channel; the medium through which the message travels such as through oral communication (radio, television, phone, in person) or written communication (letters, email, text messages)

	
Feedback; the receiver's verbal and nonverbal responses to a message such as a nod for understanding (nonverbal), a raised eyebrow for being confused (nonverbal), or asking a question to clarify the message (verbal).

	
Message; the verbal and nonverbal components of language that is sent to the receiver by the sender which conveys an idea.



Humans act toward people or things on the basis of the meanings they assign to those people or things. -"Language is the source of meaning". -Meaning arises out of the social interaction people have with each other.

-Meaning is not inherent in objects but it is negotiated through the use of language, hence the term symbolic interactionism. As human beings, we have the ability to name things. Symbols, including names, are arbitrary signs. By talking with others, we ascribe meaning to words and develop a universe of discourse A symbol is a stimulus that has a learned/shared meaning and a value for people Significant symbols can be nonverbal as well as linguistic.

-Negative responses can consequently reduce a person to nothing. -Our expectations evoke responses that confirm what we originally anticipated, resulting in a self-fulfilling prophecy.
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 Linear Model




It is a one way model to communicate with others. It consists of the sender encoding a message and channeling it to the receiver in the presence of noise. In this model there is no feedback which may allow for a continuous exchange of information. This form of communication is a one-way form of communication that does not involve any feedback or response, and noise. (F.N.S. Palma, 1993)
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 Interactive/convergence Model




It is two linear models stacked on top of each other. The sender channels a message to the receiver and the receiver then becomes the sender and channels a message to the original sender. This model has added feedback, indicating that communication is not a one way but a two way process. It also has "field of experience" which includes our cultural background, ethnicity geographic location, extent of travel, and general personal experiences accumulated over the course of your lifetime. Draw backs – there is feedback but it is not simultaneous.


	For example, – instant messaging. The sender sends an IM to the receiver, then the original sender has to wait for the IM from the original receiver to react. Or a question/answer session where you just ask a question then you get an answer.
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 Communication Theory Framework




Main article: Theory of communication[image: External link]


It is helpful to examine communication theory through one of the following viewpoints[ weasel words[image: External link]]


	Mechanistic: This view[ who?[image: External link]] considers communication as a perfect transaction of a message from the sender to the receiver. (as seen in the diagram above)

	Psychological: This view[ who?[image: External link]] considers communication as the act of sending a message to a receiver, and the feelings and thoughts of the receiver upon interpreting the message.

	Social Constructionist[image: External link] (Symbolic Interactionist): This view considers communication to be the product of the interactants sharing and creating meaning. The Constructionist View can also be defined as, how you say something determines what the message is. The Constructionist View assumes that "truth" and "ideas" are constructed or invented through the social process of communication. Robert T. Craig[image: External link] saw the Constructionist View or the constitutive view as it's called in his article, as "…an ongoing process that symbolically forms and re-forms our personal identities." (Craig, 125). The other view of communication, the Transmission Model, sees communication as robotic and computer-like. The Transmission Model sees communication as a way of sending or receiving messages and the perfection of that. But, the Constructionist View sees communications as, "…in human life, info does not behave as simply as bits in an electronic stream. In human life, information flow is far more like an electric current running from one landmine to another" (Lanham, 7). The Constructionist View is a more realistic view of communication[ opinion[image: External link]] because it involves the interacting of human beings and the free sharing of thoughts and ideas. Daniel Chandler looks to prove that the Transmission Model is a lesser way of communicating by saying "The transmission model is not merely a gross over-simplification but a dangerously misleading representation of the nature of human communication" (Chandler, 2). Humans do not communicate simply as computers or robots so that's why it's essential to truly understand the Constructionist View of Communication well. We do not simply send facts and data to one another, but we take facts and data and they acquire meaning through the process of communication, or through interaction with others.

	Systemic: This view[ who?[image: External link]] considers communication to be the new messages created via "through-put", or what happens as the message is being interpreted and re-interpreted as it travels through people.

	Critical: This view considers communication as a source of power and oppression of individuals and social groups.[7]




Inspection of a particular theory on this level will provide a framework on the nature of communication as seen within the confines of that theory.

Theories can also be studied and organized according to the ontological, epistemological, and axiological framework imposed by the theorist.
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 Ontology




Ontology[image: External link] essentially poses the question of what, exactly, the theorist is examining. One must consider the very nature of reality. The answer usually falls in one of three realms depending on whether the theorist sees the phenomena through the lens of a realist, nominalist, or social constructionist. Realist perspective views the world objectively, believing that there is a world outside of our own experience and cognitions. Nominalists see the world subjectively, claiming that everything outside of one's cognitions is simply names and labels. Social constructionists straddle the fence between objective and subjective reality, claiming that reality is what we create together.[unbalanced opinion[image: External link]][ neutrality[image: External link] is disputed[image: External link]]
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 Epistemology




Epistemology[image: External link] is an examination of how the theorist studies the chosen phenomena. In studying epistemology, particularly from a positivist perspective, objective knowledge is said[ who?[image: External link]] to be the result of a systematic look at the causal relationships of phenomena. This knowledge is usually attained through use of the scientific method[ neutrality[image: External link] is disputed[image: External link]]. Scholars often think [ weasel words[image: External link]] that empirical evidence collected in an objective manner is most likely to reflect truth in the findings. Theories of this ilk are usually created to predict a phenomenon. Subjective theory holds that understanding is based on situated knowledge, typically found using interpretative methodology such as ethnography and also interviews. Subjective theories are typically developed to explain or understand phenomena in the social world.[citation needed[image: External link]]
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 Axiology




Axiology[image: External link] is concerned with how values inform research and theory development.[8] Most communication theory is guided by one of three axiological approaches.[citation needed[image: External link]] The first approach recognizes that values will influence theorists' interests but suggests that those values must be set aside once actual research begins. Outside replication of research findings is particularly important in this approach to prevent individual researchers' values from contaminating their findings and interpretations.[9] The second approach rejects the idea that values can be eliminated from any stage of theory development. Within this approach, theorists do not try to divorce their values from inquiry. Instead, they remain mindful of their values so that they understand how those values contextualize, influence or skew their findings.[10] The third approach not only rejects the idea that values can be separated from research and theory, but rejects the idea that they should be separated. This approach is often adopted by critical theorists[image: External link] who believe that the role of communication theory is to identify oppression and produce social change. In this axiological approach, theorists embrace their values and work to reproduce those values in their research and theory development.[11]
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 Mapping the theoretical landscape




A discipline gets defined in large part by its theoretical structure.[ weasel words[image: External link]] Communication studies often borrow theories from other social sciences[image: External link].[ neutrality[image: External link] is disputed[image: External link]] This theoretical variation makes it difficult to come to terms with the field as a whole.[ neutrality[image: External link] is disputed[image: External link]] That said, some common taxonomies exist that serve to divide up the range of communication research. Two common mappings involve contexts and assumptions.
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 Contexts




Many authors and researchers[ who?[image: External link]] divide communication by what they sometimes called " contexts[image: External link]" or "levels", but which more often represent institutional histories.[ neutrality[image: External link] is disputed[image: External link]] The study of communication in the US, while occurring within departments of psychology, sociology, linguistics, and anthropology (among others), generally developed from schools of rhetoric[image: External link] and from schools of journalism[image: External link].[citation needed[image: External link]] While many of these have become "departments of communication", they often retain their historical roots, adhering largely to theories from speech communication in the former case, and from mass media in the latter. The great divide between speech communication and mass communication[image: External link] becomes complicated by a number of smaller sub-areas of communication research, including intercultural and international communication, small group communication, communication technology[image: External link], policy and legal studies of communication, telecommunication, and work done under a variety of other labels. Some of these departments take a largely social-scientific perspective, others tend more heavily toward the humanities[image: External link], and still others gear themselves more toward production and professional preparation.

These "levels" of communication provide some way of grouping communication theories, but inevitably, some theories and concepts leak from one area to another, or fail to find a home at all.


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 The Constitutive Metamodel




Main article: Communication Theory as a Field[image: External link]


Another way of dividing up the communication field[definition needed[image: External link]] emphasizes the assumptions that undergird particular theories, models, and approaches. Robert T. Craig[image: External link] suggests that the field of communication as a whole can be understood as several different traditions who have a specific view on communication. By showing the similarities and differences between these traditions, Craig argues that the different traditions will be able to engage each other in dialogue rather than ignore each other.[2] Craig proposes seven different traditions which are:


	
Rhetorical[image: External link]: views communication as the practical art of discourse.[12]


	
Semiotic[image: External link]: views communication as the mediation by signs.[13]


	
Phenomenological[image: External link]: communication is the experience of dialogue with others.[14]


	
Cybernetic: communication is the flow of information.[15]


	
Socio-psychological[image: External link]: communication is the interaction of individuals.[16]


	
Socio-cultural[image: External link]: communication is the production and reproduction of the social order.[17]


	
Critical[image: External link]: communication is the process in which all assumptions can be challenged.[18]




Craig finds each of these clearly defined against the others, and remaining cohesive approaches to describing communicative behavior. As a taxonomic aid, these labels help to organize theory by its assumptions, and help researchers to understand why some theories may seem incommensurable.



While communication theorists very commonly use these two approaches, theorists decentralize the place of language[image: External link] and machines as communicative technologies. The idea (as argued by Vygotsky[image: External link]) of communication as the primary tool of a species defined by its tools remains on the outskirts of communication theory. It finds some representation in the Toronto School of communication theory[image: External link] (alternatively sometimes called medium theory[image: External link]) as represented by the work of Innis[image: External link], McLuhan[image: External link], and others. It seems that the ways in which individuals and groups use the technologies of communication — and in some cases are used by them — remain central to what communication researchers do. The ideas that surround this, and in particular the place of persuasion[image: External link], remain constants across both the "traditions" and "levels" of communication theory.
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 Some realms of communication and their theories





	universal communication Law: Universal Theory, Dynamic-transactional Ansatz


	message production: Constructivist Theory[image: External link], Action Assembly Theory[image: External link]


	message processing: Elaboration Likelihood Model[image: External link], Inoculation theory[image: External link]


	discourse and interaction: Speech Acts Theory[image: External link], Coordinated Management of Meaning[image: External link]


	developing relationships: Uncertainty Reduction Theory[image: External link], Social Penetration Theory[image: External link], Predicted Outcome Value Theory[image: External link]


	ongoing relationships: Relational Systems Theory, Relational Dialectics[image: External link]


	organizational: Structuration Theory[image: External link], Unobtrusive and Concertive Control Theory[image: External link]


	small group: Functional Theory, Symbolic Convergence Theory[image: External link]


	media processing and effects: Social Cognitive Theory[image: External link], Uses and Gratifications Theory[image: External link]


	media and society: Agenda Setting[image: External link], Information deficit model[image: External link], Spiral of silence[image: External link], Symbolic Convergence Theory[image: External link]


	culture: Speech Codes Theory[image: External link], Face-saving Theory[image: External link]


	making social worlds: Coordinated Management of Meaning[image: External link], Symbolic Interactionism[image: External link]


	science communication: Gateway Belief Model[image: External link]
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N-Gram






For applications in computational genomics, see k-mer[image: External link]. For Google phrase-usage graphs, see Google Ngram Viewer[image: External link].

Not to be confused with Engram (disambiguation)[image: External link].

In the fields of computational linguistics and probability[image: External link], an n-gram is a contiguous sequence of n items from a given sequence[image: External link] of text or speech. The items can be phonemes[image: External link], syllables[image: External link], letters[image: External link], words[image: External link] or base pairs[image: External link] according to the application. The n-grams typically are collected from a text[image: External link] or speech corpus[image: External link]. When the items are words, n-grams may also be called shingles.[1]

An n-gram of size 1 is referred to as a "unigram"; size 2 is a " bigram[image: External link]" (or, less commonly, a "digram"); size 3 is a " trigram[image: External link]". Larger sizes are sometimes referred to by the value of n in modern language, e.g., "four-gram", "five-gram", and so on.



TOP
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 Applications




An n-gram model is a type of probabilistic language model[image: External link] for predicting the next item in such a sequence in the form of a (n − 1)–order Markov model[image: External link].[2] n-gram models are now widely used in probability[image: External link], communication theory, computational linguistics (for instance, statistical natural language processing), computational biology[image: External link] (for instance, biological sequence analysis[image: External link]), and data compression. Two benefits of n-gram models (and algorithms that use them) are simplicity and scalability – with larger n, a model can store more context with a well-understood space–time tradeoff[image: External link], enabling small experiments to scale up efficiently.
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 Examples






	Figure 1 -gram examples from various disciplines



	Field
	Unit
	Sample sequence
	1-gram sequence
	2-gram sequence
	3-gram sequence



	Vernacular name
	
	
	unigram
	bigram
	trigram



	Order of resulting Markov model[image: External link]
	
	
	0
	1
	2



	Protein sequencing[image: External link]
	amino acid[image: External link]
	… Cys-Gly-Leu-Ser-Trp …
	…, Cys, Gly, Leu, Ser, Trp, …
	…, Cys-Gly, Gly-Leu, Leu-Ser, Ser-Trp, …
	…, Cys-Gly-Leu, Gly-Leu-Ser, Leu-Ser-Trp, …



	DNA sequencing[image: External link]
	base pair[image: External link]
	…AGCTTCGA…
	…, A, G, C, T, T, C, G, A, …
	…, AG, GC, CT, TT, TC, CG, GA, …
	…, AGC, GCT, CTT, TTC, TCG, CGA, …



	Computational linguistics
	character[image: External link]
	…to_be_or_not_to_be…
	…, t, o, _, b, e, _, o, r, _, n, o, t, _, t, o, _, b, e, …
	…, to, o_, _b, be, e_, _o, or, r_, _n, no, ot, t_, _t, to, o_, _b, be, …
	…, to_, o_b, _be, be_, e_o, _or, or_, r_n, _no, not, ot_, t_t, _to, to_, o_b, _be, …



	Computational linguistics
	word[image: External link]
	… to be or not to be …
	…, to, be, or, not, to, be, …
	…, to be, be or, or not, not to, to be, …
	…, to be or, be or not, or not to, not to be, …




Figure 1 shows several example sequences and the corresponding 1-gram, 2-gram and 3-gram sequences.

Here are further examples; these are word-level 3-grams and 4-grams (and counts of the number of times they appeared) from the Google n-gram corpus.[3]

3-grams


	ceramics collectables collectibles (55)

	ceramics collectables fine (130)

	ceramics collected by (52)

	ceramics collectible pottery (50)

	ceramics collectibles cooking (45)



4-grams


	serve as the incoming (92)

	serve as the incubator (99)

	serve as the independent (794)

	serve as the index (223)

	serve as the indication (72)

	serve as the indicator (120)
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 n-gram models




An n-gram model models sequences, notably natural languages, using the statistical properties of n-grams.

This idea can be traced to an experiment by Claude Shannon's work in information theory. Shannon posed the question: given a sequence of letters (for example, the sequence "for ex"), what is the likelihood[image: External link] of the next letter? From training data, one can derive a probability distribution[image: External link] for the next letter given a history of size : a = 0.4, b = 0.00001, c = 0, ....; where the probabilities of all possible "next-letters" sum to 1.0.

More concisely, an n-gram model predicts based on . In probability terms, this is . When used for language modeling[image: External link], independence assumptions are made so that each word depends only on the last n − 1 words. This Markov model[image: External link] is used as an approximation of the true underlying language. This assumption is important because it massively simplifies the problem of estimating the language model from data. In addition, because of the open nature of language, it is common to group words unknown to the language model together.

Note that in a simple n-gram language model, the probability of a word, conditioned on some number of previous words (one word in a bigram model, two words in a trigram model, etc.) can be described as following a categorical distribution[image: External link] (often imprecisely called a "multinomial distribution[image: External link]").

In practice, the probability distributions are smoothed by assigning non-zero probabilities to unseen words or n-grams; see smoothing techniques[image: External link].
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 Applications and considerations




n-gram models are widely used in statistical natural language processing. In speech recognition[image: External link], phonemes[image: External link] and sequences of phonemes are modeled using a n-gram distribution. For parsing, words are modeled such that each n-gram is composed of n words. For language identification[image: External link], sequences of characters[image: External link]/ graphemes[image: External link] (e.g., letters of the alphabet[image: External link]) are modeled for different languages.[4] For sequences of characters, the 3-grams (sometimes referred to as "trigrams") that can be generated from "good morning" are "goo", "ood", "od ", "d m", " mo", "mor" and so forth, counting the space character as a gram (sometimes the beginning and end of a text are modeled explicitly, adding "__g", "_go", "ng_", and "g__"). For sequences of words, the trigrams that can be generated from "the dog smelled like a skunk" are "# the dog", "the dog smelled", "dog smelled like", "smelled like a", "like a skunk" and "a skunk #".

Practitioners[ who?[image: External link]] more interested in multiple word terms might preprocess strings to remove spaces.[ who?[image: External link]] Many simply collapse whitespace[image: External link] to a single space while preserving paragraph marks, because the whitespace is frequently either an element of writing style or introduces layout or presentation not required by the prediction and deduction methodology. Punctuation is also commonly reduced or removed by preprocessing and is frequently used to trigger functionality.

n-grams can also be used for sequences of words or almost any type of data. For example, they have been used for extracting features for clustering large sets of satellite earth images and for determining what part of the Earth a particular image came from.[5] They have also been very successful as the first pass in genetic sequence search and in the identification of the species from which short sequences of DNA originated.[6]

n-gram models are often criticized because they lack any explicit representation of long range dependency. This is because the only explicit dependency range is (n − 1) tokens for an n-gram model, and since natural languages incorporate many cases of unbounded dependencies (such as wh-movement[image: External link]), this means that an n-gram model cannot in principle distinguish unbounded dependencies from noise (since long range correlations drop exponentially with distance for any Markov model). For this reason, n-gram models have not made much impact on linguistic theory, where part of the explicit goal is to model such dependencies.

Another criticism that has been made is that Markov models of language, including n-gram models, do not explicitly capture the performance/competence distinction. This is because n-gram models are not designed to model linguistic knowledge as such, and make no claims to being (even potentially) complete models of linguistic knowledge; instead, they are used in practical applications.

In practice, n-gram models have been shown to be extremely effective in modeling language data, which is a core component in modern statistical language applications.

Most modern applications that rely on n-gram based models, such as machine translation[image: External link] applications, do not rely exclusively on such models; instead, they typically also incorporate Bayesian inference[image: External link]. Modern statistical models are typically made up of two parts, a prior distribution[image: External link] describing the inherent likelihood of a possible result and a likelihood function[image: External link] used to assess the compatibility of a possible result with observed data. When a language model is used, it is used as part of the prior distribution (e.g. to gauge the inherent "goodness" of a possible translation), and even then it is often not the only component in this distribution.

Handcrafted features[image: External link] of various sorts are also used, for example variables that represent the position of a word in a sentence or the general topic of discourse. In addition, features based on the structure of the potential result, such as syntactic considerations, are often used. Such features are also used as part of the likelihood function, which makes use of the observed data. Conventional linguistic theory can be incorporated in these features (although in practice, it is rare that features specific to generative or other particular theories of grammar are incorporated, as computational linguists tend to be "agnostic" towards individual theories of grammar[citation needed[image: External link]]).
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 Out-of-vocabulary words




Main article: Statistical machine translation[image: External link]


An issue when using n-gram language models are out-of-vocabulary (OOV) words. They are encountered in computational linguistics and natural language processing when the input includes words which were not present in a system's dictionary or database during its preparation. By default, when a language model is estimated, the entire observed vocabulary is used. In some cases, it may be necessary to estimate the language model with a specific fixed vocabulary. In such a scenario, the n-grams in the corpus[image: External link] that contain an out-of-vocabulary word are ignored. The n-gram probabilities are smoothed over all the words in the vocabulary even if they were not observed.[7]

Nonetheless, it is essential in some cases to explicitly model the probability of out-of-vocabulary words by introducing a special token (e.g. <unk>) into the vocabulary. Out-of-vocabulary words in the corpus are effectively replaced with this special <unk> token before n-grams counts are cumulated. With this option, it is possible to estimate the transition probabilities of n-grams involving out-of-vocabulary words.[8]
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 n-grams for approximate matching




Main article: Approximate string matching[image: External link]


n-grams can also be used for efficient approximate matching. By converting a sequence of items to a set of n-grams, it can be embedded in a vector space[image: External link], thus allowing the sequence to be compared to other sequences in an efficient manner. For example, if we convert strings with only letters in the English alphabet into single character 3-grams, we get a -dimensional space (the first dimension measures the number of occurrences of "aaa", the second "aab", and so forth for all possible combinations of three letters). Using this representation, we lose information about the string. For example, both the strings "abc" and "bca" give rise to exactly the same 2-gram "bc" (although {"ab", "bc"} is clearly not the same as {"bc", "ca"}). However, we know empirically that if two strings of real text have a similar vector representation (as measured by cosine distance[image: External link]) then they are likely to be similar. Other metrics have also been applied to vectors of n-grams with varying, sometimes better, results. For example, z-scores[image: External link] have been used to compare documents by examining how many standard deviations each n-gram differs from its mean occurrence in a large collection, or text corpus[image: External link], of documents (which form the "background" vector). In the event of small counts, the g-score (also known as g-test[image: External link]) may give better results for comparing alternative models.

It is also possible to take a more principled approach to the statistics of n-grams, modeling similarity as the likelihood that two strings came from the same source directly in terms of a problem in Bayesian inference[image: External link].

n-gram-based searching can also be used for plagiarism detection[image: External link].
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 Other applications




n-grams find use in several areas of computer science, computational linguistics, and applied mathematics.

They have been used to:


	design kernels[image: External link] that allow machine learning[image: External link] algorithms such as support vector machines[image: External link] to learn from string data

	find likely candidates for the correct spelling of a misspelled word

	improve compression in compression algorithms where a small area of data requires n-grams of greater length

	assess the probability of a given word sequence appearing in text of a language of interest in pattern recognition systems, speech recognition[image: External link], OCR (optical character recognition[image: External link]), Intelligent Character Recognition[image: External link] ( ICR[image: External link]), machine translation[image: External link] and similar applications

	improve retrieval in information retrieval[image: External link] systems when it is hoped to find similar "documents" (a term for which the conventional meaning is sometimes stretched, depending on the data set) given a single query document and a database of reference documents

	improve retrieval performance in genetic sequence analysis as in the BLAST[image: External link] family of programs

	identify the language a text is in or the species a small sequence of DNA was taken from

	predict letters or words at random in order to create text, as in the dissociated press[image: External link] algorithm.

	cryptanalysis
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 Bias-versus-variance trade-off




To choose a value for n in an n-gram model, it is necessary to find the right trade off between the stability of the estimate against its appropriateness. This means that trigram (i.e. triplets of words) is a common choice with large training corpora (millions of words), whereas a bigram is often used with smaller ones.
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 Smoothing techniques




There are problems of balance weight between infrequent grams (for example, if a proper name appeared in the training data) and frequent grams. Also, items not seen in the training data will be given a probability[image: External link] of 0.0 without smoothing[image: External link]. For unseen but plausible data from a sample, one can introduce pseudocounts[image: External link]. Pseudocounts are generally motivated on Bayesian grounds.

In practice it is necessary to smooth the probability distributions by also assigning non-zero probabilities to unseen words or n-grams. The reason is that models derived directly from the n-gram frequency counts have severe problems when confronted with any n-grams that have not explicitly been seen before – the zero-frequency problem[image: External link]. Various smoothing methods are used, from simple "add-one" (Laplace) smoothing (assign a count of 1 to unseen n-grams; see Rule of succession[image: External link]) to more sophisticated models, such as Good–Turing discounting[image: External link] or back-off models[image: External link]. Some of these methods are equivalent to assigning a prior distribution[image: External link] to the probabilities of the n-grams and using Bayesian inference[image: External link] to compute the resulting posterior[image: External link] n-gram probabilities. However, the more sophisticated smoothing models were typically not derived in this fashion, but instead through independent considerations.


	
Linear interpolation[image: External link] (e.g., taking the weighted mean[image: External link] of the unigram, bigram, and trigram)

	
Good–Turing[image: External link] discounting

	Witten–Bell discounting

	Lidstone's smoothing[image: External link]

	
Katz's back-off model[image: External link] (trigram)

	Kneser–Ney smoothing[image: External link]
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 Skip-gram




In the field of computational linguistics, in particular language modeling[image: External link], skip-grams[9] are a generalization of n-grams in which the components (typically words) need not be consecutive in the text under consideration, but may leave gaps that are skipped over.[10] They provide one way of overcoming the data sparsity problem found with conventional n-gram analysis.

Formally, an n-gram is a consecutive subsequence of length n of some sequence of tokens w1 … wn. A k-skip-n-gram is a length-n subsequence where the components occur at distance at most k from each other.

For example, in the input text:


	the rain in Spain falls mainly on the plain



the set of 1-skip-2-grams includes all the bigrams (2-grams), and in addition the subsequences


	
the in, rain Spain, in falls, Spain mainly, falls on, mainly the, and on plain.
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 Syntactic n-grams




Syntactic n-grams are n-grams defined by paths in syntactic dependency or constituent trees rather than the linear structure of the text.[11][12][13] For example, the sentence "economic news has little effect on financial markets" can be transformed to syntactic n-grams following the tree structure of its dependency relations[image: External link]: news-economic, effect-little, effect-on-markets-financial.[11]

Syntactic n-grams are intended to reflect syntactic structure more faithfully than linear n-grams, and have many of the same applications, especially as features in a Vector Space Model. Syntactic n-grams for certain tasks gives better results than the use of standard n-grams, for example, for authorship attribution.[14]
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 See also





	Collocation[image: External link]

	Hidden Markov model[image: External link]

	n-tuple[image: External link]

	String kernel[image: External link]

	MinHash[image: External link]

	Feature extraction[image: External link]

	Longest common substring problem[image: External link]
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Nyquist–Shannon sampling Theorem






In the field of digital signal processing[image: External link], the sampling theorem is a fundamental bridge between continuous-time signals[image: External link] (often called "analog signals") and discrete-time signals[image: External link] (often called "digital signals"). It establishes a sufficient condition for a sample rate[image: External link] that permits a discrete sequence of samples to capture all the information from a continuous-time signal of finite bandwidth.

Strictly speaking, the theorem only applies to a class of mathematical functions[image: External link] having a Fourier transform[image: External link] that is zero outside of a finite region of frequencies. Intuitively we expect that when one reduces a continuous function to a discrete sequence and interpolates[image: External link] back to a continuous function, the fidelity of the result depends on the density (or sample rate) of the original samples. The sampling theorem introduces the concept of a sample rate that is sufficient for perfect fidelity for the class of functions that are bandlimited[image: External link] to a given bandwidth, such that no actual information is lost in the sampling process. It expresses the sufficient sample rate in terms of the bandwidth for the class of functions. The theorem also leads to a formula for perfectly reconstructing the original continuous-time function from the samples.

Perfect reconstruction may still be possible when the sample-rate criterion is not satisfied, provided other constraints on the signal are known. (See § Sampling of non-baseband signals below, and compressed sensing[image: External link].) In some cases (when the sample-rate criterion is not satisfied), utilizing additional constraints allows for approximate reconstructions. The fidelity of these reconstructions can be verified and quantified utilizing Bochner's theorem[image: External link].[1]

The name Nyquist–Shannon sampling theorem honors Harry Nyquist and Claude Shannon. The theorem was also discovered independently by E. T. Whittaker[image: External link], by Vladimir Kotelnikov[image: External link], and by others. It is thus also known by the names Nyquist–Shannon–Kotelnikov, Whittaker–Shannon–Kotelnikov, Whittaker–Nyquist–Kotelnikov–Shannon, and cardinal theorem of interpolation.



TOP
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Sampling is a process of converting a signal (for example, a function of continuous time and/or space) into a numeric sequence (a function of discrete time and/or space). Shannon's version of the theorem states:[2]


  If a function x(t) contains no frequencies higher than B  hertz[image: External link], it is completely determined by giving its ordinates at a series of points spaced 1/(2B) seconds apart.


A sufficient sample-rate is therefore 2B samples/second, or anything larger. Equivalently, for a given sample rate fs, perfect reconstruction is guaranteed possible for a bandlimit B < fs/2.

When the bandlimit is too high (or there is no bandlimit), the reconstruction exhibits imperfections known as aliasing[image: External link]. Modern statements of the theorem are sometimes careful to explicitly state that x(t) must contain no sinusoidal[image: External link] component at exactly frequency B, or that B must be strictly less than ½ the sample rate. The two thresholds, 2B and fs/2 are respectively called the Nyquist rate[image: External link] and Nyquist frequency[image: External link]. And respectively, they are attributes of x(t) and of the sampling equipment. The condition described by these inequalities is called the Nyquist criterion, or sometimes the Raabe condition. The theorem is also applicable to functions of other domains, such as space, in the case of a digitized image. The only change, in the case of other domains, is the units of measure applied to t, fs, and B.

The symbol T = 1/fs is customarily used to represent the interval between samples and is called the sample period or sampling interval. And the samples of function x(t) are commonly denoted by x[n] = x(nT) (alternatively "xn" in older signal processing literature), for all integer values of n. A mathematically ideal way to interpolate the sequence involves the use of sinc functions[image: External link]. Each sample in the sequence is replaced by a sinc function, centered on the time axis at the original location of the sample, nT, with the amplitude of the sinc function scaled to the sample value, x[n]. Subsequently, the sinc functions are summed into a continuous function. A mathematically equivalent method is to convolve one sinc function with a series of Dirac delta[image: External link] pulses, weighted by the sample values. Neither method is numerically practical. Instead, some type of approximation of the sinc functions, finite in length, is used. The imperfections attributable to the approximation are known as interpolation error.

Practical digital-to-analog converters[image: External link] produce neither scaled and delayed sinc functions, nor ideal Dirac pulses. Instead they produce a piecewise-constant[image: External link] sequence of scaled and delayed rectangular pulses[image: External link] (the zero-order hold[image: External link]), usually followed by an "anti-imaging filter" to clean up spurious high-frequency content.
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 Aliasing




Main article: Aliasing[image: External link]


When x(t) is a function with a Fourier transform[image: External link], X(f):


	



the Poisson summation formula[image: External link] indicates that the samples, x(nT), of x(t) are sufficient to create a periodic summation[image: External link] of X(f). The result is:


	


	



	




	
 


	
 


	
 





	
 







	
(Eq.1)










which is a periodic function and its equivalent representation as a Fourier series[image: External link], whose coefficients are T•x(nT). This function is also known as the discrete-time Fourier transform[image: External link] (DTFT) of the sequence T•x(nT), for integers n.

As depicted, copies of X(f) are shifted by multiples of fs and combined by addition. For a band-limited function  (X(f) = 0 for all |f| ≥ B),  and sufficiently large fs, it is possible for the copies to remain distinct from each other. But if the Nyquist criterion is not satisfied, adjacent copies overlap, and it is not possible in general to discern an unambiguous X(f). Any frequency component above fs/2 is indistinguishable from a lower-frequency component, called an alias, associated with one of the copies. In such cases, the customary interpolation techniques produce the alias, rather than the original component. When the sample-rate is pre-determined by other considerations (such as an industry standard), x(t) is usually filtered to reduce its high frequencies to acceptable levels before it is sampled. The type of filter required is a lowpass filter[image: External link], and in this application it is called an anti-aliasing filter[image: External link].
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 Derivation as a special case of Poisson summation




When there is no overlap of the copies (aka "images") of X(f), the k = 0 term of Xs(f) can be recovered by the product:


	      where:





	



At this point, the sampling theorem is proved, since X(f) uniquely determines x(t).

All that remains is to derive the formula for reconstruction. H(f) need not be precisely defined in the region [B, fs − B] because Xs(f) is zero in that region. However, the worst case is when B = fs/2, the Nyquist frequency. A function that is sufficient for that and all less severe cases is:


	



where rect(•) is the rectangular function[image: External link].  Therefore:


	      (from  Eq.1, above).

	     [note 1]




The inverse transform of both sides produces the Whittaker–Shannon interpolation formula:


	



which shows how the samples, x(nT), can be combined to reconstruct x(t).


	Larger-than-necessary values of fs (smaller values of T), called oversampling, have no effect on the outcome of the reconstruction and have the benefit of leaving room for a transition band in which H(f) is free to take intermediate values. Undersampling[image: External link], which causes aliasing, is not in general a reversible operation.

	Theoretically, the interpolation formula can be implemented as a low pass filter[image: External link], whose impulse response is sinc(t/T) and whose input is which is a Dirac comb[image: External link] function modulated by the signal samples. Practical digital-to-analog converters[image: External link] (DAC) implement an approximation like the zero-order hold[image: External link]. In that case, oversampling can reduce the approximation error.
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 Shannon's original proof




Poisson shows that the Fourier series in Eq.1 produces the periodic summation of X(f), regardless of fs and B. Shannon, however, only derives the series coefficients for the case fs = 2B. Virtually quoting Shannon's original paper:


	Let be the spectrum of   Then




	


	
	



	
	









	since is assumed to be zero outside the band . If we let




	




	where n is any positive or negative integer, we obtain




	




	On the left are values of at the sampling points. The integral on the right will be recognized as essentially[n 1] the nth coefficient in a Fourier-series expansion of the function taking the interval –B to B as a fundamental period. This means that the values of the samples determine the Fourier coefficients in the series expansion of   Thus they determine since is zero for frequencies greater than B, and for lower frequencies is determined if its Fourier coefficients are determined. But determines the original function completely, since a function is determined if its spectrum is known. Therefore the original samples determine the function completely.



Shannon's proof of the theorem is complete at that point, but he goes on to discuss reconstruction via sinc functions[image: External link], what we now call the Whittaker–Shannon interpolation formula as discussed above. He does not derive or prove the properties of the sinc function, but these would have been[ weasel words[image: External link]] familiar to engineers reading his works at the time, since the Fourier pair relationship between rect[image: External link] (the rectangular function) and sinc was well known.


	Let be the nth sample. Then the function is represented by:




	



As in the other proof, the existence of the Fourier transform of the original signal is assumed, so the proof does not say whether the sampling theorem extends to bandlimited stationary random processes.
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 Notes






	
^ The actual coefficient formula contains an additional factor of So Shannon's coefficients are which agrees with Eq.1.
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 Application to multivariable signals and images




Main article: Multidimensional sampling[image: External link]


The sampling theorem is usually formulated for functions of a single variable. Consequently, the theorem is directly applicable to time-dependent signals and is normally formulated in that context. However, the sampling theorem can be extended in a straightforward way to functions of arbitrarily many variables. Grayscale images, for example, are often represented as two-dimensional arrays (or matrices) of real numbers representing the relative intensities of pixels[image: External link] (picture elements) located at the intersections of row and column sample locations. As a result, images require two independent variables, or indices, to specify each pixel uniquely—one for the row, and one for the column.

Color images typically consist of a composite of three separate grayscale images, one to represent each of the three primary colors—red, green, and blue, or RGB for short. Other colorspaces using 3-vectors for colors include HSV, CIELAB, XYZ, etc. Some colorspaces such as cyan, magenta, yellow, and black (CMYK) may represent color by four dimensions. All of these are treated as vector-valued functions[image: External link] over a two-dimensional sampled domain.

Similar to one-dimensional discrete-time signals, images can also suffer from aliasing if the sampling resolution, or pixel density, is inadequate. For example, a digital photograph of a striped shirt with high frequencies (in other words, the distance between the stripes is small), can cause aliasing of the shirt when it is sampled by the camera's image sensor[image: External link]. The aliasing appears as a moiré pattern[image: External link]. The "solution" to higher sampling in the spatial domain for this case would be to move closer to the shirt, use a higher resolution sensor, or to optically blur the image before acquiring it with the sensor.

Another example is shown to the right in the brick patterns. The top image shows the effects when the sampling theorem's condition is not satisfied. When software rescales an image (the same process that creates the thumbnail shown in the lower image) it, in effect, runs the image through a low-pass filter first and then downsamples[image: External link] the image to result in a smaller image that does not exhibit the moiré pattern[image: External link]. The top image is what happens when the image is downsampled without low-pass filtering: aliasing results.

The application of the sampling theorem to images should be made with care. For example, the sampling process in any standard image sensor (CCD or CMOS camera) is relatively far from the ideal sampling which would measure the image intensity at a single point. Instead these devices have a relatively large sensor area at each sample point in order to obtain sufficient amount of light. In other words, any detector has a finite-width point spread function[image: External link]. The analog optical image intensity function which is sampled by the sensor device is not in general bandlimited, and the non-ideal sampling is itself a useful type of low-pass filter, though not always sufficient to remove enough high frequencies to sufficiently reduce aliasing. When the area of the sampling spot (the size of the pixel sensor) is not large enough to provide sufficient spatial anti-aliasing[image: External link], a separate anti-aliasing filter (optical low-pass filter) is typically included in a camera system to further blur the optical image. Despite images having these problems in relation to the sampling theorem, the theorem can be used to describe the basics of down and up sampling of images.
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 Critical frequency




To illustrate the necessity of fs > 2B, consider the family of sinusoids generated by different values of θ in this formula:


	



With fs = 2B or equivalently T = 1/(2B), the samples are given by:


	



regardless of the value of θ. That sort of ambiguity is the reason for the strict inequality of the sampling theorem's condition.
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 Sampling of non-baseband signals




As discussed by Shannon:[2]


	

A similar result is true if the band does not start at zero frequency but at some higher value, and can be proved by a linear translation (corresponding physically to single-sideband modulation[image: External link]) of the zero-frequency case. In this case the elementary pulse is obtained from sin(x)/x by single-side-band modulation.







That is, a sufficient no-loss condition for sampling signals[image: External link] that do not have baseband[image: External link] components exists that involves the width of the non-zero frequency interval as opposed to its highest frequency component. See Sampling (signal processing) for more details and examples.

For example, in order to sample the FM radio[image: External link] signals in the frequency range of 100-102 MHz[image: External link], it is not necessary to sample at 204 MHz (twice the upper frequency), but rather it is sufficient to sample at 4 MHz (twice the width of the frequency interval).

A bandpass condition is that X(f) = 0, for all nonnegative f outside the open band of frequencies:


	



for some nonnegative integer N. This formulation includes the normal baseband condition as the case N=0.

The corresponding interpolation function is the impulse response of an ideal brick-wall bandpass filter[image: External link] (as opposed to the ideal brick-wall[image: External link] lowpass filter[image: External link] used above) with cutoffs at the upper and lower edges of the specified band, which is the difference between a pair of lowpass impulse responses:


	



Other generalizations, for example to signals occupying multiple non-contiguous bands, are possible as well. Even the most generalized form of the sampling theorem does not have a provably true converse. That is, one cannot conclude that information is necessarily lost just because the conditions of the sampling theorem are not satisfied; from an engineering perspective, however, it is generally safe to assume that if the sampling theorem is not satisfied then information will most likely be lost.
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 Nonuniform sampling




The sampling theory of Shannon can be generalized for the case of nonuniform sampling[image: External link], that is, samples not taken equally spaced in time. The Shannon sampling theory for non-uniform sampling states that a band-limited signal can be perfectly reconstructed from its samples if the average sampling rate satisfies the Nyquist condition.[3] Therefore, although uniformly spaced samples may result in easier reconstruction algorithms, it is not a necessary condition for perfect reconstruction.

The general theory for non-baseband and nonuniform samples was developed in 1967 by Landau[image: External link].[4] He proved that the average sampling rate (uniform or otherwise) must be twice the occupied bandwidth of the signal, assuming it is a priori known what portion of the spectrum was occupied. In the late 1990s, this work was partially extended to cover signals of when the amount of occupied bandwidth was known, but the actual occupied portion of the spectrum was unknown.[5] In the 2000s, a complete theory was developed (see the section Beyond Nyquist[image: External link] below) using compressed sensing[image: External link]. In particular, the theory, using signal processing language, is described in this 2009 paper.[6] They show, among other things, that if the frequency locations are unknown, then it is necessary to sample at least at twice the Nyquist criteria; in other words, you must pay at least a factor of 2 for not knowing the location of the spectrum[image: External link]. Note that minimum sampling requirements do not necessarily guarantee stability[image: External link].
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 Sampling below the Nyquist rate under additional restrictions




Main article: Undersampling[image: External link]


The Nyquist–Shannon sampling theorem provides a sufficient condition[image: External link] for the sampling and reconstruction of a band-limited signal. When reconstruction is done via the Whittaker–Shannon interpolation formula, the Nyquist criterion is also a necessary condition to avoid aliasing, in the sense that if samples are taken at a slower rate than twice the band limit, then there are some signals that will not be correctly reconstructed. However, if further restrictions are imposed on the signal, then the Nyquist criterion may no longer be a necessary condition[image: External link].

A non-trivial example of exploiting extra assumptions about the signal is given by the recent field of compressed sensing[image: External link], which allows for full reconstruction with a sub-Nyquist sampling rate. Specifically, this applies to signals that are sparse (or compressible) in some domain. As an example, compressed sensing deals with signals that may have a low over-all bandwidth (say, the effective bandwidth EB), but the frequency locations are unknown, rather than all together in a single band, so that the passband technique[image: External link] doesn't apply. In other words, the frequency spectrum is sparse. Traditionally, the necessary sampling rate is thus 2B. Using compressed sensing techniques, the signal could be perfectly reconstructed if it is sampled at a rate slightly lower than 2EB. The downside of this approach is that reconstruction is no longer given by a formula, but instead by the solution to a convex optimization program[image: External link] which requires well-studied but nonlinear methods.

Another example where sub-Nyquist sampling is optimal arises under the additional constraint that the samples are quantized in an optimal manner, as in a combined system of sampling and optimal lossy compression[image: External link].[7] This setting is relevant in cases where the joint effect of sampling and quantization[image: External link] is to be considered, and can provide a lower bound for the minimal reconstruction error that can be attained in sampling and quantizing a random signal[image: External link]. For stationary Gaussian random signals, this lower bound is usually attained at a sub-Nyquist sampling rate, indicating that sub-Nyquist sampling is optimal for this signal model under optimal quantization[image: External link].[8]
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 Historical background




The sampling theorem was implied by the work of Harry Nyquist in 1928,[9]  in which he showed that up to 2B independent pulse samples could be sent through a system of bandwidth B; but he did not explicitly consider the problem of sampling and reconstruction of continuous signals. About the same time, Karl Küpfmüller[image: External link] showed a similar result,[10] and discussed the sinc-function impulse response of a band-limiting filter, via its integral, the step response Integralsinus[image: External link]; this bandlimiting and reconstruction filter that is so central to the sampling theorem is sometimes referred to as a Küpfmüller filter (but seldom so in English).

The sampling theorem, essentially a dual[image: External link] of Nyquist's result, was proved by Claude E. Shannon.[2]  V. A. Kotelnikov[image: External link] published similar results in 1933,[11]  as did the mathematician E. T. Whittaker[image: External link] in 1915,[12]  J. M. Whittaker in 1935,[13]  and Gabor in 1946 ("Theory of communication").  In 1999, the Eduard Rhein Foundation awarded Kotelnikov their Basic Research Award "for the first theoretically exact formulation of the sampling theorem."

In 1948 and 1949, Claude E. Shannon published the two revolutionary papers in which he founded the information theory. [14][15][2]  In Shannon 1948 the sampling theorem is formulated as “Theorem 13”:  Let f(t) contain no frequencies over W.  Then


	



where Xn = f(n/2W).  It was not until these papers were published that the theorem known as “Shannon’s sampling theorem” became common property among communication engineers, although Shannon himself writes that this is a fact which is common knowledge in the communication art.[note 2] A few lines further on, however, he adds: ... "but in spite of its evident importance [it] seems not to have appeared explicitly in the literature of communication theory".
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 Other discoverers




Others who have independently discovered or played roles in the development of the sampling theorem have been discussed in several historical articles, for example by Jerri[16] and by Lüke.[17] For example, Lüke points out that H. Raabe, an assistant to Küpfmüller, proved the theorem in his 1939 Ph.D. dissertation; the term Raabe condition came to be associated with the criterion for unambiguous representation (sampling rate greater than twice the bandwidth). Meijering[18] mentions several other discoverers and names in a paragraph and pair of footnotes:


As pointed out by Higgins [135], the sampling theorem should really be considered in two parts, as done above: the first stating the fact that a bandlimited function is completely determined by its samples, the second describing how to reconstruct the function using its samples. Both parts of the sampling theorem were given in a somewhat different form by J. M. Whittaker [350, 351, 353] and before him also by Ogura [241, 242]. They were probably not aware of the fact that the first part of the theorem had been stated as early as 1897 by Borel [25].27 As we have seen, Borel also used around that time what became known as the cardinal series. However, he appears not to have made the link [135]. In later years it became known that the sampling theorem had been presented before Shannon to the Russian communication community by Kotel'nikov [173]. In more implicit, verbal form, it had also been described in the German literature by Raabe [257]. Several authors [33, 205] have mentioned that Someya [296] introduced the theorem in the Japanese literature parallel to Shannon. In the English literature, Weston [347] introduced it independently of Shannon around the same time.28




27 Several authors, following Black [16], have claimed that this first part of the sampling theorem was stated even earlier by Cauchy, in a paper [41] published in 1841. However, the paper of Cauchy does not contain such a statement, as has been pointed out by Higgins [135].




28 As a consequence of the discovery of the several independent introductions of the sampling theorem, people started to refer to the theorem by including the names of the aforementioned authors, resulting in such catchphrases as “the Whittaker–Kotel’nikov–Shannon (WKS) sampling theorem" [155] or even "the Whittaker–Kotel'nikov–Raabe–Shannon–Someya sampling theorem" [33]. To avoid confusion, perhaps the best thing to do is to refer to it as the sampling theorem, "rather than trying to find a title that does justice to all claimants" [136].
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Exactly how, when, or why Harry Nyquist had his name attached to the sampling theorem remains obscure. The term Nyquist Sampling Theorem (capitalized thus) appeared as early as 1959 in a book from his former employer, Bell Labs,[19] and appeared again in 1963,[20] and not capitalized in 1965.[21] It had been called the Shannon Sampling Theorem as early as 1954,[22] but also just the sampling theorem by several other books in the early 1950s.

In 1958, Blackman and Tukey cited Nyquist's 1928 paper as a reference for the sampling theorem of information theory,[23] even though that paper does not treat sampling and reconstruction of continuous signals as others did. Their glossary of terms includes these entries:


	
Sampling theorem (of information theory)




	Nyquist's result that equi-spaced data, with two or more points per cycle of highest frequency, allows reconstruction of band-limited functions. (See Cardinal theorem.)




	
Cardinal theorem (of interpolation theory)




	A precise statement of the conditions under which values given at a doubly infinite set of equally spaced points can be interpolated to yield a continuous band-limited function with the aid of the function




	



Exactly what "Nyquist's result" they are referring to remains mysterious.

When Shannon stated and proved the sampling theorem in his 1949 paper, according to Meijering[18] "he referred to the critical sampling interval T = 1/(2W) as the Nyquist interval corresponding to the band W, in recognition of Nyquist’s discovery of the fundamental importance of this interval in connection with telegraphy." This explains Nyquist's name on the critical interval, but not on the theorem.

Similarly, Nyquist's name was attached to Nyquist rate[image: External link] in 1953 by Harold S. Black[image: External link]:[24]


	"If the essential frequency range is limited to B cycles per second, 2B was given by Nyquist as the maximum number of code elements per second that could be unambiguously resolved, assuming the peak interference is less half a quantum step. This rate is generally referred to as signaling at the Nyquist rate and 1/(2B) has been termed a Nyquist interval." (bold added for emphasis; italics as in the original)



According to the OED[image: External link], this may be the origin of the term Nyquist rate. In Black's usage, it is not a sampling rate, but a signaling rate.
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 See also





	
Balian–Low theorem[image: External link], a similar theoretical lower-bound on sampling rates, but which applies to time–frequency transforms[image: External link].

	The Cheung–Marks theorem[image: External link] specifies conditions where restoration of a signal by the sampling theorem can become ill-posed.

	Hartley's law[image: External link]

	Nyquist ISI criterion[image: External link]

	Reconstruction from zero crossings[image: External link]

	Zero-order hold[image: External link]
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 Notes






	
^ The sinc function follows from rows 202 and 102 of the transform tables[image: External link]


	
^ Shannon 1949, p 448.
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One-time Pad






In cryptography, the one-time pad (OTP) is an encryption[image: External link] technique that cannot be cracked, but requires the use of a one-time pre-shared key the same size as, or longer than, the message being sent. In this technique, a plaintext[image: External link] is paired with a random secret key[image: External link] (also referred to as a one-time pad). Then, each bit or character of the plaintext is encrypted by combining it with the corresponding bit or character from the pad using modular addition[image: External link]. If the key is truly random[image: External link], is at least as long as the plaintext, is never reused in whole or in part, and is kept completely secret[image: External link], then the resulting ciphertext[image: External link] will be impossible to decrypt or break.[1][2][3] It has also been proven that any cipher with the perfect secrecy property must use keys with effectively the same requirements as OTP keys.[4] However, practical problems have prevented one-time pads from being widely used.

First described by Frank Miller[image: External link] in 1882,[5][6] the one-time pad was re-invented in 1917. On July 22, 1919, U.S. Patent 1,310,719 was issued to Gilbert S. Vernam[image: External link] for the XOR[image: External link] operation used for the encryption of a one-time pad.[7] Derived from his Vernam cipher, the system was a cipher that combined a message with a key read from a punched tape[image: External link]. In its original form, Vernam's system was vulnerable because the key tape was a loop, which was reused whenever the loop made a full cycle. One-time use came later, when Joseph Mauborgne[image: External link] recognized that if the key tape were totally random, then cryptanalysis would be impossible.[8]

The "pad" part of the name comes from early implementations where the key material was distributed as a pad of paper, so that the top sheet could be easily torn off and destroyed after use. For ease of concealment, the pad was sometimes reduced to such a small size that a powerful magnifying glass[image: External link] was required to use it. The KGB[image: External link] used pads of such size that they could fit in the palm of one's hand,[9] or in a walnut[image: External link] shell.[10] To increase security, one-time pads were sometimes printed onto sheets of highly flammable nitrocellulose[image: External link], so that they could be quickly burned after use.

There is some ambiguity to the term because some sources use the terms "Vernam cipher" and "one-time pad" synonymously, while others refer to any additive stream cipher as a "Vernam cipher", including those based on a cryptographically secure pseudorandom number generator[image: External link] (CSPRNG).[11]



TOP
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Frank Miller[image: External link] in 1882 was the first to describe the one-time pad system for securing telegraphy.[6][12]

The next one-time pad system was electrical. In 1917, Gilbert Vernam[image: External link] (of AT&T Corporation[image: External link]) invented and later patented in 1919 (U.S. Patent 1,310,719[image: External link]) a cipher based on teleprinter[image: External link] technology. Each character in a message was electrically combined with a character on a paper tape[image: External link] key. Joseph Mauborgne[image: External link] (then a captain[image: External link] in the U.S. Army[image: External link] and later chief of the Signal Corps[image: External link]) recognized that the character sequence on the key tape could be completely random and that, if so, cryptanalysis would be more difficult. Together they invented the first one-time tape system.[11]

The next development was the paper pad system. Diplomats had long used codes[image: External link] and ciphers[image: External link] for confidentiality and to minimize telegraph costs. For the codes, words and phrases were converted to groups of numbers (typically 4 or 5 digits) using a dictionary-like codebook[image: External link]. For added security, secret numbers could be combined with (usually modular addition) each code group before transmission, with the secret numbers being changed periodically (this was called superencryption[image: External link]). In the early 1920s, three German cryptographers (Werner Kunze, Rudolf Schauffler and Erich Langlotz), who were involved in breaking such systems, realized that they could never be broken if a separate randomly chosen additive number was used for every code group. They had duplicate paper pads printed with lines of random number groups. Each page had a serial number and eight lines. Each line had six 5-digit numbers. A page would be used as a work sheet to encode a message and then destroyed. The serial number of the page would be sent with the encoded message. The recipient would reverse the procedure and then destroy his copy of the page. The German foreign office put this system into operation by 1923.[11]

A separate notion was the use of a one-time pad of letters to encode plaintext directly as in the example below. Leo Marks[image: External link] describes inventing such a system for the British Special Operations Executive[image: External link] during World War II, though he suspected at the time that it was already known in the highly compartmentalized world of cryptography, as for instance at Bletchley Park.[13]

The final discovery was by Claude Shannon in the 1940s who recognized and proved the theoretical significance of the one-time pad system. Shannon delivered his results in a classified report in 1945, and published them openly in 1949.[4] At the same time, Vladimir Kotelnikov[image: External link] had independently proved absolute security of the one-time pad; his results were delivered in 1941 in a report that apparently remains classified.[14]
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Suppose Alice[image: External link] wishes to send the message "HELLO" to Bob[image: External link]. Assume two pads of paper containing identical random sequences of letters were somehow previously produced and securely issued to both. Alice chooses the appropriate unused page from the pad. The way to do this is normally arranged for in advance, as for instance 'use the 12th sheet on 1 May', or 'use the next available sheet for the next message'.

The material on the selected sheet is the key for this message. Each letter from the pad will be combined in a predetermined way with one letter of the message. (It is common, but not required, to assign each letter a numerical value, e.g., "A" is 0, "B" is 1, and so on.)

In this example, the technique is to combine the key and the message using modular addition[image: External link]. The numerical values of corresponding message and key letters are added together, modulo 26. So, if key material begins with "XMCKL" and the message is "HELLO", then the coding would be done as follows:


      H       E       L       L       O  message
   7 (H)   4 (E)  11 (L)  11 (L)  14 (O) message
+ 23 (X)  12 (M)   2 (C)  10 (K)  11 (L) key
= 30      16      13      21      25     message + key
=  4 (E)  16 (Q)  13 (N)  21 (V)  25 (Z) (message + key) mod 26
      E       Q       N       V       Z  → ciphertext


If a number is larger than 26, then the remainder after subtraction of 26 is taken in modular arithmetic fashion. This simply means that if the computations "go past" Z, the sequence starts again at A.

The ciphertext to be sent to Bob is thus "EQNVZ". Bob uses the matching key page and the same process, but in reverse, to obtain the plaintext[image: External link]. Here the key is subtracted from the ciphertext, again using modular arithmetic:


       E       Q       N       V       Z  ciphertext
    4 (E)  16 (Q)  13 (N)  21 (V)  25 (Z) ciphertext
-  23 (X)  12 (M)   2 (C)  10 (K)  11 (L) key
= -19       4      11      11      14     ciphertext – key
=   7 (H)   4 (E)  11 (L)  11 (L)  14 (O) ciphertext – key (mod 26)
       H       E       L       L       O  → message


Similar to the above, if a number is negative then 26 is added to make the number zero or higher.

Thus Bob recovers Alice's plaintext, the message "HELLO". Both Alice and Bob destroy the key sheet immediately after use, thus preventing reuse and an attack against the cipher. The KGB[image: External link] often issued its agents[image: External link] one-time pads printed on tiny sheets of "flash paper"—paper chemically converted to nitrocellulose[image: External link], which burns almost instantly and leaves no ash.[15]

The classical one-time pad of espionage used actual pads of minuscule, easily concealed paper, a sharp pencil, and some mental arithmetic[image: External link]. The method can be implemented now as a software program, using data files as input (plaintext), output (ciphertext) and key material (the required random sequence). The XOR[image: External link] operation is often used to combine the plaintext and the key elements, and is especially attractive on computers since it is usually a native machine instruction and is therefore very fast. However, it is difficult to ensure that the key material is actually random, is used only once, never becomes known to the opposition, and is completely destroyed after use. The auxiliary parts of a software one-time pad implementation present real challenges: secure handling/transmission of plaintext, truly random keys, and one-time-only use of the key.
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 Attempt at cryptanalysis




To continue the example from above, suppose Eve intercepts Alice's ciphertext: "EQNVZ". If Eve had infinite time, she would find that the key "XMCKL" would produce the plaintext "HELLO", but she would also find that the key "TQURI" would produce the plaintext "LATER", an equally plausible message:


    4 (E)  16 (Q)  13 (N)  21 (V)  25 (Z) ciphertext
−  19 (T)  16 (Q)  20 (U)  17 (R)   8 (I) possible key
= −15       0      −7       4      17     ciphertext-key
=  11 (L)   0 (A)  19 (T)   4 (E)  17 (R) ciphertext-key (mod 26)


In fact, it is possible to "decrypt" out of the ciphertext any message whatsoever with the same number of characters, simply by using a different key, and there is no information in the ciphertext which will allow Eve to choose among the various possible readings of the ciphertext.
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 Perfect secrecy




One-time pads are "information-theoretically secure[image: External link]" in that the encrypted message (i.e., the ciphertext[image: External link]) provides no information about the original message to a cryptanalyst (except the maximum possible length[16] of the message). This is a very strong notion of security first developed during WWII by Claude Shannon and proved, mathematically, to be true for the one-time pad by Shannon about the same time. His result was published in the Bell Labs Technical Journal in 1949.[17] Properly used, one-time pads are secure in this sense even against adversaries with infinite computational power.

Claude Shannon proved, using information theory considerations, that the one-time pad has a property he termed perfect secrecy; that is, the ciphertext C gives absolutely no additional information about the plaintext[image: External link]. This is because, given a truly random key which is used only once, a ciphertext can be translated into any plaintext of the same length, and all are equally likely. Thus, the a priori[image: External link] probability of a plaintext message M is the same as the a posteriori[image: External link] probability of a plaintext message M given the corresponding ciphertext. Mathematically, this is expressed as H(M)=H(M|C), where H(M) is the entropy of the plaintext and H(M|C) is the conditional entropy[image: External link] of the plaintext given the ciphertext C. Perfect secrecy is a strong notion of cryptanalytic difficulty.[4]

Conventional symmetric encryption algorithms use complex patterns of substitution and transpositions. For the best of these currently in use, it is not known whether there can be a cryptanalytic procedure which can reverse (or, usefully, partially reverse) these transformations without knowing the key used during encryption. Asymmetric encryption algorithms depend on mathematical problems that are thought to be difficult to solve, such as integer factorization[image: External link] and discrete logarithms[image: External link]. However, there is no proof that these problems are hard, and a mathematical breakthrough could make existing systems vulnerable to attack.

Given perfect secrecy, in contrast to conventional symmetric encryption, OTP is immune even to brute-force attacks. Trying all keys simply yields all plaintexts, all equally likely to be the actual plaintext. Even with known plaintext, like part of the message being known, brute-force attacks cannot be used, since an attacker is unable to gain any information about the parts of the key needed to decrypt the rest of the message. The parts that are known will reveal only the parts of the key corresponding to them, and they correspond on a strictly one-to-one basis; no part of the key is dependent on any other part.
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Despite Shannon's proof of its security, the one-time pad has serious drawbacks in practice because it requires:


	Truly random (as opposed to pseudorandom[image: External link]) one-time pad values, which is a non-trivial requirement. See Pseudorandom number generator[image: External link].

	Secure generation and exchange of the one-time pad values, which must be at least as long as the message. (The security of the one-time pad is only as secure as the security of the one-time pad exchange).

	Careful treatment to make sure that it continues to remain secret, and is disposed of correctly preventing any reuse in whole or part—hence "one time". See data remanence[image: External link] for a discussion of difficulties in completely erasing computer media.



One-time pads solve few current practical problems in cryptography. High quality ciphers are widely available and their security is not considered a major worry at present.[ when?[image: External link]][citation needed[image: External link]] Such ciphers are almost always easier to employ than one-time pads; the amount of key material which must be properly generated and securely distributed is far smaller, and public key cryptography[image: External link] overcomes this problem.[18]
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 Key distribution




Further information: Key distribution[image: External link]


Because the pad, like all shared secrets[image: External link], must be passed and kept secure, and the pad has to be at least as long as the message, there is often no point in using one-time padding, as one can simply send the plain text instead of the pad (as both can be the same size and have to be sent securely). However, once a very long pad has been securely sent (e.g., a computer disk full of random data), it can be used for numerous future messages, until the sum of their sizes equals the size of the pad. Quantum key distribution[image: External link] also proposes a solution to this problem.

Distributing very long one-time pad keys is inconvenient and usually poses a significant security risk.[1] The pad is essentially the encryption key, but unlike keys for modern ciphers, it must be extremely long and is much too difficult for humans to remember. Storage media such as thumb drives[image: External link], DVD-Rs[image: External link] or personal digital audio players[image: External link] can be used to carry a very large one-time-pad from place to place in a non-suspicious way, but even so the need to transport the pad physically is a burden compared to the key negotiation protocols of a modern public-key cryptosystem, and such media cannot reliably be erased securely by any means short of physical destruction (e.g., incineration). A 4.7 GB DVD-R full of one-time-pad data, if shredded into particles 1 mm² in size, leaves over 4 megabits[image: External link] of (admittedly hard to recover, but not impossibly so) data on each particle.[citation needed[image: External link]] In addition, the risk of compromise during transit (for example, a pickpocket[image: External link] swiping, copying and replacing the pad) is likely to be much greater in practice than the likelihood of compromise for a cipher such as AES[image: External link]. Finally, the effort needed to manage one-time pad key material scales[image: External link] very badly for large networks of communicants—the number of pads required goes up as the square of the number of users freely exchanging messages. For communication between only two persons, or a star network[image: External link] topology, this is less of a problem.

The key material must be securely disposed of after use, to ensure the key material is never reused and to protect the messages sent.[1] Because the key material must be transported from one endpoint to another, and persist until the message is sent or received, it can be more vulnerable to forensic recovery[image: External link] than the transient plaintext it protects (see data remanence[image: External link]).
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As traditionally used, one-time pads provide no message authentication[image: External link], the lack of which can pose a security threat in real-world systems. For example, an attacker who knows that the message contains "meet jane and me tomorrow at three thirty pm" can derive the corresponding codes of the pad directly from the two known elements (the encrypted text and the known plaintext). The attacker can then replace that text by any other text of exactly the same length, such as "three thirty meeting is canceled, stay home", The attacker's knowledge of the one-time pad is limited to this byte length, which must be maintained for any other content of the message to remain valid. This is a little different from malleability[image: External link][19] where it is not taken necessarily that the plaintext is known. See also stream cipher attack[image: External link].

Standard techniques to prevent this, such as the use of a message authentication code[image: External link] can be used along with a one-time pad system to prevent such attacks, as can classical methods such as variable length padding[image: External link] and Russian copulation[image: External link], but they all lack the perfect security the OTP itself has. Universal hashing[image: External link] provides a way to authenticate messages up to an arbitrary security bound (i.e., for any p>0, a large enough hash ensures that even a computationally unbounded attacker's likelihood of successful forgery is less than p), but this uses additional random data from the pad, and removes the possibility of implementing the system without a computer.
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 True randomness




High-quality random numbers are difficult to generate. The random number generation functions in most programming language[image: External link] libraries are not suitable for cryptographic use. Even those generators that are suitable for normal cryptographic use, including /dev/random[image: External link] and many hardware random number generators[image: External link], may make some use of cryptographic functions whose security has not been proven.

In particular, one-time use is absolutely necessary. If a one-time pad is used just twice, simple mathematical operations can reduce it to a running key cipher[image: External link]. If both plaintexts are in a natural language (e.g., English or Russian or Irish) then, even though both are secret, each stands a very high chance of being recovered by heuristic[image: External link] cryptanalysis, with possibly a few ambiguities. Of course the longer message can only be broken for the portion that overlaps the shorter message, plus perhaps a little more by completing a word or phrase. The most famous exploit of this vulnerability occurred with the Venona project.[20]
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Despite its problems, the one-time-pad retains some practical interest. In some hypothetical espionage situations, the one-time pad might be useful because it can be computed by hand with only pencil and paper. Indeed, nearly all other high quality ciphers are entirely impractical without computers. Spies can receive their pads in person from their "handlers." In the modern world, however, computers (such as those embedded in personal electronic devices such as mobile phones[image: External link]) are so ubiquitous that possessing a computer suitable for performing conventional encryption (for example, a phone which can run concealed cryptographic software) will usually not attract suspicion.


	The one-time-pad is the optimum cryptosystem with theoretically perfect secrecy.

	The one-time-pad is one of the most practical methods of encryption where one or both parties must do all work by hand, without the aid of a computer. This made it important in the pre-computer era, and it could conceivably still be useful in situations where possession of a computer is illegal or incriminating or where trustworthy computers are not available.

	One-time pads are practical in situations where two parties in a secure environment must be able to depart from one another and communicate from two separate secure environments with perfect secrecy.

	The one-time-pad can be used in superencryption[image: External link].[21]


	The algorithm most commonly associated with quantum key distribution[image: External link] is the one-time pad.

	The one-time pad is mimicked by stream ciphers.

	The one-time pad can be a part of an introduction to cryptography.[22]
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 Historical uses




One-time pads have been used in special circumstances since the early 1900s. In 1923, it was employed for diplomatic communications by the German diplomatic establishment.[23] The Weimar Republic[image: External link] Diplomatic Service began using the method in about 1920. The breaking of poor Soviet[image: External link] cryptography by the British[image: External link], with messages made public for political reasons in two instances in the 1920s, appear to have induced the U.S.S.R. to adopt one-time pads for some purposes by around 1930. KGB[image: External link] spies are also known to have used pencil and paper one-time pads more recently. Examples include Colonel Rudolf Abel[image: External link], who was arrested and convicted in New York City[image: External link] in the 1950s, and the 'Krogers' (i.e., Morris[image: External link] and Lona Cohen[image: External link]), who were arrested and convicted of espionage in the United Kingdom[image: External link] in the early 1960s. Both were found with physical one-time pads in their possession.

A number of nations have used one-time pad systems for their sensitive traffic. Leo Marks[image: External link] reports that the British Special Operations Executive[image: External link] used one-time pads in World War II to encode traffic between its offices. One-time pads for use with its overseas agents were introduced late in the war.[13] A few British one-time tape cipher machines include the Rockex[image: External link] and Noreen[image: External link]. The German Stasi[image: External link] Sprach Machine was also capable of using one time tape which East Germany, Russia, and even Cuba used to send encrypted messages to their agents.[24]

The World War II voice scrambler[image: External link] SIGSALY[image: External link] was also a form of one-time system. It added noise to the signal at one end and removed it at the other end. The noise was distributed to the channel ends in the form of large shellac records which were manufactured in unique pairs. There were both starting synchronization and longer-term phase drift problems which arose and were solved before the system could be used.

The hotline[image: External link] between Moscow[image: External link] and Washington D.C.[image: External link], established in 1963 after the Cuban missile crisis[image: External link], used teleprinters[image: External link] protected by a commercial one-time tape system. Each country prepared the keying tapes used to encode its messages and delivered them via their embassy in the other country. A unique advantage of the OTP in this case was that neither country had to reveal more sensitive encryption methods to the other.[25]

U.S. Army Special Forces used one-time pads in Vietnam. By using Morse code with one-time pads and continuous wave radio transmission (the carrier for Morse code), they achieved both secrecy and reliable communications.[citation needed[image: External link]]

During the 1983 Invasion of Grenada[image: External link], U.S. forces found a supply of pairs of one-time pad books in a Cuban warehouse.[26]

Starting in 1988, the African National Congress[image: External link] (ANC) used disk-based one-time pads as part of a secure communication[image: External link] system between ANC leaders outside South Africa[image: External link] and in-country operatives as part of Operation Vula, a successful effort to build a resistance network inside South Africa. Random numbers on the disk were erased after use. A Belgian airline stewardess acted as courier to bring in the pad disks. A regular resupply of new disks was needed as they were used up fairly quickly. One problem with the system was that it could not be used for secure data storage. Later Vula added a stream cipher keyed by book codes to solve this problem.[27]

A related notion is the one-time code[image: External link]—a signal, used only once, e.g., "Alpha" for "mission completed", "Bravo" for "mission failed" or even "Torch" for "Allied invasion of French Northern Africa[image: External link]"[28] cannot be "decrypted" in any reasonable sense of the word. Understanding the message will require additional information, often 'depth' of repetition, or some traffic analysis[image: External link]. However, such strategies (though often used by real operatives, and baseball[image: External link] coaches) are not a cryptographic one-time pad in any significant sense.
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 NSA




At least into the 1970s, the U.S. National Security Agency (NSA) produced a variety of manual one-time pads, both general purpose and specialized, with 86,000 one-time pads produced in fiscal year 1972. Special purpose pads were produced for what NSA called "pro forma" systems, where “the basic framework, form or format of every message text is identical or nearly so; the same kind of information, message after message. is to be presented in the same order, and only specific values, like numbers, change with each message.” Examples included nuclear launch messages and radio direction finding reports (COMUS). [29]:pp. 16-18

General purpose pads were produced in several formats, a simple list of random letters (DIANA) or just numbers (CALYPSO), tiny pads for covert agents (MICKEY MOUSE), and pads designed for more rapid encoding of short messages, at the cost of lower density. One example, ORION, had 50 rows of plaintext alphabets on one side and the corresponding random cipher text letters on the other side. By placing a sheet on top of a piece of carbon paper[image: External link] with the carbon face up, one could circle one letter in each row on one side and the corresponding letter one the other side would be circled by the carbon paper. Thus one ORION sheet could quickly encode or decode a message up to 50 characters long. Production of ORION pads required printing both sides in exact registration, a difficult process, so NSA switched to another pad format, MEDEA, with 25 rows of paired alphabets and random characters. (See Commons:Category:NSA one-time pads[image: External link] for illustrations.)

The NSA also built automated systems for the “centralized headquarters of CIA and Special Forces units so that they can efficiently process the many separate one-time pad messages to and from individual pad holders in the field.”[29]:pp. 21-26

During World War II and into the 1950s, the U.S. made extensive use of one-time tape systems. In addition to providing confidentiality, circuits secured by one-time tape ran continually, even when there was no traffic, thus protecting against traffic analysis[image: External link]. In 1955, NSA produced some 1,660,000 rolls of one time tape. Each roll was 8 inches in diameter, contained 100,000 characters, lasted 166 minutes and cost $4.55 to produce. By 1972, only 55,000 rolls were produced, as one-time tapes were replaced by rotor machines[image: External link] such as SIGTOT, and later by electronic devices based on shift registers[image: External link].[29]:pp. 39-44 The NSA describes one-time tape systems like 5-UCO[image: External link] and SIGTOT as being used for intelligence traffic until the introduction of the electronic cipher based KW-26[image: External link] in 1957.[30]
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 Exploits




While one-time pads provide perfect secrecy if generated and used properly, small mistakes can lead to successful cryptanalysis:


	In 1944–1945, the U.S. Army[image: External link]'s Signals Intelligence Service[image: External link] was able to solve a one-time pad system used by the German Foreign Office for its high-level traffic, codenamed GEE.[31] GEE was insecure because the pads were not completely random—the machine used to generate the pads produced predictable output.

	In 1945, the US discovered that Canberra[image: External link]– Moscow[image: External link] messages were being encrypted first using a code-book and then using a one-time pad. However, the one-time pad used was the same one used by Moscow for Washington, D.C.[image: External link]–Moscow messages. Combined with the fact that some of the Canberra–Moscow messages included known British government documents, this allowed some of the encrypted messages to be broken.

	One-time pads were employed by Soviet[image: External link] espionage agencies for covert communications with agents and agent controllers. Analysis has shown that these pads were generated by typists using actual typewriters. This method is of course not truly random, as it makes certain convenient key sequences more likely than others, yet it proved to be generally effective because while a person will not produce truly random sequences they equally do not follow the same kind of structured mathematical rules that a machine would either, and each person generates ciphers in a different way making attacking any message challenging. Without copies of the key material used, only some defect in the generation method or reuse of keys offered much hope of cryptanalysis. Beginning in the late 1940s, US and UK intelligence agencies were able to break some of the Soviet one-time pad traffic to Moscow[image: External link] during WWII as a result of errors made in generating and distributing the key material. One suggestion is that Moscow Centre personnel were somewhat rushed by the presence of German troops just outside Moscow in late 1941 and early 1942, and they produced more than one copy of the same key material during that period. This decades-long effort was finally codenamed VENONA (BRIDE had been an earlier name); it produced a considerable amount of information, including more than a little about some of the Soviet atom spies[image: External link]. Even so, only a small percentage of the intercepted messages were either fully or partially decrypted (a few thousand out of several hundred thousand).[32]


	The one-time tape systems used by the U.S. employed electromechanical mixers to combine bits from the message and the one-time tape. These mixers radiated considerable electromagnetic energy that could be picked up by an adversary at some distance from the encryption equipment. This effect, first noticed by Bell Labs during World War II, could allow interception and recovery of the plaintext of messages being transmitted, a vulnerability code-named Tempest[image: External link].[29]:pp. 89 ff
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 See also






	Agrippa (A Book of the Dead)[image: External link]

	Information theoretic security[image: External link]

	Numbers station[image: External link]

	One-time password[image: External link]

	Session key[image: External link]

	Steganography[image: External link]

	Unicity distance[image: External link]
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Product Cipher






In cryptography, a product cipher combines two or more transformations in a manner intending that the resulting cipher is more secure than the individual components to make it resistant to cryptanalysis.[1] The product cipher combines a sequence of simple transformations such as substitution[image: External link] (S-box), permutation[image: External link] (P-box), and modular arithmetic[image: External link]. The concept of product ciphers is due to Claude Shannon, who presented the idea in his foundational paper, Communication Theory of Secrecy Systems.

For transformation involving reasonable number of n message symbols, both of the foregoing cipher systems (the S-box[image: External link] and P-box[image: External link]) are by themselves wanting. Shannon suggested using a combination of S-box and P-box transformation—a product cipher. The combination could yield a cipher system more powerful than either one alone. This approach of alternatively applying substitution and permutation transformation has been used by IBM in the Lucifer[image: External link] cipher system, and has become the standard for national data encryption standards such as the Data Encryption Standard[image: External link] and the Advanced Encryption Standard[image: External link]. A product cipher that uses only substitutions and permutations is called a SP-network[image: External link]. Feistel ciphers[image: External link] are an important class of product ciphers.
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Pulse-code Modulation






"PCM" redirects here. For other uses, see PCM (disambiguation)[image: External link].

Pulse-code modulation (PCM) is a method used to digitally[image: External link] represent sampled analog signals[image: External link]. It is the standard form of digital audio[image: External link] in computers, compact discs[image: External link], digital telephony[image: External link] and other digital audio applications. In a PCM stream[image: External link], the amplitude[image: External link] of the analog signal is sampled regularly at uniform intervals, and each sample is quantized[image: External link] to the nearest value within a range of digital steps.

Linear pulse-code modulation (LPCM) is a specific type of PCM where the quantization levels are linearly uniform.[5] This is in contrast to PCM encodings where quantization levels vary as a function of amplitude (as with the A-law algorithm[image: External link] or the μ-law algorithm[image: External link]). Though PCM is a more general term, it is often used to describe data encoded as LPCM.

A PCM stream has two basic properties that determine the stream's fidelity to the original analog signal: the sampling rate[image: External link], which is the number of times per second that samples are taken; and the bit depth[image: External link], which determines the number of possible digital values that can be used to represent each sample.
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Early electrical communications started to sample signals in order to interlace samples from multiple telegraphy sources and to convey them over a single telegraph cable. The American inventor Moses G. Farmer[image: External link] conveyed telegraph time-division multiplexing[image: External link] (TDM) as early as 1853. Electrical engineer W. M. Miner, in 1903, used an electro-mechanical commutator[image: External link] for time-division multiplexing multiple telegraph signals; he also applied this technology to telephony. He obtained intelligible speech from channels sampled at a rate above 3500–4300 Hz; lower rates proved unsatisfactory. This was TDM, but pulse-amplitude modulation[image: External link] (PAM) rather than PCM.

In 1920, the Bartlane cable picture transmission system[image: External link], named after its inventors Harry G. Bartholomew and Maynard D. McFarlane,[6] used telegraph signaling of characters punched in paper tape to send samples of images quantized to 5 levels; whether this is considered PCM or not depends on how one interprets "pulse code", but it involved transmission of quantized samples.

In 1926, Paul M. Rainey of Western Electric patented a facsimile machine[image: External link] which transmitted its signal using 5-bit PCM, encoded by an opto-mechanical analog-to-digital converter[image: External link].[7] The machine did not go into production.[8] British engineer Alec Reeves[image: External link], unaware of previous work, conceived the use of PCM for voice communication in 1937 while working for International Telephone and Telegraph[image: External link] in France. He described the theory and advantages, but no practical application resulted. Reeves filed for a French patent in 1938, and his US patent was granted in 1943.[9] By this time Reeves had started working at the Telecommunications Research Establishment[image: External link] (TRE).[8]

The first transmission of speech[image: External link] by digital techniques, the SIGSALY[image: External link] encryption equipment, conveyed high-level Allied communications during World War II. In 1943 the Bell Labs researchers who designed the SIGSALY system became aware of the use of PCM binary coding as already proposed by Alec Reeves. In 1949 for the Canadian Navy's DATAR[image: External link] system, Ferranti[image: External link] Canada built a working PCM radio system that was able to transmit digitized radar data over long distances.[10] PCM in the late 1940s and early 1950s used a cathode-ray[image: External link] coding tube[image: External link] with a plate electrode[image: External link] having encoding perforations.[11] As in an oscilloscope[image: External link], the beam was swept horizontally at the sample rate while the vertical deflection was controlled by the input analog signal, causing the beam to pass through higher or lower portions of the perforated plate. The plate collected or passed the beam, producing current variations in binary code, one bit at a time. Rather than natural binary, the grid of Goodall's later tube was perforated to produce a glitch-free Gray code[image: External link], and produced all bits simultaneously by using a fan beam instead of a scanning beam.[12]

In the United States, the National Inventors Hall of Fame has honored Bernard M. Oliver[13] and Claude Shannon[14] as the inventors of PCM,[15] as described in "Communication System Employing Pulse Code Modulation", U.S. Patent 2,801,281[image: External link] filed in 1946 and 1952, granted in 1956. Another patent by the same title was filed by John R. Pierce in 1945, and issued in 1948: U.S. Patent 2,437,707[image: External link]. The three of them published "The Philosophy of PCM" in 1948.[16]

In 1967, the first PCM recorder was developed by NHK[image: External link]'s research facilities in Japan.[17] The 30 kHz 12-bit device used a compander[image: External link] (similar to DBX Noise Reduction[image: External link]) to extend the dynamic range, and stored the signals on a video tape recorder[image: External link]. In 1969, NHK expanded PCM's capabilities to 2-channel stereo[image: External link] and 32 kHz 13-bit resolution. In January 1971, using NHK'S PCM recording system, engineers at Denon[image: External link] recorded the first commercial digital recordings, including Uzu: The World Of Stomu Yamash'ta 2 by Stomu Yamashta[image: External link].[17]

In 1972, Denon[image: External link] unveiled the first 8-channel digital recorder, the DN-023R, which is 47.25 kHz 13-bit PCM resolution using a 4-head open reel broadcast video tape recorder[image: External link]. The first recording with this new system was recorded in Tokyo[image: External link] during April 24–26, 1972. In 1977, Denon developed the portable PCM recording system, the DN-034R. Like the DN-023R, it recorded 8 channels at 47.25 kHz, but it used 14-bits "with emphasis, making it equivalent to 15.5 bits."[17] In 1973, adaptive differential pulse-code modulation[image: External link] (ADPCM) was developed, by P. Cummiskey, Nikil S. Jayant[image: External link] and James L. Flanagan[image: External link].[18]
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 Implementations




PCM is the method of encoding generally used for uncompressed audio, although there are other methods such as pulse-density modulation[image: External link] (used also on Super Audio CD[image: External link]).


	The 4ESS switch[image: External link] introduced time-division switching into the US telephone system in 1976, based on medium scale integrated circuit technology.[19]


	LPCM is used for the lossless encoding of audio data in the Compact disc Red Book standard[image: External link] (informally also known as Audio CD), introduced in 1982.

	
AES3[image: External link] (specified in 1985, upon which S/PDIF[image: External link] is based) is a particular format using LPCM.

	On PCs, PCM and LPCM often refer to the format used in WAV (defined in 1991) and AIFF[image: External link] audio container formats (defined in 1988). LPCM data may also be stored in other formats such as AU[image: External link], raw audio format[image: External link] (header-less file) and various multimedia container formats.

	LPCM has been defined as a part of the DVD[image: External link] (since 1995) and Blu-ray[image: External link] (since 2006) standards.[20][21][22] It is also defined as a part of various digital video and audio storage formats (e.g. DV[image: External link] since 1995,[23] AVCHD[image: External link] since 2006[24]).

	LPCM is used by HDMI[image: External link] (defined in 2002), a single-cable digital audio/video connector interface for transmitting uncompressed digital data.

	
RF64[image: External link] container format (defined in 2007) uses LPCM and also allows non-PCM bitstream storage: various compression formats contained in the RF64 file as data bursts (Dolby E, Dolby AC3, DTS, MPEG-1/MPEG-2 Audio) can be "disguised" as PCM linear.[25]
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 Modulation




In the diagram, a sine wave[image: External link] (red curve) is sampled and quantized for PCM. The sine wave is sampled at regular intervals, shown as vertical lines. For each sample, one of the available values (on the y-axis) is chosen by some algorithm. This produces a fully discrete representation of the input signal (blue points) that can be easily encoded as digital data for storage or manipulation. For the sine wave example at right, we can verify that the quantized values at the sampling moments are 8, 9, 11, 13, 14, 15, 15, 15, 14, etc. Encoding these values as binary numbers[image: External link] would result in the following set of nibbles[image: External link]: 1000 (23×1+22×0+21×0+20×0=8+0+0+0=8), 1001, 1011, 1101, 1110, 1111, 1111, 1111, 1110, etc. These digital values could then be further processed or analyzed by a digital signal processor[image: External link]. Several PCM streams could also be multiplexed[image: External link] into a larger aggregate data stream[image: External link], generally for transmission of multiple streams over a single physical link. One technique is called time-division multiplexing[image: External link] (TDM) and is widely used, notably in the modern public telephone system.

The PCM process is commonly implemented on a single integrated circuit[image: External link] generally referred to as an analog-to-digital converter[image: External link] (ADC).
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 Demodulation




To recover the original signal from the sampled data, a "demodulator" can apply the procedure of modulation in reverse. After each sampling period, the demodulator reads the next value and shifts the output signal to the new value. As a result of these transitions, the signal has a significant amount of high-frequency energy caused by aliasing[image: External link]. To remove these undesirable frequencies and leave the original signal, the demodulator passes the signal through analog filters that suppress energy outside the expected frequency range (greater than the Nyquist frequency[image: External link] ).[note 1] The sampling theorem[image: External link] shows PCM devices can operate without introducing distortions within their designed frequency bands if they provide a sampling frequency twice that of the input signal. For example, in telephony[image: External link], the usable voice[image: External link] frequency band ranges from approximately 300  Hz[image: External link] to 3400 Hz. Therefore, per the Nyquist–Shannon sampling theorem, the sampling frequency (8 kHz) must be at least twice the voice frequency (4 kHz) for effective reconstruction of the voice signal.

The electronics involved in producing an accurate analog signal from the discrete data are similar to those used for generating the digital signal. These devices are Digital-to-analog converters[image: External link] (DACs). They produce a voltage[image: External link] or current[image: External link] (depending on type) that represents the value presented on their digital inputs. This output would then generally be filtered and amplified for use.
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 Standard sampling precision and rates




Common sample depths for LPCM are 8, 16, 20 or 24 bits per sample[image: External link].[1][2][3][26]

LPCM encodes a single sound channel. Support for multichannel audio depends on file format and relies on interweaving or synchronization of LPCM streams.[5][27] While two channels (stereo) is the most common format, some can support up to 8 audio channels (7.1 surround).[2][3]

Common sampling frequencies are 48 kHz[image: External link] as used with DVD[image: External link] format videos, or 44.1 kHz as used in Compact discs[image: External link]. Sampling frequencies of 96 kHz or 192 kHz can be used on some newer equipment, with the higher value equating to 6.144 megabit per second for two channels at 16-bit per sample value, but the benefits have been debated.[28] The bitrate limit for LPCM audio on DVD-Video is also 6.144 Mbit/s, allowing 8 channels (7.1 surround) × 48 kHz × 16-bit per sample = 6,144 kbit/s.

There is a L32 bit PCM,[29] and there are many sound cards that support it.
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 Limitations




There are potential sources of impairment implicit in any PCM system:


	Choosing a discrete value that is near but not exactly at the analog signal level for each sample leads to quantization error[image: External link].[note 2]


	Between samples no measurement of the signal is made; the sampling theorem[image: External link] guarantees non-ambiguous representation and recovery of the signal only if it has no energy at frequency fs/2 or higher (one half the sampling frequency, known as the Nyquist frequency[image: External link]); higher frequencies will generally not be correctly represented or recovered.

	As samples are dependent on time, an accurate clock is required for accurate reproduction. If either the encoding or decoding clock is not stable, its frequency drift will directly affect the output quality of the device.[note 3]
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 Digitization as part of the PCM process




In conventional PCM, the analog signal[image: External link] may be processed (e.g., by amplitude compression[image: External link]) before being digitized. Once the signal is digitized, the PCM signal is usually subjected to further processing (e.g., digital[image: External link] data compression).

PCM with linear quantization is known as Linear PCM[image: External link] (LPCM).[30]

Some forms of PCM combine signal processing with coding. Older versions of these systems applied the processing in the analog domain as part of the analog-to-digital[image: External link] process; newer implementations do so in the digital domain. These simple techniques have been largely rendered obsolete by modern transform-based audio compression[image: External link] techniques.


	
DPCM[image: External link] encodes the PCM values as differences between the current and the predicted value. An algorithm predicts the next sample based on the previous samples, and the encoder stores only the difference between this prediction and the actual value. If the prediction is reasonable, fewer bits can be used to represent the same information. For audio, this type of encoding reduces the number of bits required per sample by about 25% compared to PCM.

	
Adaptive DPCM[image: External link] (ADPCM) is a variant of DPCM that varies the size of the quantization step, to allow further reduction of the required bandwidth for a given signal-to-noise ratio[image: External link].

	
Delta modulation[image: External link] is a form of DPCM which uses one bit per sample.



In telephony, a standard audio signal for a single phone call is encoded as 8,000 analog samples per second, of 8 bits each, giving a 64 kbit/s digital signal known as DS0[image: External link]. The default signal compression[image: External link] encoding on a DS0 is either μ-law (mu-law)[image: External link] PCM (North America and Japan) or A-law[image: External link] PCM (Europe and most of the rest of the world). These are logarithmic compression systems where a 12 or 13-bit linear PCM sample number is mapped into an 8-bit value. This system is described by international standard G.711[image: External link]. An alternative proposal for a floating point[image: External link] representation, with 5-bit mantissa and 3-bit exponent, was abandoned.

Where circuit costs are high and loss of voice quality is acceptable, it sometimes makes sense to compress the voice signal even further. An ADPCM algorithm is used to map a series of 8-bit µ-law or A-law PCM samples into a series of 4-bit ADPCM samples. In this way, the capacity of the line is doubled. The technique is detailed in the G.726[image: External link] standard.

Later it was found that even further compression was possible and additional standards were published. Some of these international standards describe systems and ideas which are covered by privately owned patents and thus use of these standards requires payments to the patent holders.

Some ADPCM techniques are used in Voice over IP[image: External link] communications.
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 Encoding for serial transmission




Main article: Line code[image: External link]


See also: T-carrier[image: External link] and E-carrier[image: External link]


PCM can be either return-to-zero[image: External link] (RZ) or non-return-to-zero[image: External link] (NRZ). For a NRZ system to be synchronized using in-band information, there must not be long sequences of identical symbols, such as ones or zeroes. For binary PCM systems, the density of 1-symbols is called ones-density.[31]

Ones-density is often controlled using precoding techniques such as Run Length Limited[image: External link] encoding, where the PCM code is expanded into a slightly longer code with a guaranteed bound on ones-density before modulation into the channel. In other cases, extra framing bits[image: External link] are added into the stream which guarantee at least occasional symbol transitions.

Another technique used to control ones-density is the use of a scrambler[image: External link] polynomial[image: External link] on the raw data[image: External link] which will tend to turn the raw data stream into a stream that looks pseudo-random[image: External link], but where the raw stream can be recovered exactly by reversing the effect of the polynomial. In this case, long runs of zeroes or ones are still possible on the output, but are considered unlikely enough to be within normal engineering tolerance.

In other cases, the long term DC[image: External link] value of the modulated signal is important, as building up a DC offset will tend to bias detector circuits out of their operating range. In this case special measures are taken to keep a count of the cumulative DC offset, and to modify the codes if necessary to make the DC offset always tend back to zero.

Many of these codes are bipolar codes[image: External link], where the pulses can be positive, negative or absent. In the typical alternate mark inversion[image: External link] code, non-zero pulses alternate between being positive and negative. These rules may be violated to generate special symbols used for framing or other special purposes.
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 Nomenclature




The word pulse in the term pulse-code modulation refers to the "pulses" to be found in the transmission line. This perhaps is a natural consequence of this technique having evolved alongside two analog methods, pulse width modulation[image: External link] and pulse position modulation[image: External link], in which the information to be encoded is represented by discrete signal pulses of varying width or position, respectively.[citation needed[image: External link]] In this respect, PCM bears little resemblance to these other forms of signal encoding, except that all can be used in time division multiplexing, and the numbers of the PCM codes are represented as electrical pulses. The device that performs the coding and decoding function in a telephone, or other, circuit is called a codec[image: External link].
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 See also





	AES3[image: External link]

	Beta encoder[image: External link]

	Equivalent pulse code modulation noise[image: External link]

	
G.711[image: External link] – ITU-T standard for audio companding[image: External link]. It is primarily used in telephony.

	Nyquist–Shannon sampling theorem

	Pulse-density modulation[image: External link]

	Quantization (signal processing)[image: External link]

	Sampling (signal processing)

	
Signal-to-quantization-noise ratio[image: External link] (SQNR) – One method of measuring quantization error.
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 Notes






	
^ Some systems use digital filtering[image: External link] to remove some of the aliasing, converting the signal from digital to analog at a higher sample rate such that the analog anti-aliasing filter[image: External link] is much simpler. In some systems, no explicit filtering is done at all; as it's impossible for any system to reproduce a signal with infinite bandwidth, inherent losses in the system compensate for the artifacts — or the system simply does not require much precision.


	
^ Quantization error swings between -q/2 and q/2. In the ideal case (with a fully linear ADC) it is uniformly distributed[image: External link] over this interval, with zero mean and variance of q2/12.


	
^ A slight difference between the encoding and decoding clock frequencies is not generally a major concern; a small constant error is not noticeable. Clock error does become a major issue if the clock is not stable, however. A drifting clock, even with a relatively small error, will cause very obvious distortions in audio and video signals, for example.
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Rate–distortion Theory






Rate–distortion theory is a major branch of information theory which provides the theoretical foundations for lossy data compression[image: External link]; it addresses the problem of determining the minimal number of bits per symbol, as measured by the rate R, that should be communicated over a channel, so that the source (input signal) can be approximately reconstructed at the receiver (output signal) without exceeding a given distortion D.
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Rate–distortion theory gives an analytical expression for how much compression can be achieved using lossy compression methods. Many of the existing audio, speech, image, and video compression techniques have transforms, quantization, and bit-rate allocation procedures that capitalize on the general shape of rate–distortion functions.

Rate–distortion theory was created by Claude Shannon in his foundational work on information theory.

In rate–distortion theory, the rate is usually understood as the number of bits[image: External link] per data sample to be stored or transmitted. The notion of distortion is a subject of on-going discussion. In the most simple case (which is actually used in most cases), the distortion is defined as the expected value of the square of the difference between input and output signal (i.e., the mean squared error[image: External link] ). However, since we know that most lossy compression[image: External link] techniques operate on data that will be perceived by human consumers (listening to music[image: External link], watching pictures and video) the distortion measure should preferably be modeled on human perception[image: External link] and perhaps aesthetics[image: External link]: much like the use of probability[image: External link] in lossless compression[image: External link], distortion measures can ultimately be identified with loss functions[image: External link] as used in Bayesian estimation[image: External link] and decision theory. In audio compression, perceptual models (and therefore perceptual distortion measures) are relatively well developed and routinely used in compression techniques such as MP3[image: External link] or Vorbis[image: External link], but are often not easy to include in rate–distortion theory. In image and video compression, the human perception models are less well developed and inclusion is mostly limited to the JPEG[image: External link] and MPEG[image: External link] weighting ( quantization[image: External link], normalization[image: External link]) matrix.
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 Rate–distortion functions




The functions that relate the rate and distortion are found as the solution of the following minimization problem:


	



Here QY | X(y | x), sometimes called a test channel, is the conditional[image: External link] probability density function[image: External link] (PDF) of the communication channel output (compressed signal) Y for a given input (original signal) X, and IQ(Y ; X) is the mutual information[image: External link] between Y and X defined as


	



where H(Y) and H(Y | X) are the entropy of the output signal Y and the conditional entropy[image: External link] of the output signal given the input signal, respectively:


	




	



The problem can also be formulated as a distortion–rate function, where we find the infimum[image: External link] over achievable distortions for given rate constraint. The relevant expression is:


	



The two formulations lead to functions which are inverses of each other.

The mutual information can be understood as a measure for 'prior' uncertainty the receiver has about the sender's signal (H(Y)), diminished by the uncertainty that is left after receiving information about the sender's signal (H(Y | X)). Of course the decrease in uncertainty is due to the communicated amount of information, which is I(Y; X).

As an example, in case there is no communication at all, then H(Y |X) = H(Y) and I(Y; X) = 0. Alternatively, if the communication channel is perfect and the received signal Y is identical to the signal X at the sender, then H(Y | X) = 0 and I(Y; X) = H(Y) = H(X).

In the definition of the rate–distortion function, DQ and D* are the distortion between X and Y for a given QY | X(y | x) and the prescribed maximum distortion, respectively. When we use the mean squared error[image: External link] as distortion measure, we have (for amplitude[image: External link]-continuous signals[image: External link]):


	



As the above equations show, calculating a rate–distortion function requires the stochastic description of the input X in terms of the PDF PX(x), and then aims at finding the conditional PDF QY | X(y | x) that minimize rate for a given distortion D*. These definitions can be formulated measure-theoretically to account for discrete and mixed random variables as well.

An analytical[image: External link] solution to this minimization problem[image: External link] is often difficult to obtain except in some instances for which we next offer two of the best known examples. The rate–distortion function of any source is known to obey several fundamental properties, the most important ones being that it is a continuous[image: External link], monotonically decreasing[image: External link] convex[image: External link] (U) function[image: External link] and thus the shape for the function in the examples is typical (even measured rate–distortion functions in real life tend to have very similar forms).

Although analytical solutions to this problem are scarce, there are upper and lower bounds to these functions including the famous Shannon lower bound (SLB), which in the case of squared error and memoryless sources, states that for arbitrary sources with finite differential entropy,


	



where h(D) is the differential entropy of a Gaussian random variable with variance D. This lower bound is extensible to sources with memory and other distortion measures. One important feature of the SLB is that it is asymptotically tight in the low distortion regime for a wide class of sources and in some occasions, it actually coincides with the rate–distortion function. Shannon Lower Bounds can generally be found if the distortion between any two numbers can be expressed as a function of the difference between the value of these two numbers.

The Blahut–Arimoto algorithm[image: External link], co-invented by Richard Blahut, is an elegant iterative technique for numerically obtaining rate–distortion functions of arbitrary finite input/output alphabet sources and much work has been done to extend it to more general problem instances.

When working with stationary sources with memory, it is necessary to modify the definition of the rate distortion function and it must be understood in the sense of a limit taken over sequences of increasing lengths.


	



where


	



and


	



where superscripts denote a complete sequence up to that time and the subscript 0 indicates initial state.


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Memoryless (independent) Gaussian source




If we assume that PX(x) is Gaussian[image: External link] with variance[image: External link] σ2, and if we assume that successive samples of the signal X are stochastically independent[image: External link] (or equivalently, the source is memoryless[image: External link], or the signal is uncorrelated), we find the following analytical expression[image: External link] for the rate–distortion function:


	[1]



The following figure shows what this function looks like:

Rate–distortion theory tell us that 'no compression system exists that performs outside the gray area'. The closer a practical compression system is to the red (lower) bound, the better it performs. As a general rule, this bound can only be attained by increasing the coding block length parameter. Nevertheless, even at unit blocklengths one can often find good (scalar) quantizers[image: External link] that operate at distances from the rate–distortion function that are practically relevant.[1]

This rate–distortion function holds only for Gaussian memoryless sources. It is known that the Gaussian source is the most "difficult" source to encode: for a given mean square error, it requires the greatest number of bits. The performance of a practical compression system working on—say—images, may well be below the R(D) lower bound shown.
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Suppose we want to transmit information about a source to the user with a distortion not exceeding D. Rate–distortion theory tells us that at least R(D) bits/symbol of information from the source must reach the user. We also know from Shannon's channel coding theorem that if the source entropy is H bits/symbol, and the channel capacity is C (where C < H), then H − C bits/symbol will be lost when transmitting this information over the given channel. For the user to have any hope of reconstructing with a maximum distortion D, we must impose the requirement that the information lost in transmission does not exceed the maximum tolerable loss of H − R(D) bits/symbol. This means that the channel capacity must be at least as large as R(D).
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 See also





	Decorrelation[image: External link]

	Rate–distortion optimization[image: External link]

	Source coding[image: External link]

	Sphere-packing[image: External link]

	Whitening[image: External link]

	Blahut-Arimoto algorithm[image: External link]
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Sampling (signal processing)






In signal processing, sampling is the reduction of a continuous-time signal[image: External link] to a discrete-time signal[image: External link]. A common example is the conversion of a sound wave[image: External link] (a continuous signal) to a sequence of samples (a discrete-time signal).

A sample is a value or set of values at a point in time and/or space.

A sampler is a subsystem or operation that extracts samples from a continuous signal[image: External link].

A theoretical ideal sampler produces samples equivalent to the instantaneous value of the continuous signal at the desired points.
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 Theory




See also: Nyquist–Shannon sampling theorem


Sampling can be done for functions varying in space, time, or any other dimension, and similar results are obtained in two or more dimensions.

For functions that vary with time, let s(t) be a continuous function (or "signal") to be sampled, and let sampling be performed by measuring the value of the continuous function every T seconds, which is called the sampling interval or the sampling period.[1]  Then the sampled function is given by the sequence:


	
s(nT),   for integer values of n.



The sampling frequency or sampling rate, fs, is the average number of samples obtained in one second (samples per second), thus fs = 1/T.

Reconstructing a continuous function from samples is done by interpolation algorithms. The Whittaker–Shannon interpolation formula is mathematically equivalent to an ideal lowpass filter[image: External link] whose input is a sequence of Dirac delta functions[image: External link] that are modulated (multiplied) by the sample values. When the time interval between adjacent samples is a constant (T), the sequence of delta functions is called a Dirac comb[image: External link]. Mathematically, the modulated Dirac comb is equivalent to the product of the comb function with s(t). That purely mathematical abstraction is sometimes referred to as impulse sampling.[2]

Most sampled signals are not simply stored and reconstructed. But the fidelity of a theoretical reconstruction is a customary measure of the effectiveness of sampling. That fidelity is reduced when s(t) contains frequency components whose periodicity is smaller than 2 samples; or equivalently the ratio of cycles to samples exceeds ½ (see Aliasing[image: External link]). The quantity ½ cycles/sample × fs samples/sec = fs/2 cycles/sec ( hertz[image: External link]) is known as the Nyquist frequency[image: External link] of the sampler. Therefore, s(t) is usually the output of a lowpass filter[image: External link], functionally known as an anti-aliasing filter. Without an anti-aliasing filter, frequencies higher than the Nyquist frequency will influence the samples in a way that is misinterpreted by the interpolation process.[3]
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 Practical considerations




In practice, the continuous signal is sampled using an analog-to-digital converter[image: External link] (ADC), a device with various physical limitations. This results in deviations from the theoretically perfect reconstruction, collectively referred to as distortion[image: External link].

Various types of distortion can occur, including:


	
Aliasing[image: External link]. Some amount of aliasing is inevitable because only theoretical, infinitely long, functions can have no frequency content above the Nyquist frequency. Aliasing can be made arbitrarily small[image: External link] by using a sufficiently large[image: External link] order of the anti-aliasing filter.

	
Aperture error[image: External link] results from the fact that the sample is obtained as a time average within a sampling region, rather than just being equal to the signal value at the sampling instant. In a capacitor[image: External link]-based sample and hold[image: External link] circuit, aperture error is introduced because the capacitor cannot instantly change voltage thus requiring the sample to have non-zero width.

	
Jitter[image: External link] or deviation from the precise sample timing intervals.

	
Noise[image: External link], including thermal sensor noise, analog circuit[image: External link] noise, etc.

	
Slew rate[image: External link] limit error, caused by the inability of the ADC input value to change sufficiently rapidly.

	
Quantization[image: External link] as a consequence of the finite precision of words that represent the converted values.

	Error due to other non-linear[image: External link] effects of the mapping of input voltage to converted output value (in addition to the effects of quantization).



Although the use of oversampling[image: External link] can completely eliminate aperture error and aliasing by shifting them out of the pass band, this technique cannot be practically used above a few GHz, and may be prohibitively expensive at much lower frequencies. Furthermore, while oversampling can reduce quantization error and non-linearity, it cannot eliminate these entirely. Consequently, practical ADCs at audio frequencies typically do not exhibit aliasing, aperture error, and are not limited by quantization error. Instead, analog noise dominates. At RF and microwave frequencies where oversampling is impractical and filters are expensive, aperture error, quantization error and aliasing can be significant limitations.

Jitter, noise, and quantization are often analyzed by modeling them as random errors added to the sample values. Integration and zero-order hold effects can be analyzed as a form of low-pass filtering[image: External link]. The non-linearities of either ADC or DAC are analyzed by replacing the ideal linear function[image: External link] mapping with a proposed nonlinear function[image: External link].


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Applications
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 Audio sampling




Digital audio[image: External link] uses pulse-code modulation and digital signals for sound reproduction. This includes analog-to-digital conversion (ADC), digital-to-analog conversion (DAC), storage, and transmission. In effect, the system commonly referred to as digital is in fact a discrete-time, discrete-level analog of a previous electrical analog. While modern systems can be quite subtle in their methods, the primary usefulness of a digital system is the ability to store, retrieve and transmit signals without any loss of quality.
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 Sampling rate




A commonly seen measure of sampling is S/s, which stands for "Samples per second." As an example, 1 MS/s is one million samples per second.

When it is necessary to capture audio covering the entire 20–20,000 Hz range of human hearing[image: External link],[4]  such as when recording music or many types of acoustic events, audio waveforms are typically sampled at 44.1 kHz ( CD[image: External link]), 48 kHz, 88.2 kHz, or 96 kHz.[5]  The approximately double-rate requirement is a consequence of the Nyquist theorem[image: External link]. Sampling rates higher than about 50 kHz to 60 kHz cannot supply more usable information for human listeners. Early professional audio[image: External link] equipment manufacturers chose sampling rates in the region of 50 kHz for this reason.

There has been an industry trend towards sampling rates well beyond the basic requirements: such as 96 kHz and even 192 kHz[6]  This is in contrast with laboratory experiments, which have failed to show that ultrasonic[image: External link] frequencies are audible to human observers; however in some cases ultrasonic sounds do interact with and modulate the audible part of the frequency spectrum (intermodulation distortion[image: External link]).[7]  It is noteworthy that intermodulation distortion is not present in the live audio and so it represents an artificial coloration to the live sound.[8]  One advantage of higher sampling rates is that they can relax the low-pass filter design requirements for ADCs[image: External link] and DACs[image: External link], but with modern oversampling sigma-delta converters[image: External link] this advantage is less important.

The Audio Engineering Society recommends 48 kHz sampling rate for most applications but gives recognition to 44.1 kHz for Compact Disc[image: External link] and other consumer uses, 32 kHz for transmission-related applications, and 96 kHz for higher bandwidth or relaxed anti-aliasing filtering[image: External link].[9]

A more complete list of common audio sample rates is:



	Sampling rate
	Use



	8,000 Hz
	
Telephone[image: External link] and encrypted walkie-talkie[image: External link], wireless intercom[image: External link] and wireless microphone[image: External link] transmission; adequate for human speech but without sibilance[image: External link] (ess sounds like eff (/ s[image: External link]/, / f[image: External link]/)).



	11,025 Hz
	One quarter the sampling rate of audio CDs; used for lower-quality PCM, MPEG audio and for audio analysis of subwoofer bandpasses.[citation needed[image: External link]]




	16,000 Hz
	
Wideband[image: External link] frequency extension over standard telephone[image: External link] narrowband[image: External link] 8,000 Hz. Used in most modern VoIP[image: External link] and VVoIP communication products.[10]




	22,050 Hz
	One half the sampling rate of audio CDs; used for lower-quality PCM and MPEG audio and for audio analysis of low frequency energy. Suitable for digitizing early 20th century audio formats such as 78s[image: External link].[11]




	32,000 Hz
	
miniDV[image: External link] digital video camcorder[image: External link], video tapes with extra channels of audio (e.g. DVCAM[image: External link] with 4 Channels of audio), DAT[image: External link] (LP mode), Germany's Digitales Satellitenradio[image: External link], NICAM[image: External link] digital audio, used alongside analogue television sound in some countries. High-quality digital wireless microphones[image: External link].[12] Suitable for digitizing FM radio[image: External link].[citation needed[image: External link]]




	37,800 Hz
	CD-XA audio



	44,056 Hz
	Used by digital audio locked to NTSC[image: External link] color video signals (3 samples per line, 245 lines per field, 59.94 fields per second = 29.97 frames per second[image: External link]).



	44,100 Hz[image: External link]
	
Audio CD[image: External link], also most commonly used with MPEG-1[image: External link] audio ( VCD[image: External link], SVCD[image: External link], MP3[image: External link]). Originally chosen by Sony[image: External link] because it could be recorded on modified video equipment running at either 25 frames per second (PAL) or 30 frame/s (using an NTSC monochrome video recorder) and cover the 20 kHz bandwidth thought necessary to match professional analog recording equipment of the time. A PCM adaptor[image: External link] would fit digital audio samples into the analog video channel of, for example, PAL[image: External link] video tapes using 3 samples per line, 588 lines per frame, 25 frames per second.



	47,250 Hz
	world's first commercial PCM sound recorder by Nippon Columbia[image: External link] (Denon)



	48,000 Hz
	The standard audio sampling rate used by professional digital video equipment such as tape recorders, video servers, vision mixers and so on. This rate was chosen because it could reconstruct frequencies up to 22 kHz and work with 29.97 frames per second NTSC video - as well as 25 frame/s, 30 frame/s and 24 frame/s systems. With 29.97 frame/s systems it is necessary to handle 1601.6 audio samples per frame delivering an integer number of audio samples only every fifth video frame.[9]  Also used for sound with consumer video formats like DV, digital TV[image: External link], DVD[image: External link], and films. The professional Serial Digital Interface (SDI)[image: External link] and High-definition Serial Digital Interface (HD-SDI)[image: External link] used to connect broadcast television equipment together uses this audio sampling frequency. Most professional audio gear uses 48 kHz sampling, including mixing consoles[image: External link], and digital recording[image: External link] devices.



	50,000 Hz
	First commercial digital audio recorders from the late 70s from 3M[image: External link] and Soundstream[image: External link].



	50,400 Hz
	Sampling rate used by the Mitsubishi X-80[image: External link] digital audio recorder.



	88,200 Hz
	Sampling rate used by some professional recording equipment when the destination is CD (multiples of 44,100 Hz). Some pro audio gear uses (or is able to select) 88.2 kHz sampling, including mixers, EQs, compressors, reverb, crossovers and recording devices.



	96,000 Hz
	
DVD-Audio[image: External link], some LPCM[image: External link] DVD tracks, BD-ROM[image: External link] (Blu-ray Disc) audio tracks, HD DVD[image: External link] (High-Definition DVD) audio tracks. Some professional recording and production equipment is able to select 96 kHz sampling. This sampling frequency is twice the 48 kHz standard commonly used with audio on professional equipment.



	176,400 Hz
	Sampling rate used by HDCD[image: External link] recorders and other professional applications for CD production. Four times the frequency of 44.1 kHz.



	192,000 Hz
	
DVD-Audio[image: External link], some LPCM[image: External link] DVD tracks, BD-ROM[image: External link] (Blu-ray Disc) audio tracks, and HD DVD[image: External link] (High-Definition DVD) audio tracks, High-Definition audio recording devices and audio editing software. This sampling frequency is four times the 48 kHz standard commonly used with audio on professional video equipment.



	352,800 Hz
	
Digital eXtreme Definition[image: External link], used for recording and editing Super Audio CDs[image: External link], as 1-bit DSD is not suited for editing. Eight times the frequency of 44.1 kHz.



	2,822,400 Hz
	
SACD[image: External link], 1-bit delta-sigma modulation[image: External link] process known as Direct Stream Digital[image: External link], co-developed by Sony[image: External link] and Philips[image: External link].



	5,644,800 Hz
	Double-Rate DSD, 1-bit Direct Stream Digital[image: External link] at 2x the rate of the SACD. Used in some professional DSD recorders.
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 Bit depth




See also: Audio bit depth[image: External link]


Audio is typically recorded at 8-, 16-, and 24-bit depth, which yield a theoretical maximum Signal-to-quantization-noise ratio[image: External link] (SQNR) for a pure sine wave[image: External link] of, approximately, 49.93  dB[image: External link], 98.09 dB and 122.17 dB.[13] CD quality audio uses 16-bit samples. Thermal noise[image: External link] limits the true number of bits that can be used in quantization. Few analog systems have signal to noise ratios (SNR)[image: External link] exceeding 120 dB. However, digital signal processing[image: External link] operations can have very high dynamic range, consequently it is common to perform mixing and mastering operations at 32-bit precision and then convert to 16 or 24 bit for distribution.
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 Speech sampling




Speech signals, i.e., signals intended to carry only human speech[image: External link], can usually be sampled at a much lower rate. For most phonemes[image: External link], almost all of the energy is contained in the 100 Hz–4 kHz range, allowing a sampling rate of 8 kHz. This is the sampling rate[image: External link] used by nearly all telephony[image: External link] systems, which use the G.711[image: External link] sampling and quantization specifications.
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 Video sampling




Standard-definition television[image: External link] (SDTV) uses either 720 by 480 pixels[image: External link] (US NTSC[image: External link] 525-line) or 704 by 576 pixels[image: External link] (UK PAL[image: External link] 625-line) for the visible picture area.

High-definition television[image: External link] (HDTV) uses 720p[image: External link] (progressive), 1080i[image: External link] (interlaced), and 1080p[image: External link] (progressive, also known as Full-HD).

In digital video[image: External link], the temporal sampling rate is defined the frame rate[image: External link] – or rather the field rate[image: External link] – rather than the notional pixel clock. The image sampling frequency is the repetition rate of the sensor integration period. Since the integration period may be significantly shorter than the time between repetitions, the sampling frequency can be different from the inverse of the sample time:


	50 Hz – PAL[image: External link] video

	60 / 1.001 Hz ~= 59.94 Hz – NTSC[image: External link] video



Video digital-to-analog converters[image: External link] operate in the megahertz range (from ~3 MHz for low quality composite video scalers in early games consoles, to 250 MHz or more for the highest-resolution VGA output).

When analog video is converted to digital video[image: External link], a different sampling process occurs, this time at the pixel frequency, corresponding to a spatial sampling rate along scan lines[image: External link]. A common pixel[image: External link] sampling rate is:


	13.5 MHz – CCIR 601[image: External link], D1 video[image: External link]




Spatial sampling in the other direction is determined by the spacing of scan lines in the raster[image: External link]. The sampling rates and resolutions in both spatial directions can be measured in units of lines per picture height.

Spatial aliasing[image: External link] of high-frequency luma[image: External link] or chroma[image: External link] video components shows up as a moiré pattern[image: External link].
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 3D sampling




The process of volume rendering[image: External link] samples a 3D grid of voxels[image: External link] to produce 3D renderings of sliced (tomographic) data. The 3D grid is assumed to represent a continuous region of 3D space. Volume rendering is common in medial imaging, X-ray computed tomography[image: External link] (CT/CAT), Magnetic resonance imaging[image: External link] (MRI), Positron Emission Tomography[image: External link] (PET) are some examples. It is also used for Seismic tomography[image: External link] and other applications.
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 Undersampling




Main article: Undersampling[image: External link]


When a bandpass[image: External link] signal is sampled slower than its Nyquist rate[image: External link], the samples are indistinguishable from samples of a low-frequency alias[image: External link] of the high-frequency signal. That is often done purposefully in such a way that the lowest-frequency alias satisfies the Nyquist criterion[image: External link], because the bandpass signal is still uniquely represented and recoverable. Such undersampling[image: External link] is also known as bandpass sampling, harmonic sampling, IF sampling, and direct IF to digital conversion.[14]
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 Oversampling




Main article: Oversampling[image: External link]


Oversampling is used in most modern analog-to-digital converters to reduce the distortion introduced by practical digital-to-analog converters[image: External link], such as a zero-order hold[image: External link] instead of idealizations like the Whittaker–Shannon interpolation formula.[15]
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 Complex sampling




Complex sampling (I/Q sampling) is the simultaneous sampling of two different, but related, waveforms, resulting in pairs of samples that are subsequently treated as complex numbers[image: External link].[note 1]  When one waveform  is the Hilbert transform[image: External link] of the other waveform  the complex-valued function,    is called an analytic signal[image: External link],  whose Fourier transform is zero for all negative values of frequency. In that case, the Nyquist rate[image: External link] for a waveform with no frequencies ≥ B can be reduced to just B (complex samples/sec), instead of 2B (real samples/sec).[note 2] More apparently, the equivalent baseband waveform[image: External link],    also has a Nyquist rate of B, because all of its non-zero frequency content is shifted into the interval [-B/2, B/2).

Although complex-valued samples can be obtained as described above, they are also created by manipulating samples of a real-valued waveform. For instance, the equivalent baseband waveform can be created without explicitly computing   by processing the product sequence[note 3]  through a digital lowpass filter whose cutoff frequency is B/2.[note 4] Computing only every other sample of the output sequence reduces the sample-rate commensurate with the reduced Nyquist rate. The result is half as many complex-valued samples as the original number of real samples. No information is lost, and the original s(t) waveform can be recovered, if necessary.
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 See also





	Downsampling[image: External link]

	Upsampling[image: External link]

	Multidimensional sampling[image: External link]

	Sample rate conversion[image: External link]

	Digitizing[image: External link]

	Sample and hold[image: External link]

	Beta encoder[image: External link]

	Kell factor[image: External link]

	Bit rate[image: External link]
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 Notes






	
^ Sample-pairs are also sometimes viewed as points on a constellation diagram[image: External link].


	
^ When the complex sample-rate is B, a frequency component at 0.6 B, for instance, will have an alias at −0.4 B, which is unambiguous because of the constraint that the pre-sampled signal was analytic. Also see Aliasing#Complex sinusoids[image: External link]


	
^ When s(t) is sampled at the Nyquist frequency (1/T = 2B), the product sequence simplifies to 


	
^ The sequence of complex numbers is convolved with the impulse response of a filter with real-valued coefficients. That is equivalent to separately filtering the sequences of real parts and imaginary parts and reforming complex pairs at the outputs.
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Shannon–Fano Coding






In the field of data compression, Shannon–Fano coding, named after Claude Shannon and Robert Fano, is a technique for constructing a prefix code[image: External link] based on a set of symbols and their probabilities (estimated or measured). It is suboptimal[image: External link] in the sense that it does not achieve the lowest possible expected code word length like Huffman coding[image: External link]; however unlike Huffman coding, it does guarantee that all code word lengths are within one bit of their theoretical ideal .[citation needed[image: External link]]

The technique was proposed in Shannon's "A Mathematical Theory of Communication", his 1948 article introducing the field of information theory. The method was attributed to Fano, who later published it as a technical report[image: External link].[1] Shannon–Fano coding should not be confused with Shannon coding[image: External link], the coding method used to prove Shannon's noiseless coding theorem[image: External link], or with Shannon–Fano–Elias coding[image: External link] (also known as Elias coding), the precursor to arithmetic coding[image: External link].
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In Shannon–Fano coding, the symbols are arranged in order from most probable to least probable, and then divided into two sets whose total probabilities are as close as possible to being equal. All symbols then have the first digits of their codes assigned; symbols in the first set receive "0" and symbols in the second set receive "1". As long as any sets with more than one member remain, the same process is repeated on those sets, to determine successive digits of their codes. When a set has been reduced to one symbol this means the symbol's code is complete and will not form the prefix of any other symbol's code.

The algorithm produces fairly efficient variable-length encodings; when the two smaller sets produced by a partitioning are in fact of equal probability, the one bit of information used to distinguish them is used most efficiently. Unfortunately, Shannon–Fano does not always produce optimal prefix codes; the set of probabilities {0.35, 0.17, 0.17, 0.16, 0.15} is an example of one that will be assigned non-optimal codes by Shannon–Fano coding.

For this reason, Shannon–Fano is almost never used; Huffman coding[image: External link] is almost as computationally simple and produces prefix codes that always achieve the lowest expected code word length, under the constraints that each symbol is represented by a code formed of an integral number of bits. This is a constraint that is often unneeded, since the codes will be packed end-to-end in long sequences. If we consider groups of codes at a time, symbol-by-symbol Huffman coding is only optimal if the probabilities of the symbols are independent[image: External link] and are some power of a half, i.e., . In most situations, arithmetic coding[image: External link] can produce greater overall compression than either Huffman or Shannon–Fano, since it can encode in fractional numbers of bits which more closely approximate the actual information content of the symbol. However, arithmetic coding has not superseded Huffman the way that Huffman supersedes Shannon–Fano, both because arithmetic coding is more computationally expensive and because it is covered by multiple patents.[citation needed[image: External link]]

Shannon–Fano coding is used in the IMPLODE compression method, which is part of the ZIP file format[image: External link].[2]
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 Shannon–Fano Algorithm




A Shannon–Fano tree is built according to a specification designed to define an effective code table. The actual algorithm is simple:


	For a given list of symbols, develop a corresponding list of probabilities[image: External link] or frequency counts so that each symbol’s relative frequency of occurrence is known.

	Sort the lists of symbols according to frequency, with the most frequently occurring symbols at the left and the least common at the right.

	Divide the list into two parts, with the total frequency counts of the left part being as close to the total of the right as possible.

	The left part of the list is assigned the binary digit 0, and the right part is assigned the digit 1. This means that the codes for the symbols in the first part will all start with 0, and the codes in the second part will all start with 1.

	Recursively apply the steps 3 and 4 to each of the two halves, subdividing groups and adding bits to the codes until each symbol has become a corresponding code leaf on the tree.
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 Example




The example shows the construction of the Shannon code for a small alphabet. The five symbols which can be coded have the following frequency:


	


	Symbol
	A
	B
	C
	D
	E



	Count
	15
	7
	6
	6
	5



	Probabilities
	0.38461538
	0.17948718
	0.15384615
	0.15384615
	0.12820513








All symbols are sorted by frequency, from left to right (shown in Figure a). Putting the dividing line between symbols B and C results in a total of 22 in the left group and a total of 17 in the right group. This minimizes the difference in totals between the two groups.

With this division, A and B will each have a code that starts with a 0 bit, and the C, D, and E codes will all start with a 1, as shown in Figure b. Subsequently, the left half of the tree gets a new division between A and B, which puts A on a leaf with code 00 and B on a leaf with code 01.

After four division procedures, a tree of codes results. In the final tree, the three symbols with the highest frequencies have all been assigned 2-bit codes, and two symbols with lower counts have 3-bit codes as shown table below:


	


	Symbol
	A
	B
	C
	D
	E



	Code
	00
	01
	10
	110
	111








Results in 2 bits for A, B and C and per 3 bits for D and E an average bit number of
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 Huffman Algorithm




Main article: Huffman coding[image: External link]


The Shannon–Fano algorithm doesn't always generate an optimal code. In 1952, David A. Huffman[image: External link] gave a different algorithm that always produces an optimal tree for any given symbol weights (probabilities). While the Shannon–Fano tree is created from the root to the leaves, the Huffman algorithm works in the opposite direction, from the leaves to the root.


	Create a leaf node for each symbol and add it to a priority queue[image: External link], using its frequency of occurrence as the priority.

	While there is more than one node in the queue:

	Remove the two nodes of lowest probability or frequency from the queue

	Prepend 0 and 1 respectively to any code already assigned to these nodes

	Create a new internal node with these two nodes as children and with probability equal to the sum of the two nodes' probabilities.

	Add the new node to the queue.





	The remaining node is the root node and the tree is complete.
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 Example




Using the same frequencies as for the Shannon–Fano example above, viz:


	


	Symbol
	A
	B
	C
	D
	E



	Count
	15
	7
	6
	6
	5



	Probabilities
	0.38461538
	0.17948718
	0.15384615
	0.15384615
	0.12820513








In this case D & E have the lowest frequencies and so are allocated 0 and 1 respectively and grouped together with a combined probability of 0.28205128. The lowest pair now are B and C so they're allocated 0 and 1 and grouped together with a combined probability of 0.33333333. This leaves BC and DE now with the lowest probabilities so 0 and 1 are prepended to their codes and they are combined. This then leaves just A and BCDE, which have 0 and 1 prepended respectively and are then combined. This leaves us with a single node and our algorithm is complete.

The code lengths for the different characters this time are 1 bit for A and 3 bits for all other characters.


	


	Symbol
	A
	B
	C
	D
	E



	Code
	0
	100
	101
	110
	111








Results in 1 bit for A and per 3 bits for B, C, D and E an average bit number of
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 Notes






	
^ Fano 1949


	
^ "APPNOTE.TXT - .ZIP File Format Specification"[image: External link]. PKWARE Inc. 2007-09-28. Retrieved 2008-01-06. The Imploding algorithm is actually a combination of two distinct algorithms. The first algorithm compresses repeated byte sequences using a sliding dictionary. The second algorithm is used to compress the encoding of the sliding dictionary output, using multiple Shannon–Fano trees.
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Shannon Multigraph





In the mathematical discipline of graph theory[image: External link], Shannon multigraphs, named after Claude Shannon by Vizing (1965), are a special type of triangle graphs[image: External link], which are used in the field of edge coloring in particular.


	
A Shannon multigraph is multigraph[image: External link] with 3 vertices for which either of the following conditions holds:

	a) all 3 vertices are connected by the same number of edges.

	b) as in a) and one additional edge is added.







More precisely one speaks of Shannon multigraph Sh(n), if the three vertices are connected by , and edges respectively. This multigraph has maximum degree[image: External link] n. Its multiplicity (the maximum number of edges in a set of edges that all have the same endpoints) is .

Examples

Edge coloring

According to a theorem of Shannon (1949), every multigraph with maximum degree has an edge coloring that uses at most colors. When is even, the example of the Shannon multigraph with multiplicity shows that this bound is tight: the vertex degree is exactly , but each of the edges is adjacent to every other edge, so it requires colors in any proper edge coloring.

A version of Vizing's theorem[image: External link] (Vizing 1964) states that every multigraph with maximum degree and multiplicity may be colored using at most colors. Again, this bound is tight for the Shannon multigraphs.
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Shannon Number






The Shannon number, named after Claude Shannon, is a conservative lower bound (not an estimate) of the game-tree complexity[image: External link] of chess of 10120, based on an average of about 103 possibilities for a pair of moves consisting of a move for White followed by one for Black, and a typical game lasting about 40 such pairs of moves.
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 Shannon's Calculation




Shannon showed a calculation for the lower bound of the game-tree complexity of chess, resulting in about 10120 possible games, to demonstrate the impracticality of solving chess[image: External link] by brute force[image: External link], in his 1950 paper "Programming a Computer for Playing Chess".[1] (This influential paper introduced the field of computer chess.)

Shannon also estimated the number of possible positions, "of the general order of , or roughly 1043". This includes some illegal positions (e.g., pawns on the first rank, both kings in check) and excludes legal positions following captures and promotions. Taking these into account, Victor Allis[image: External link] calculated an upper bound of 5×1052 for the number of positions, and estimated the true number to be about 1050.[2] Recent results[3] improve that estimate, by proving an upper bound of only 2155, which is less than 1046.7 and showing[4] an upper bound 2×1040 in the absence of promotions.

Allis also estimated the game-tree complexity to be at least 10123, "based on an average branching factor of 35 and an average game length of 80". As a comparison, the number of atoms in the observable universe[image: External link], to which it is often compared, is estimated to be between 4×1079 and 4×1081.
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 Number of Sensible Chess Games




As a comparison to the Shannon number, if chess is analyzed for the number of "sensible" games that can be played (not counting ridiculous or obvious game-losing moves such as moving a queen to be immediately captured by a pawn), then the result is closer to around 1040 games. This is based on having a choice of about three sensible moves at each ply (half a move), and a game length of 80 ply (40 moves).[5]
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 See also





	Solving chess[image: External link]

	Go and mathematics[image: External link]
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Shannon's source coding Theorem






This article is about the theory of source coding in data compression. For the term in computer programming, see Source code[image: External link].

In information theory, Shannon's source coding theorem (or noiseless coding theorem) establishes the limits to possible data compression, and the operational meaning of the Shannon entropy.

The source coding theorem shows that (in the limit, as the length of a stream of independent and identically-distributed random variable (i.i.d.)[image: External link] data tends to infinity) it is impossible to compress the data such that the code rate (average number of bits per symbol) is less than the Shannon entropy of the source, without it being virtually certain that information will be lost. However it is possible to get the code rate arbitrarily close to the Shannon entropy, with negligible probability of loss.

The source coding theorem for symbol codes places an upper and a lower bound on the minimal possible expected length of codewords as a function of the entropy of the input word (which is viewed as a random variable[image: External link]) and of the size of the target alphabet.
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 Statements




Source coding is a mapping from (a sequence of) symbols from an information source[image: External link] to a sequence of alphabet symbols (usually bits) such that the source symbols can be exactly recovered from the binary bits (lossless source coding) or recovered within some distortion (lossy source coding). This is the concept behind data compression.
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 Source coding theorem




In information theory, the source coding theorem (Shannon 1948)[1] informally states that (MacKay 2003, pg. 81,[2] Cover:Chapter 5[3]):


N i.i.d.[image: External link] random variables each with entropy H(X) can be compressed into more than N H(X) bits[image: External link] with negligible risk of information loss, as N → ∞; but conversely, if they are compressed into fewer than N H(X) bits it is virtually certain that information will be lost.
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 Source coding theorem for symbol codes




Let Σ1, Σ2 denote two finite alphabets and let Σ∗

1 and Σ∗

2 denote the set of all finite words[image: External link] from those alphabets (respectively).

Suppose that X is a random variable taking values in Σ1 and let  f  be a uniquely decodable[image: External link] code from Σ∗

1 to Σ∗

2 where |Σ2| = a. Let S denote the random variable given by the word length  f (X).

If  f  is optimal in the sense that it has the minimal expected word length for X, then (Shannon 1948):
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 Proof: Source coding theorem




Given X is an i.i.d.[image: External link] source, its time series[image: External link] X1, ..., Xn is i.i.d. with entropy[image: External link] H(X) in the discrete-valued case and differential entropy[image: External link] in the continuous-valued case. The Source coding theorem states that for any ε > 0 for any rate[image: External link] larger than the entropy[image: External link] of the source, there is large enough n and an encoder that takes n i.i.d. repetition of the source, X1:n, and maps it to n(H(X) + ε) binary bits such that the source symbols X1:n are recoverable from the binary bits with probability at least 1 − ε.

Proof of Achievability. Fix some ε > 0, and let


	



The typical set, Aε

n, is defined as follows:


	



The Asymptotic Equipartition Property[image: External link] (AEP) shows that for large enough n, the probability that a sequence generated by the source lies in the typical set, Aε

n, as defined approaches one. In particular, for sufficiently large n, can be made arbitrarily close to 1, and specifically, greater than (See AEP[image: External link] for a proof).

The definition of typical sets implies that those sequences that lie in the typical set satisfy:


	



Note that:


	The probability of a sequence being drawn from Aε

n is greater than 1 − ε.

	, which follows from the left hand side (lower bound) for .

	, which follows from upper bound for and the lower bound on the total probability of the whole set Aε

n.



Since bits are enough to point to any string in this set.

The encoding algorithm: The encoder checks if the input sequence lies within the typical set; if yes, it outputs the index of the input sequence within the typical set; if not, the encoder outputs an arbitrary n(H(X) + ε) digit number. As long as the input sequence lies within the typical set (with probability at least 1 − ε), the encoder doesn't make any error. So, the probability of error of the encoder is bounded above by ε.

Proof of Converse. The converse is proved by showing that any set of size smaller than Aε

n (in the sense of exponent) would cover a set of probability bounded away from 1.
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 Proof: Source coding theorem for symbol codes




For 1 ≤ i ≤ n let si denote the word length of each possible xi. Define , where C is chosen so that q1 + ... + qn = 1. Then


	



where the second line follows from Gibbs' inequality[image: External link] and the fifth line follows from Kraft's inequality[image: External link]:


	



so log C ≤ 0.

For the second inequality we may set


	



so that


	



and so


	



and


	



and so by Kraft's inequality there exists a prefix-free code having those word lengths. Thus the minimal S satisfies
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 Extension to non-stationary independent sources
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 Fixed Rate lossless source coding for discrete time non-stationary independent sources




Define typical set Aε

n as:


	



Then, for given δ > 0, for n large enough, Pr(Aε

n) > 1 − δ. Now we just encode the sequences in the typical set, and usual methods in source coding show that the cardinality of this set is smaller than . Thus, on an average, Hn(X) + ε bits suffice for encoding with probability greater than 1 − δ, where ε and δ can be made arbitrarily small, by making n larger.
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 See also





	Channel coding[image: External link]

	Noisy Channel Coding Theorem

	Error exponent[image: External link]

	
Asymptotic Equipartition Property[image: External link] (AEP)
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Shannon switching Game






The Shannon switching game is an abstract strategy game[image: External link] for two players, invented by American[image: External link] mathematician and electrical engineer Claude Shannon, the "father of information theory" some time before 1951.[1] Two players take turns coloring the edges of an arbitrary graph[image: External link]. One player has the goal of connecting two distinguished vertices by a path of edges of their color. The other player aims to prevent this by using their color instead (or, equivalently, by erasing edges). The game is commonly played on a rectangular grid[image: External link]; this special case of the game was independently invented by American mathematician David Gale[image: External link] in the late 1950s and is known as Gale or Bridg-It.[2][3]
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 Rules




The game is played on a finite graph[image: External link] with two special nodes, A and B. Each edge of the graph can be either colored or removed. The two players are called Short and Cut, and alternate moves. On Cut 's turn, he deletes from the graph a non-colored edge of his choice. On Short 's turn, he colors any edge still in the graph. If Cut manages to turn the graph into one where A and B are no longer connected, he wins. If Short manages to create a colored path from A to B, he wins. The game always terminates after a finite number of moves, and one of the two players has to win. Either Short, Cut, or the player moving first is guaranteed the existence of a winning strategy on any given graph.[4]

The Short and Cut games are a duality; that is, the game can be restated so that both players have the same goal: to secure a certain edge set with distinguished edge e. Short tries to secure the edge set that with e makes up a circuit[image: External link], while Cut tries to secure an edge set that with e makes up a cutset, the minimal set of edges that connect two subgraphs[image: External link].
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 Variants




Versions of the Shannon switching game played on a directed graph[image: External link] and an oriented matroid[image: External link] have been described for theoretical purposes;[5][6] but no corresponding commercial games have been published.
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 Gale




In this game invented by American mathematician David Gale[image: External link] and described in Martin Gardner[image: External link]'s column in Scientific American Oct. 1958, two grids of differently-colored dots are overlaid at an offset. One player links orthogonally adjacent dots on one grid, and the other player uses the other. One player attempts to link the top of their grid to the bottom, while the other tries to link their left side to the right. The game is equivalent to the Shannon switching game played on a rectangular grid. No draw can result; the first player can always win with correct play.

A commercial boardgame implementing the scheme was marketed in 1960 by Hassenfeld Brothers[image: External link] under the name Bridg-It.[7] The game consisted of a plastic board with two interleaved 5x6 rectangular grids of pedestals (one set yellow, the other red), two sets of 20 each red and yellow plastic bridges, and matching pegs to mount them on. Players alternate placing a bridge across any two adjacent pedestals of matching color until one player connects the two opposite sides of the board marked in the player's color. A variant of the game is described in the instructions: each player gets a limited number of bridges, say 10. If neither player has won when all the bridges are placed, a player in his turn, may reposition one of his bridges until a winner results. The game is long out of production.
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 Relationship to other games




The Shannon switching game can be seen as a special case of a Maker-Breaker game[image: External link], in which the winning patterns for the Maker are connecting paths.

A weakly-related connection game Hex[image: External link] is played on a grid of hexagons, and has 6-connectivity. Generalized Hex is played on a graph, just like the Shannon game, but instead of coloring the edges, in Hex the players color the vertices. These games have completely different structure and properties.

Another connecivity game played with paper and pencil on a rectangular array of dots (or graph paper) is the children's game of "dots and boxes[image: External link]". Players alternate drawing in a vertical or horizontal line connecting any two adjacent dots. When a line completes a square, the player initials the square. After all the lines have been filled in, the player who has taken the most squares is the winner.
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 Computational complexity




An explicit solution was found in 1964 for any such game using matroid[image: External link] theory,[2] unlike Hex, which is PSPACE[image: External link] hard.[8] This game is not known to be PSPACE[image: External link] hard, unless played on a directed graph or in the variant where play is along vertices rather than edges.[9]
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	List of connection games[image: External link]

	TwixT[image: External link]
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Shannon–Weaver Model





The Shannon–Weaver model of communication has been called the "mother of all models."[2] Social Scientists use the term to refer to an integrated model of the concepts of information source[image: External link], message[image: External link], transmitter[image: External link], signal[image: External link], channel[image: External link], noise[image: External link], receiver[image: External link], information destination, probability of error, encoding[image: External link], decoding[image: External link], information rate[image: External link], channel capacity, etc. However, some consider the name to be misleading, asserting that the most significant ideas were developed by Shannon alone.[3]

In 1948 Claude Elwood Shannon[image: External link] published A Mathematical Theory of Communication article in two parts in the July and October numbers of the Bell System Technical Journal.[4] In this fundamental work he used tools in probability theory, developed by Norbert Wiener, which were in their nascent stages of being applied to communication theory at that time. Shannon developed information entropy as a measure for the uncertainty in a message while essentially inventing what became known as the dominant form of information theory.

The book co-authored with Warren Weaver, The Mathematical Theory of Communication, reprints Shannon's 1948 article and Weaver's popularization of it, which is accessible to the non-specialist.[5] In short, Weaver reprinted Shannon's two-part paper, wrote a 28 page introduction for a 144 pages book, and changed the title from "A Mathematical Theory . . ." to "The Mathematical Theory . . .". Shannon's concepts were also popularized, subject to his own proofreading, in John Robinson Pierce's Symbols, Signals, and Noise, a popular introduction for non-specialists.[6]

The term Shannon–Weaver model was widely adopted in social science[image: External link] fields such as education, communication sciences[image: External link], organizational analysis, psychology, etc. At the same time, it has been subject to much criticism in the social sciences, as it is supposedly "inappropriate to represent social processes" [1] and "misleading misrepresentation of the nature of human communication", citing its simplicity and inability to consider context.[7] In engineering[image: External link], mathematics, physics[image: External link], and biology[image: External link] Shannon's theory is used more literally and is referred to as Shannon theory, or information theory.[8] This means that outside of the social sciences, fewer people refer to a "Shannon–Weaver" model than to Shannon's information theory; some may consider it a misinterpretation to attribute the information theoretic channel logic to Weaver as well.[3]
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Stream Cipher






A stream cipher is a symmetric key[image: External link] cipher[image: External link] where plaintext digits are combined with a pseudorandom[image: External link] cipher digit stream ( keystream[image: External link]). In a stream cipher, each plaintext[image: External link] digit[image: External link] is encrypted one at a time with the corresponding digit of the keystream, to give a digit of the ciphertext stream. Since encryption of each digit is dependent on the current state of the cipher, it is also known as state cipher. In practice, a digit is typically a bit[image: External link] and the combining operation an exclusive-or[image: External link] (XOR).

The pseudorandom keystream is typically generated serially from a random seed value using digital shift registers[image: External link]. The seed value serves as the cryptographic key[image: External link] for decrypting the ciphertext stream. Stream ciphers represent a different approach to symmetric encryption from block ciphers. Block ciphers operate on large blocks of digits with a fixed, unvarying transformation. This distinction is not always clear-cut: in some modes of operation[image: External link], a block cipher primitive is used in such a way that it acts effectively as a stream cipher. Stream ciphers typically execute at a higher speed than block ciphers and have lower hardware complexity. However, stream ciphers can be susceptible to serious security problems if used incorrectly (see stream cipher attacks[image: External link]); in particular, the same starting state (seed) must never be used twice.
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 Loose inspiration from the one-time pad




Stream ciphers can be viewed as approximating the action of a proven unbreakable cipher, the one-time pad (OTP), sometimes known as the Vernam cipher[image: External link]. A one-time pad uses a keystream[image: External link] of completely random[image: External link] digits. The keystream is combined with the plaintext digits one at a time to form the ciphertext. This system was proved to be secure by Claude E. Shannon in 1949. However, the keystream must be generated completely at random with at least the same length as the plaintext and cannot be used more than once. This makes the system cumbersome to implement in many practical applications, and as a result the one-time pad has not been widely used, except for the most critical applications. Key generation, distribution and management are critical for those applications.

A stream cipher makes use of a much smaller and more convenient key such as 128 bits. Based on this key, it generates a pseudorandom[image: External link] keystream which can be combined with the plaintext digits in a similar fashion to the one-time pad. However, this comes at a cost. The keystream is now pseudorandom and so is not truly random. The proof of security associated with the one-time pad no longer holds. It is quite possible for a stream cipher to be completely insecure.
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 Types of stream ciphers




A stream cipher generates successive elements of the keystream based on an internal state. This state is updated in essentially two ways: if the state changes independently of the plaintext or ciphertext messages, the cipher is classified as a synchronous stream cipher. By contrast, self-synchronising stream ciphers update their state based on previous ciphertext digits.
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 Synchronous stream ciphers




In a synchronous stream cipher a stream of pseudo-random digits is generated independently of the plaintext and ciphertext messages, and then combined with the plaintext (to encrypt) or the ciphertext (to decrypt). In the most common form, binary digits are used ( bits[image: External link]), and the keystream is combined with the plaintext using the exclusive or[image: External link] operation (XOR). This is termed a binary additive stream cipher.

In a synchronous stream cipher, the sender and receiver must be exactly in step for decryption to be successful. If digits are added or removed from the message during transmission, synchronisation is lost. To restore synchronisation, various offsets can be tried systematically to obtain the correct decryption. Another approach is to tag the ciphertext with markers at regular points in the output.

If, however, a digit is corrupted in transmission, rather than added or lost, only a single digit in the plaintext is affected and the error does not propagate to other parts of the message. This property is useful when the transmission error rate is high; however, it makes it less likely the error would be detected without further mechanisms. Moreover, because of this property, synchronous stream ciphers are very susceptible to active attacks[image: External link]: if an attacker can change a digit in the ciphertext, he might be able to make predictable changes to the corresponding plaintext bit; for example, flipping a bit in the ciphertext causes the same bit to be flipped in the plaintext.
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 Self-synchronizing stream ciphers




Another approach uses several of the previous N ciphertext digits to compute the keystream. Such schemes are known as self-synchronizing stream ciphers, asynchronous stream ciphers or ciphertext autokey (CTAK). The idea of self-synchronization was patented in 1946, and has the advantage that the receiver will automatically synchronise with the keystream generator after receiving N ciphertext digits, making it easier to recover if digits are dropped or added to the message stream. Single-digit errors are limited in their effect, affecting only up to N plaintext digits.

An example of a self-synchronising stream cipher is a block cipher in cipher feedback[image: External link] (CFB) mode[image: External link].
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 Linear feedback shift register-based stream ciphers




Binary stream ciphers are often constructed using linear feedback shift registers[image: External link] (LFSRs) because they can be easily implemented in hardware and can be readily analysed mathematically. The use of LFSRs on their own, however, is insufficient to provide good security. Various schemes have been proposed to increase the security of LFSRs.
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 Non-linear combining functions




Because LFSRs are inherently linear, one technique for removing the linearity is to feed the outputs of several parallel LFSRs into a non-linear Boolean function[image: External link] to form a combination generator. Various properties of such a combining function are critical for ensuring the security of the resultant scheme, for example, in order to avoid correlation attacks[image: External link].
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 Clock-controlled generators




Normally LFSRs are stepped regularly. One approach to introducing non-linearity is to have the LFSR clocked irregularly, controlled by the output of a second LFSR. Such generators include the stop-and-go generator, the alternating step generator[image: External link] and the shrinking generator[image: External link].

An alternating step generator[image: External link] comprises three linear feedback shift registers, which we will call LFSR0, LFSR1 and LFSR2 for convenience. The output of one of the registers decides which of the other two is to be used; for instance if LFSR2 outputs a 0, LFSR0 is clocked, and if it outputs a 1, LFSR1 is clocked instead. The output is the exclusive OR of the last bit produced by LFSR0 and LFSR1. The initial state of the three LFSRs is the key.

The stop-and-go generator (Beth and Piper, 1984) consists of two LFSRs. One LFSR is clocked if the output of a second is a "1", otherwise it repeats its previous output. This output is then (in some versions) combined with the output of a third LFSR clocked at a regular rate.

The shrinking generator[image: External link] takes a different approach. Two LFSRs are used, both clocked regularly. If the output of the first LFSR is "1", the output of the second LFSR becomes the output of the generator. If the first LFSR outputs "0", however, the output of the second is discarded, and no bit is output by the generator. This mechanism suffers from timing attacks on the second generator, since the speed of the output is variable in a manner that depends on the second generator's state. This can be alleviated by buffering the output.
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 Filter generator




Another approach to improving the security of an LFSR is to pass the entire state of a single LFSR into a non-linear filtering function.
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 Other designs




Instead of a linear driving device, one may use a nonlinear update function. For example, Klimov and Shamir proposed triangular functions ( T-functions[image: External link]) with a single cycle on n bit words.
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 Security




Main article: Stream cipher attack[image: External link]


For a stream cipher to be secure, its keystream must have a large period[image: External link] and it must be impossible to recover the cipher's key or internal state from the keystream. Cryptographers also demand that the keystream be free of even subtle biases that would let attackers distinguish a stream from random noise, and free of detectable relationships between keystreams that correspond to related keys or related cryptographic nonces[image: External link]. That should be true for all keys (there should be no weak keys), even if the attacker can know or choose some plaintext or ciphertext.

As with other attacks in cryptography, stream cipher attacks can be certificational so they are not necessarily practical ways to break the cipher but indicate that the cipher might have other weaknesses.

Securely using a secure synchronous stream cipher requires that one never reuse the same keystream twice. That generally means a different nonce[image: External link] or key must be supplied to each invocation of the cipher. Application designers must also recognize that most stream ciphers provide not authenticity but privacy: encrypted messages may still have been modified in transit.

Short periods for stream ciphers have been a practical concern. For example, 64-bit block ciphers like DES[image: External link] can be used to generate a keystream in output feedback[image: External link] (OFB) mode. However, when not using full feedback, the resulting stream has a period of around 232 blocks on average; for many applications, the period is far too low. For example, if encryption is being performed at a rate of 8 megabytes[image: External link] per second, a stream of period 232 blocks will repeat after about a half an hour.

Some applications using the stream cipher RC4[image: External link] are attackable because of weaknesses in RC4's key setup routine; new applications should either avoid RC4 or make sure all keys are unique and ideally unrelated[image: External link] (such as generated by a well-seeded CSPRNG[image: External link] or a cryptographic hash function[image: External link]) and that the first bytes of the keystream are discarded.
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 Usage




Stream ciphers are often used for their speed and simplicity of implementation in hardware, and in applications where plaintext comes in quantities of unknowable length like a secure wireless[image: External link] connection. If a block cipher (not operating in a stream cipher mode) were to be used in this type of application, the designer would need to choose either transmission efficiency or implementation complexity, since block ciphers cannot directly work on blocks shorter than their block size. For example, if a 128-bit block cipher received separate 32-bit bursts of plaintext, three quarters of the data transmitted would be padding[image: External link]. Block ciphers must be used in ciphertext stealing[image: External link] or residual block termination[image: External link] mode to avoid padding, while stream ciphers eliminate this issue by naturally operating on the smallest unit that can be transmitted (usually bytes).

Another advantage of stream ciphers in military cryptography is that the cipher stream can be generated in a separate box that is subject to strict security measures and fed to other devices such as a radio set, which will perform the xor operation as part of their function. The latter device can then be designed and used in less stringent environments.

RC4[image: External link] is the most widely used stream cipher in software[citation needed[image: External link]]; others include: A5/1[image: External link], A5/2[image: External link], Chameleon, FISH[image: External link], Helix[image: External link], ISAAC[image: External link], MUGI[image: External link], Panama[image: External link], Phelix[image: External link], Pike[image: External link], SEAL[image: External link], SOBER[image: External link], SOBER-128[image: External link] and WAKE[image: External link].
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 Comparison of stream ciphers






	Stream

Cipher
	Creation

Date
	Speed

(cycles per byte[image: External link])
	(bits)
	Attack



	Effective

Key-[image: External link]Length
	Initialization vector[image: External link]
	Internal

State
	Best Known
	Computational

Complexity



	A5/1[image: External link]
	1989
	Voice (Wphone )[image: External link]
	54 or 64 (in 2G[image: External link])
	22 (in 2G)
	64
	Active KPA[image: External link] OR

KPA[image: External link] Time-Memory Tradeoff
	~2 seconds OR

239.91



	A5/2[image: External link]
	1989
	Voice (Wphone )[image: External link]
	54
	114
	64?
	Active
	4.6 milliseconds



	Achterbahn-128/80[image: External link]
	2006
	1 (hardware)
	80/128
	80/128
	297/351
	Brute force for frame lengths L ≤ 244. Correlation attack for L ≥ 2 48[image: External link].
	280 resp. 2128 for L ≤ 244.



	CryptMT[image: External link]
	2005
	?
	Variable
	up to 19968
	19968
	N/A (2008)
	N/A (2008)



	FISH[image: External link]
	1993
	?
	Variable
	?
	?
	Known-plaintext attack[image: External link]
	211



	Grain[image: External link]
	Pre-2004
	?
	80
	64
	160
	Key-Derivation
	243



	HC-256[image: External link]
	Pre-2004
	4 (WP4 )[image: External link]
	256
	256
	65536
	?
	?



	ISAAC[image: External link]
	1996
	2.375 (W64-bit )[image: External link] -

4.6875 (W32-bit )[image: External link]
	8-8288

usually 40-256
	N/A
	8288
	(2006) First-round

Weak-Internal-State-Derivation
	4.67×101240 (2001)



	MUGI[image: External link]
	1998–2002
	?
	128
	128
	1216
	N/A (2002)
	~282



	PANAMA[image: External link]
	1998
	2
	256
	128?
	1216?
	Hash Collisions (2001)
	282



	Phelix[image: External link]
	Pre-2004
	up to 8 (Wx86 )[image: External link]
	256 + a 128-bit Nonce[image: External link]
	128?
	?
	Differential (2006)
	237



	Pike[image: External link]
	1994
	?
	Variable
	?
	?
	N/A (2004)
	N/A (2004)



	Py[image: External link]
	Pre-2004
	2.6
	8-2048?

usually 40-256?
	64
	8320
	Cryptanalytic Theory (2006)
	275



	Rabbit[image: External link]
	2003-Feb
	3.7(WP3 )[image: External link]-9.7(WARM7 )[image: External link]
	128
	64
	512
	N/A (2006)
	N/A (2006)



	RC4[image: External link]
	1987
	7 W P5[image: External link][1]
	8-2048

usually 40-256
	RC4 does not take an IV. If one desires an IV, it must be mixed into the key somehow.
	2064
	Shamir[image: External link] Initial-Bytes Key-Derivation[image: External link] OR KPA[image: External link]
	213 OR 233



	Salsa20[image: External link]
	Pre-2004
	4.24 (WG4 )[image: External link] -

11.84 (WP4 )[image: External link]
	256
	a 64-bit Nonce + a 64-bit stream position
	512
	Probabilistic neutral bits method
	2251 for 8 rounds (2007)



	Scream[image: External link]
	2002
	4 - 5 (Wsoft )[image: External link]
	128 + a 128-bit Nonce
	32?
	64-bit round function
	?
	?



	SEAL[image: External link]
	1997
	?
	?
	32?
	?
	?
	?



	SNOW[image: External link]
	Pre-2003
	?
	128 OR 256
	32
	?
	?
	?



	SOBER-128[image: External link]
	2003
	?
	up to 128
	?
	?
	Message Forge
	2−6



	SOSEMANUK[image: External link]
	Pre-2004
	?
	128
	128
	?
	?
	?



	Trivium[image: External link]
	Pre-2004
	4 (Wx86 )[image: External link] - 8 (WLG )[image: External link]
	80
	80
	288
	Brute force attack[image: External link] (2006)
	2135



	Turing[image: External link]
	2000–2003
	5.5 (Wx86 )[image: External link]
	?
	160
	?
	?
	?



	VEST[image: External link]
	2005
	42 (WASIC )[image: External link] -

64 (WFPGA )[image: External link]
	Variable

usually 80-256
	Variable

usually 80-256
	256 - 800
	N/A (2006)
	N/A (2006)



	WAKE[image: External link]
	1993
	?
	?
	?
	8192
	CPA[image: External link] & CCA[image: External link]
	Vulnerable



	Stream

Cipher
	Creation

Date
	Speed

(cycles per byte[image: External link])
	(bits)
	Attack



	Effective

Key-[image: External link]Length
	Initialization vector[image: External link]
	Internal

State
	Best Known
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Complexity
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 Trivia





	United States National Security Agency documents sometimes use the term combiner-type algorithms, referring to algorithms that use some function to combine a pseudorandom number generator[image: External link] (PRNG) with a plaintext[image: External link] stream.
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	eSTREAM[image: External link]

	
NLFSR[image: External link],Non-Linear Feedback Shift Register




[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Notes






	
^ P. Prasithsangaree and P. Krishnamurthy (2003). "Analysis of Energy Consumption of RC4 and AES Algorithms in Wireless LANs"[image: External link] (PDF).
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Switching circuit Theory






Switching circuit theory is the mathematical study of the properties of networks of idealized switches. Such networks may be strictly combinational logic[image: External link], in which their output state is only a function of the present state of their inputs; or may also contain sequential elements[image: External link], where the present state depends on the present state and past states; in that sense, sequential circuits are said to include "memory" of past states. An important class of sequential circuits are state machines[image: External link]. Switching circuit theory is applicable to the design of telephone systems, computers, and similar systems. Switching circuit theory provided the mathematical foundations and tools for digital system design in almost all areas of modern technology.[1]

From 1934 to 1936, NEC[image: External link] engineer Akira Nakashima published a series of papers showing that the two-valued Boolean algebra[image: External link], which he discovered independently, can describe the operation of switching circuits.[2][3][4][1] His work was later cited and elaborated on in Claude Shannon's seminal 1938 paper "A Symbolic Analysis of Relay and Switching Circuits".[4] The principles of Boolean algebra[image: External link] are applied to switches, providing mathematical tools for analysis and synthesis of any switching system.

Ideal switches are considered as having only two exclusive states, for example, open or closed. In some analysis, the state of a switch can be considered to have no influence on the output of the system and is designated as a "don't care" state. In complex networks it is necessary to also account for the finite switching time of physical switches; where two or more different paths in a network may affect the output, these delays may result in a "logic hazard"[image: External link] or "race condition[image: External link]" where the output state changes due to the different propagation times through the network.
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	Logic design[image: External link]

	Logic in computer science[image: External link]

	Logic gate[image: External link]

	Nonblocking minimal spanning switch[image: External link]

	Quine–McCluskey algorithm[image: External link]

	
Relay - an early kind of logic device

	
Programmable logic controller[image: External link] - computer software mimics relay circuits for industrial applications

	Switching lemma[image: External link]

	Unate function[image: External link]
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^ a b Radomir S. Stanković, Jaakko Astola (2008), Reprints from the Early Days of Information Sciences: TICSP Series On the Contributions of Akira Nakashima to Switching Theory[image: External link], TICSP Series #40, Tampere International Center for Signal Processing, Tampere University of Technology[image: External link]


	
^ History of Research on Switching Theory in Japan[image: External link], IEEJ Transactions on Fundamentals and Materials, Vol. 124 (2004) No. 8, pp. 720-726, Institute of Electrical Engineers of Japan[image: External link]


	
^ Switching Theory/Relay Circuit Network Theory/Theory of Logical Mathematics[image: External link], IPSJ Computer Museum, Information Processing Society of Japan[image: External link]


	
^ a b Radomir S. Stanković (University of Niš[image: External link]), Jaakko T. Astola (Tampere University of Technology[image: External link]), Mark G. Karpovsky (Boston University[image: External link]), Some Historical Remarks on Switching Theory[image: External link], 2007, DOI 10.1.1.66.1248
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Symbolic Dynamics






In mathematics, symbolic dynamics is the practice of modeling a topological or smooth dynamical system by a discrete space consisting of infinite sequences[image: External link] of abstract symbols, each of which corresponds to a state of the system, with the dynamics (evolution) given by the shift operator[image: External link]. Formally, a Markov partition[image: External link] is used to provide a finite cover[image: External link] for the smooth system; each set of the cover is associated with a single symbol, and the sequences of symbols result as a trajectory of the system moves from one covering set to another.
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 History




The idea goes back to Jacques Hadamard[image: External link]'s 1898 paper on the geodesics[image: External link] on surfaces[image: External link] of negative curvature[image: External link].[1] It was applied by Marston Morse in 1921 to the construction of a nonperiodic recurrent geodesic. Related work was done by Emil Artin[image: External link] in 1924 (for the system now called Artin billiard[image: External link]), Pekka Myrberg[image: External link], Paul Koebe[image: External link], Jakob Nielsen[image: External link], G. A. Hedlund[image: External link].

The first formal treatment was developed by Morse and Hedlund in their 1938 paper.[2] George Birkhoff[image: External link], Norman Levinson[image: External link] and the pair Mary Cartwright and J. E. Littlewood[image: External link] have applied similar methods to qualitative analysis of nonautonomous second order differential equations[image: External link].

Claude Shannon used symbolic sequences and shifts of finite type[image: External link] in his 1948 paper A mathematical theory of communication[image: External link] that gave birth to information theory.

During the late 1960s the method of symbolic dynamics was developed to hyperbolic toral automorphisms by Roy Adler[image: External link] and Benjamin Weiss[image: External link],[3] and to Anosov diffeomorphisms[image: External link] by Yakov Sinai[image: External link] [4] who used the symbolic model to construct Gibbs measures[image: External link]. In the early 1970s the theory was extended to Anosov flows by Marina Ratner[image: External link], and to Axiom A[image: External link] diffeomorphisms and flows by Rufus Bowen[image: External link].

A spectacular application of the methods of symbolic dynamics is Sharkovskii's theorem[image: External link] about periodic orbits[image: External link] of a continuous map[image: External link] of an interval into itself (1964).
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 Examples




Concepts such as heteroclinic orbits[image: External link] and homoclinic orbits[image: External link] have a particularly simple representation in symbolic dynamics.
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 Applications




Symbolic dynamics originated as a method to study general dynamical systems; now its techniques and ideas have found significant applications in data storage[image: External link] and transmission[image: External link], linear algebra[image: External link], the motions of the planets and many other areas. The distinct feature in symbolic dynamics is that time is measured in discrete[image: External link] intervals. So at each time interval the system is in a particular state. Each state is associated with a symbol and the evolution of the system is described by an infinite sequence[image: External link] of symbols—represented effectively as strings[image: External link]. If the system states are not inherently discrete, then the state vector[image: External link] must be discretized, so as to get a coarse-grained[image: External link] description of the system.
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 See also





	Measure-preserving dynamical system[image: External link]

	Shift space[image: External link]

	Shift of finite type[image: External link]

	complex dynamics[image: External link]

	Arithmetic dynamics[image: External link]
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Uncertainty Coefficient





Not to be confused with Theil index[image: External link].

In statistics[image: External link], the uncertainty coefficient, also called proficiency, entropy coefficient or Theil's U, is a measure of nominal association[image: External link]. It was first introduced by Henri Theil[image: External link][citation needed[image: External link]] and is based on the concept of information entropy.
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 Definition




Suppose we have samples of two discrete random variables, X and Y. By constructing the joint distribution, PX,Y(x, y), from which we can calculate the conditional distributions[image: External link], PX|Y(x|y) = PX,Y(x, y)/PY(y) and PY|X(y|x) = PX,Y(x, y)/PX(x), and calculating the various entropies, we can determine the degree of association between the two variables.

The entropy of a single distribution is given as: [1]


	



while the conditional entropy[image: External link] is given as:[1]


	



The uncertainty coefficient[2] or proficiency [3] is defined as:


	



and tells us: given Y, what fraction of the bits of X can we predict? (The above expression makes clear that the uncertainty coefficient is a normalised mutual information[image: External link] I(X;Y).) In this case we can think of X as containing the "true" values. Note that the value of U (but not H!) is independent of the base of the log since all logarithms are proportional.

The uncertainty coefficient is useful for measuring the validity of a statistical classification algorithm and has the advantage over simpler accuracy measures such as precision and recall[image: External link] in that it is not affected by the relative fractions of the different classes, i.e., P(x) .[4] It also has the unique property that it won't penalize an algorithm for predicting the wrong classes, so long as it does so consistently (i.e., it simply rearranges the classes). This is useful in evaluating clustering algorithms[image: External link] since cluster labels typically have no particular ordering.[3]
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 Variations




Symmetrised: The uncertainty coefficient is not symmetric with respect to the roles of X and Y. The roles can be reversed and a symmetrical measure thus defined as a weighted average between the two:[2]


	



Continuous: Although normally applied to discrete variables, the uncertainty coefficient can be extended to continuous variables[1] using density estimation[image: External link].[citation needed[image: External link]]
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	Mutual information[image: External link]

	Rand index[image: External link]

	F1 score[image: External link]

	Binary classification[image: External link]
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libagf[image: External link] Includes software for calculating uncertainty coefficients.
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Useless Machine






A useless machine is a device which has a function but no direct purpose; it may be intended to make a philosophical[image: External link] point, as an amusing engineering " hack[image: External link]", or as an intellectual joke. Devices which have no function, or which malfunction, are not considered to be "useless machines".

The most well-known "useless machines" are those inspired by Marvin Minsky's design, in which the device's sole function is to switch itself off by operating its own "off" switch. More-elaborate devices and novelty toys[image: External link], having some obvious function or entertainment value, have been based on these simple "useless machines".
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 History




The Italian artist Bruno Munari[image: External link] began building "useless machines" (macchine inutili) in the 1930s. He was a "third generation" Futurist[image: External link] and did not share the first generation's boundless enthusiasm for technology, but sought to counter the threats of a world under machine rule by building machines that were artistic and unproductive.[1]

The version of the useless machine that became famous in information theory (basically a box with a simple switch which, when turned "on", causes a hand or lever to appear from inside the box that switches the machine "off" before disappearing inside the box again[2]) appears to have been invented by MIT[image: External link] professor and artificial intelligence pioneer Marvin Minsky, while he was a graduate student at Bell Labs in 1952.[3] Minsky dubbed his invention the "ultimate machine", but that sense of the term did not catch on.[3] The device has also been called the "Leave Me Alone Box".[4]

Minsky's mentor at Bell Labs, information theory pioneer Claude Shannon (who later also became an MIT professor), made his own versions of the machine. He kept one on his desk, where science fiction[image: External link] author Arthur C. Clarke[image: External link] saw it. Clarke later wrote, "There is something unspeakably sinister about a machine that does nothing—absolutely nothing—except switch itself off", and he was fascinated by the concept.[3]

Minsky also invented a "gravity machine" that would ring a bell if the gravitational constant[image: External link] were to change, a theoretical possibility that is not expected to occur in the foreseeable future.[3]
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 Commercial products




In the 1960s, a novelty toy maker called "Captain Co." sold a "Monster Inside the Black Box", featuring a mechanical hand that emerged from a featureless plastic black box[image: External link] and flipped a toggle switch[image: External link], turning itself off. This version may have been inspired in part by " Thing[image: External link]", the disembodied hand featured in the television sitcom[image: External link] The Addams Family[image: External link].[3] Other versions have been produced.[5] In their conceptually purest form, these machines do nothing except to switch themselves off.

A closely related design is a coin snatching black box machine called "The Thing". It activates when a conductive metal coin is placed in a holder. The box begins to whir and vibrate, then a small plastic hand slowly emerges from under a trapdoor[image: External link]. The hand snatches the coin, pulls it in, and slams the door shut, ending the performance. It can be argued that this machine is not strictly useless, acting as a type of piggy bank[image: External link], in a way that acts like a Rube Goldberg machine[image: External link].

It is claimed that Don Poynter, who graduated from the University of Cincinnati[image: External link] in 1949 and founded Poynter Products, Inc., first produced and sold the "Little Black Box", which simply switched itself off. He then added the coin snatching feature, dubbed his invention "The Thing", arranged licensing with the producers of the television show, The Addams Family, and later sold "Uncle Fester's Mystery Light Bulb" as another show spinoff product[image: External link].[6][7] Robert J. Whiteman, owner and president of Liberty Library Corporation, also claims credit for developing "The Thing".[8][9] (Both companies were later to be co-defendants in landmark litigation[image: External link] initiated by Theodor Geisel[image: External link] ("Dr. Seuss") over copyright[image: External link] issues related to figurines[image: External link]).[10][6]

Both the plain black box and the bank version were widely sold by Spencer Gifts[image: External link], and appeared in its mail-order catalogs through the 1960s and early 1970s. As of 2015, a version of the coin snatching black box is being sold as the "Black Box Money Trap Bank" or "Black Box Bank".[citation needed[image: External link]]

Do-it-yourself[image: External link] versions of the useless machine (often modernized with microprocessor controls) have been featured in a number of web videos[11] and inspired more complex machines that are able to move or which use more than one switch.[12] As of 2015, there are several completed or kit form devices being offered for sale.[13]
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 Conceptual significance




Columbia University[image: External link] professor Lydia H. Liu wrote in her 2010 book The Freudian Robot that the useless machine reflects an "intuitive grasp of a fundamental problem of the unconscious[image: External link] that Freud[image: External link] has termed the death drive[image: External link]."[3]
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 Cultural references




In 2009, the artist David Moises exhibited his reconstruction of The Ultimate Machine aka Shannon's Hand, and explained the interactions of Claude Shannon, Marvin Minsky, and Arthur C. Clarke regarding the device.[14]

Episode 3 of the third season[image: External link] of the FX[image: External link] show Fargo[image: External link], "The Law of Non-Contradiction", features a useless machine[15] (and, in a story within the story[image: External link], an android named Minsky after Marvin Minsky).[16]
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	Arthur Ganson[image: External link]

	Bruno Munari[image: External link]

	Jean Tinguely[image: External link]

	Trammel of Archimedes[image: External link]

	Discard protocol[image: External link]

	Mechanical bank[image: External link]

	Rube Goldberg machine[image: External link]
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Wearable Computer






Wearable computers, also known as body-borne computers or wearables are miniature electronic devices[image: External link] that are worn under, with or on top of clothing[image: External link].[1] This class of wearable technology[image: External link] has been developed for general or special purpose information technologies[image: External link]. It is also used in media development. Wearable computers are especially useful for applications that require more complex computational support, such as accelerometers[image: External link] or gyroscopes[image: External link], than just hardware coded logic.

Wearable computing devices are variously defined. For example, consumers often refer to wearable computers as computers that can be easily carried on the body, or systems with a heads-up display or speech activated. This contrasts with academics that define wearables as a system that can perform a set of functions without being constrained by the physical hardware of the system.[clarification needed[image: External link]] Merchandiser often use the broadest definition, as any computing device worn on the body. This article page will use the broadest definition.[2][3]

Smartwatches[image: External link] and the Fitbit[image: External link] system are the most common form, worn on the wrist. Google Glass[image: External link] is an optical head-mounted display[image: External link] supplying a augmented reality[image: External link] perspective, controlled by novel gestural movements.

One common feature of wearable computers is their persistence of activity. There is constant interaction[image: External link] between the wearable and user, so there is no need to turn the device on or off. Another feature is the ability to multi-task. When using a wearable computer, there is no need to stop what one is doing to use the device; its functionality blends seamlessly into all other user actions. These devices can be used by the wearer to act as a prosthetic[image: External link]. It may therefore be an extension of the user's mind or body.

Many issues are common to wearables as with mobile computing[image: External link], ambient intelligence[image: External link] and ubiquitous computing[image: External link] research communities[image: External link]. These include power management and heat dissipation[image: External link], software architectures[image: External link], wireless[image: External link] and personal area networks[image: External link], and data management,[4] all of which are essential for overall data quality and trust in the device.
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 Areas of applications




In many applications, the user's body is actively engaged as the device's interface. This usually includes: the skin, hands, voice, eyes, and arms. Wearables are also receptive to any motion or attention.

Wearable computer items have been developed and applied in the following:


	sensory integration, e.g. to help people see better or understand the world better (whether in task-specific applications like camera-based welding helmets[image: External link][5] or for everyday use like computerized "digital eyeglass"[image: External link]),[1]


	
behavioral modeling[image: External link],

	
health care[image: External link] monitoring[image: External link] systems,

	service management[image: External link]

	mobile phones[image: External link]

	smartphones[image: External link]

	electronic textiles[image: External link]

	fashion design[image: External link]



Today "wearable computing" is still a topic of active research, especially the form-factor and location on the body, with areas of study including user interface[image: External link] design, augmented reality[image: External link], and pattern recognition[image: External link]. The use of wearables for specific applications, for compensating disabilities[image: External link] or supporting elderly people steadily increases. The application of wearable computers in fashion design is evident through Microsoft's prototype of "The Printing Dress" at the International Symposium on Wearable Computers[image: External link] in June 2011.[6]
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 History




Due to the varied definitions of "wearable" and "computer", the first wearable computer could be as early as the first abacus on a necklace, a 16th-century abacus ring, the first wristwatch[image: External link] made by Breguet for the Queen of Naples in 1810, or the covert timing devices hidden in shoes to cheat at roulette by Thorp and Shannon in the 1960s and 1970s.[7]

However, a computer is not merely a time-keeping or calculating device, but rather a user-programmable item for complex algorithms[image: External link], interfacing[image: External link], and data management. By this definition, the wearable computer was invented by Steve Mann, in the late 1970s:[8][9][10]


Steve Mann, a professor at the University of Toronto, was hailed as the father of the wearable computer and the ISSCC's first virtual panelist, by moderator Woodward Yang of Harvard University (Cambridge Mass.).

— IEEE ISSCC 8 Feb. 2000



The development of wearable items has taken several steps of miniaturization from discrete electronics over hybrid designs to fully integrated designs, where just one processor chip, a battery and some interface conditioning items make the whole unit.
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 1500s




Queen Elizabeth I[image: External link] of England[image: External link] received the wristwatch (while not a computer) from Robert Dudley in 1571, as a new year's present.[11]
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 1600s




The Qing Dynasty[image: External link] saw the introduction of a fully functional abacus[image: External link] on a ring[image: External link], which could be used while it was being worn.[1][12]
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 1800s




The first wearable timepiece was made by watchmaker[image: External link] Breguet for the Queen of Naples in 1810. It was a small ladies' pocket watch on a bracelet chain.[13] A wristwatch is a "wearable computer" in the sense that it can be worn and that it also computes time. But it is not a general-purpose computer in the sense of the modern word.

Girard-Perregaux[image: External link] made wristwatches for the German Imperial Navy after an artillery officer complained that it was not convenient to use both hands to operate a pocket watch while timing his bombardments. The officer had strapped a pocket watch onto his wrist and his superiors liked his solution, and thus asked La Chaux-de-Fonds to travel to Berlin[image: External link] to begin production of small pocket watches attached to wrist bracelets.[13]

Early acceptance of wristlets by men serving in the military was not widespread, though:


Wristlets, as they were called, were reserved for women, and considered more of a passing fad than a serious timepiece. In fact, they were held in such disdain that many a gentlemen were actually quoted to say they "would sooner wear a skirt as wear a wristwatch".

— International Watch Magazine[14]
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 1960s




In 1961, mathematicians Edward O. Thorp and Claude Shannon built some computerized timing devices to help them win at a game of roulette. One such timer was concealed in a shoe and another in a pack of cigarettes. Various versions of this apparatus were built in the 1960s and 1970s. Detailed pictures of a shoe-based timing device can be viewed at www.eyetap.org[image: External link].

Thorp refers to himself as the inventor of the first "wearable computer"[15] In other variations, the system was a concealed cigarette-pack sized analog computer designed to predict the motion of roulette wheels. A data-taker would use microswitches[image: External link] hidden in his shoes to indicate the speed of the roulette wheel, and the computer would indicate an octant[image: External link] of the roulette wheel to bet on by sending musical tones via radio to a miniature speaker hidden in a collaborator's ear canal. The system was successfully tested in Las Vegas[image: External link] in June 1961, but hardware issues with the speaker wires prevented it from being used beyond test runs.[16] This was not a wearable computer, because it could not be re-purposed during use; rather it was an example of task-specific hardware. This work was kept secret until it was first mentioned in Thorp's book Beat the Dealer (revised ed.) in 1966[16] and later published in detail in 1969.[17]
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 1970s




The 1970s saw the rise of special purpose hardware timing devices, similar to the ones from the 1960s, such as roulette prediction devices using next-generation technology. In particular, a group known as Eudaemonic Enterprises[image: External link] used a CMOS[image: External link] 6502 microprocessor with 5K RAM[image: External link] to create a shoe computer with inductive radio communications between a data-taker and bettor.[18][19]

Another early wearable system was a camera-to-tactile vest for the blind, published by C.C. Collins in 1977, that converted images into a 1024-point, 10-inch square tactile grid[image: External link] on a vest.[20] On the consumer end, 1977 also saw the introduction of the HP-01 algebraic calculator watch[image: External link] by Hewlett-Packard.[21]
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 1980s




The 1980s saw the rise of more general-purpose wearable computers that fit the modern definition of "computer" by going beyond task-specific hardware to more general-purpose (e.g. re-programmable by the user) devices. In 1981, Steve Mann designed and built a backpack-mounted 6502-based wearable multimedia computer with text, graphics, and multimedia capability, as well as video capability (cameras and other photographic systems). Mann went on to be an early and active researcher in the wearables field, especially known for his 1994 creation of the Wearable Wireless Webcam[image: External link], the first example of Lifelogging[image: External link].[22][23]

Seiko Epson[image: External link] released the RC-20[image: External link] Wrist Computer in 1984. It was an early smartwatch[image: External link], powered by a computer on a chip[image: External link].[24]

Though perhaps not technically "wearable," in 1986 Steve Roberts built Winnebiko-II, a recumbent bicycle[image: External link] with on-board computer and chorded keyboard[image: External link]. Winnebiko II was the first of Steve Roberts' forays into nomadic computing[image: External link] that allowed him to type while riding.[25]

In 1989, Reflection Technology marketed the Private Eye head-mounted display[image: External link], which scans a vertical array of LEDs across the visual field using a vibrating mirror. This display gave rise to several hobbyist and research wearables, including Gerald "Chip" Maguire's IBM[image: External link] / Columbia University[image: External link] Student Electronic Notebook,[26] Doug Platt's Hip-PC,[27] and Carnegie Mellon University's VuMan 1 in 1991.[28]

The Student Electronic Notebook consisted of the Private Eye, Toshiba[image: External link] diskless AIX notebook computers[image: External link] (prototypes), a stylus based input system and a virtual keyboard[image: External link]. It used direct-sequence spread spectrum[image: External link] radio links to provide all the usual TCP/IP based services, including NFS mounted file systems and X11, which all ran in the Andrew Project environment.

The Hip-PC included an Agenda palmtop used as a chording keyboard attached to the belt and a 1.44 megabyte floppy drive. Later versions incorporated additional equipment from Park Engineering. The system debuted at "The Lap and Palmtop Expo" on 16 April 1991.

VuMan 1 was developed as part of a Summer-term course at Carnegie Mellon's Engineering Design Research Center, and was intended for viewing house blueprints. Input was through a three-button unit worn on the belt, and output was through Reflection Tech's Private Eye. The CPU was an 8 MHz 80188 processor with 0.5 MB ROM.
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 1990s




In 1993, the Private Eye was used in Thad Starner[image: External link]'s wearable, based on Doug Platt's system and built from a kit from Park Enterprises, a Private Eye display on loan from Devon Sean McCullough, and the Twiddler chording keyboard made by Handykey. Many iterations later this system became the MIT[image: External link] "Tin Lizzy" wearable computer design, and Starner went on to become one of the founders of MIT's wearable computing project. 1993 also saw Columbia University[image: External link]'s augmented-reality system known as KARMA (Knowledge-based Augmented Reality for Maintenance Assistance). Users would wear a Private Eye display over one eye, giving an overlay effect when the real world was viewed with both eyes open. KARMA would overlay wireframe schematics and maintenance instructions on top of whatever was being repaired. For example, graphical wireframes on top of a laser printer would explain how to change the paper tray. The system used sensors attached to objects in the physical world to determine their locations, and the entire system ran tethered from a desktop computer.[29][30]

In 1994, Edgar Matias and Mike Ruicci of the University of Toronto[image: External link], debuted a "wrist computer." Their system presented an alternative approach to the emerging head-up display plus chord keyboard wearable. The system was built from a modified HP 95LX palmtop computer and a Half-QWERTY one-handed keyboard. With the keyboard and display modules strapped to the operator's forearms, text could be entered by bringing the wrists together and typing.[31] The same technology was used by IBM researchers to create the half-keyboard "belt computer.[32] Also in 1994, Mik Lamming and Mike Flynn at Xerox EuroPARC[image: External link] demonstrated the Forget-Me-Not, a wearable device that would record interactions with people and devices and store this information in a database for later query.[33] It interacted via wireless transmitters in rooms and with equipment in the area to remember who was there, who was being talked to on the telephone, and what objects were in the room, allowing queries like "Who came by my office while I was on the phone to Mark?". As with the Toronto system, Forget-Me-Not was not based on a head-mounted display.

Also in 1994, DARPA[image: External link] started the Smart Modules Program to develop a modular, humionic approach to wearable and carryable computers, with the goal of producing a variety of products including computers, radios, navigation systems and human-computer interfaces that have both military and commercial use. In July 1996, DARPA went on to host the "Wearables in 2005" workshop, bringing together industrial, university, and military visionaries to work on the common theme of delivering computing to the individual.[34] A follow-up conference was hosted by Boeing[image: External link] in August 1996, where plans were finalized to create a new academic conference on wearable computing. In October 1997, Carnegie Mellon University, MIT, and Georgia Tech[image: External link] co-hosted the IEEE International Symposium on Wearables Computers (ISWC) in Cambridge, Massachusetts[image: External link]. The symposium was a full academic conference with published proceedings and papers ranging from sensors and new hardware to new applications for wearable computers, with 382 people registered for the event.
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 2000s




Dr. Bruce H Thomas and Dr. Wayne Piekarski developed the Tinmith wearable computer system to support augmented reality[image: External link]. This work was first published internationally in 2000 at the ISWC conference. The work was carried out at the Wearable Computer Lab in the University of South Australia[image: External link].

In 2002, as part of Kevin Warwick's Project Cyborg[image: External link], Warwick's wife, Irena, wore a necklace which was electronically linked to Warwick's nervous system via an implanted electrode array[image: External link] The color of the necklace changed between red and blue dependent on the signals on Warwick's nervous system.[35]

GoPro[image: External link] released their first product, the GoPro HERO 35mm, which began a successful franchise of wearable cameras. The cameras can be worn atop the head or around the wrist and are shock and waterproof. GoPro cameras are used by many athletes and extreme sports enthusiasts, a trend that became very apparent during the early 2010s.

In the late 2000s, various Chinese companies began producing mobile phones in the form of wristwatches, the descendants of which as of 2013 include the i5 and i6, which are GSM phones with 1.8 inch displays, and the ZGPAX s5[image: External link] Android[image: External link] wristwatch phone.
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 2010s




Standardization with IEEE, IETF[image: External link], and several industry groups (e.g. Bluetooth[image: External link]) led to more various interfacing under the WPAN[image: External link] (wireless personal area network). It also led the WBAN[image: External link] (Wireless body area network) to offer new classification of designs for interfacing and networking. The 6th-generation iPod Nano[image: External link], released in September 2010, has a wristband attachment available to convert it into a wearable wristwatch computer.

The development of wearable computing spread to encompass rehabilitation engineering[image: External link], ambulatory intervention treatment, life guard systems, and defense wearable systems.[clarification needed[image: External link]]

Sony[image: External link] produced a wristwatch called Sony SmartWatch[image: External link] that must be paired with an Android phone. Once paired, it becomes an additional remote display and notification tool.[36]

Fitbit[image: External link] released several wearable fitness trackers and the Fitbit Surge[image: External link], a full smartwatch[image: External link] that is compatible with Android[image: External link] and iOS[image: External link].

On April 11, 2012, Pebble[image: External link] launched a Kickstarter[image: External link] campaign to raise $100,000 for their initial smartwatch model. The campaign ended on May 18 with $10,266,844, over 100 times the fundraising target.[37] Pebble has released several smartwatches since, including the Pebble Time[image: External link] and the Pebble Round.

Google Glass launched their optical head-mounted display[image: External link] (OHMD) to a test group of users in 2013, before it became available to the public on May 15, 2014.[38] Google's mission was to produce a mass-market ubiquitous computer[image: External link] that displays information in a smartphone[image: External link]-like hands-free format[39] that can interact with the Internet via natural language voice commands.[40][41] Google Glass received criticism over privacy and safety concerns. On January 15, 2015, Google announced that it would stop producing the Google Glass prototype but would continue to develop the product. According to Google, Project Glass was ready to "graduate" from Google X[image: External link], the experimental phase of the project.[42]

Thync[image: External link], a headset launched in 2014, is a wearable that stimulates the brain with mild electrical pulses, causing the wearer to feel energized or calm based on input into a phone app. The device is attached to the temple and to the back of the neck with an adhesive strip.[43]

Macrotellect[image: External link] launched 2 portable brainwave( EEG[image: External link]) sensing devices, BrainLink Pro and BrainLink Lite in 2014, which allows families and meditation students to enhance the mental fitness and stress relief with 20+ brain fitness enhancement Apps on Apple and Android App Stores.[44]

In January 2015, Intel[image: External link] announced the sub-miniature Intel Curie for wearable applications, based on its Intel Quark[image: External link] platform. As small as a button, it features a 6-axis accelerometer[image: External link], a DSP sensor hub, a Bluetooth LE unit, and a battery charge controller.[45] It was scheduled to ship in the second half of the year.

On April 24, 2015, Apple[image: External link] released their take on the smartwatch, known as the Apple Watch. The Apple Watch features a touchscreen, many applications, and a heart-rate sensor.[46]


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Commercialization




The commercialization of general-purpose wearable computers, as led by companies such as Xybernaut[image: External link], CDI[image: External link] and ViA, Inc. has thus far been met with limited success. Publicly traded Xybernaut tried forging alliances with companies such as IBM[image: External link] and Sony[image: External link] in order to make wearable computing widely available, and managed to get their equipment seen on such shows as The X-Files[image: External link], but in 2005 their stock was delisted and the company filed for Chapter 11[image: External link] bankruptcy protection amid financial scandal and federal investigation. Xybernaut emerged from bankruptcy protection in January, 2007. ViA, Inc. filed for bankruptcy in 2001 and subsequently ceased operations.

In 1998, Seiko[image: External link] marketed the Ruputer[image: External link], a computer in a (fairly large) wristwatch, to mediocre returns. In 2001, IBM developed and publicly displayed two prototypes for a wristwatch computer running Linux[image: External link]. The last message about them dates to 2004[image: External link], saying the device would cost about $250, but it is still under development. In 2002, Fossil, Inc.[image: External link] announced the Fossil Wrist PDA[image: External link], which ran the Palm OS[image: External link]. Its release date was set for summer of 2003, but was delayed several times and was finally made available on January 5, 2005. Timex Datalink[image: External link] is another example of a practical wearable computer. Hitachi[image: External link] launched a wearable computer called Poma in 2002. Eurotech[image: External link] offers the ZYPAD[image: External link], a wrist wearable touch screen computer with GPS[image: External link], Wi-Fi[image: External link] and Bluetooth[image: External link] connectivity and which can run a number of custom applications.[47] In 2013, a wearable computing device on the wrist to control body temperature was developed at MIT.[48]

Evidence of weak market acceptance was demonstrated when Panasonic[image: External link] Computer Solutions Company's product failed. Panasonic has specialized in mobile computing with their Toughbook[image: External link] line for over 10 years and has extensive market research into the field of portable, wearable computing products. In 2002, Panasonic introduced a wearable brick computer coupled with a handheld or a touchscreen worn on the arm. The "Brick" Computer is the CF-07 Toughbook, dual batteries, screen used same batteries as the base, 800 x 600 resolution, optional GPS and WWAN[image: External link]. Has one M-PCI slot and one PCMCIA slot for expansion. CPU used is a 600 MHz Pentium 3 factory under clocked to 300 MHz so it can stay cool passively as it has no fan. Micro DIM RAM is upgradeable. The screen can be used wirelessly on other computers. The brick would communicate wirelessly to the screen, and concurrently the brick would communicate wirelessly out to the internet or other networks. The wearable brick was quietly pulled from the market in 2005, while the screen evolved to a thin client[image: External link] touchscreen used with a handstrap.

Google has announced that it has been working on a head-mounted display[image: External link]-based wearable "augmented reality[image: External link]" device called Google Glass[image: External link]. An early version of the device was available to the US public from April 2013 until January 2015. Despite ending sales of the device through their Explorer Program, Google has stated that they plan to continue developing the technology.[49][50][51]

LG[image: External link] and iriver[image: External link] produce earbud wearables measuring heart rate and other biometrics, as well as various activity metrics.[52][53]

Greater response to commercialization has been found in creating devices with designated purposes rather than all-purpose. One example is the WSS1000. The WSS1000 is a wearable computer designed to make the work of inventory employees easier and more efficient. The device allows workers to scan the barcode[image: External link] of items and immediately enter the information into the company system. This removed the need for carrying a clipboard, removed error and confusion from hand written notes, and allowed workers the freedom of both hands while working; the system improves accuracy as well as efficiency.[2]
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 Popular culture




Many technologies for wearable computers derive their ideas from science fiction. There are many examples of ideas from popular movies that have become technologies or are technologies currently being developed.


	
3D User Interface: Devices that display usable, tactile interfaces that can be manipulated in front of the user. Examples include the glove-operated hologram computer featured at the Pre-Crime headquarters in the beginning of Minority Report[image: External link] and the computers used by the Gate Workers at Zion in the The Matrix trilogy[image: External link].

	
Intelligent Textiles: Clothing that can relay and collect information. Examples include Tron[image: External link] and its sequel[image: External link], and also many sci-fi[image: External link] military films.

	
Threat Glasses: Scan others in vicinity and assess threat-to-self level. Examples include Terminator 2[image: External link], and 'Threep' Technology in Lock-In


	
Computerized Contact Lenses: A special contact lenses that is used to confirm one's identity. Used in Mission Impossible 4[image: External link].

	
Combat Suit Armor: A wearable exoskeleton that provides protection to its wearer and is typically equipped with powerful weapons and a computer system. Examples include numerous Iron Man[image: External link] suits, along with Samus Aran's[image: External link] Power Suit and Fusion Suit in the Metroid[image: External link] video game series.

	
Brain Nano-Bots to Store Memories in the Cloud: Used in Total Recall.

	
Infrared Headsets: Can help identify suspects and see through walls. Examples include Robocop's[image: External link] special eye system, as well as some more advanced visors that Samus Aran uses in the Metroid Prime trilogy[image: External link].

	
Wrist-Worn Computers: Provide various abilities and information, such as data about the wearer, a vicinity map, a flashlight, a communicator, a poison detector or an enemy-tracking device. Examples include the Pip-Boy 3000 from the Fallout[image: External link] games and Leela's Wrist Device from the Futurama[image: External link] TV sitcom.
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 Military use




See also: Future Soldier[image: External link]


The wearable computer was introduced to the US Army in 1989, as a small computer that was meant to assist soldiers in battle. Since then, the concept has grown to include the = Land Warrior program and proposal for future systems.[54] The most extensive military program in the wearables arena is the US Army[image: External link]'s Land Warrior[image: External link] system,[55] which will eventually be merged into the Future Force Warrior[image: External link] system.[citation needed[image: External link]]

F-INSAS[image: External link] is an Indian Military Project, designed largely with wearable computing.
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 See also






	Activity tracker[image: External link]

	Apple Watch[image: External link]

	
Artificial neural membrane[image: External link] (Smartskin)

	Augmented reality[image: External link]

	Active tag[image: External link]

	Calculator watch[image: External link]

	Computer-mediated reality[image: External link]

	eHealth[image: External link]

	EyeTap[image: External link]

	E-textiles[image: External link]

	FrogPad[image: External link]

	Futuristic clothing[image: External link]

	Glove One[image: External link]

	Google Glass[image: External link]

	Golden-i[image: External link]

	GPS watch[image: External link]

	Head-mounted display[image: External link]

	Head-up display[image: External link]

	Heart rate monitor[image: External link]

	Internet of Things[image: External link]

	Lifelog[image: External link]

	Open-source computing hardware[image: External link]

	Identity tag[image: External link]

	Mobile phone[image: External link]

	Mobile interaction[image: External link]

	Optical head-mounted display[image: External link]

	OQO[image: External link]

	Personal digital assistant[image: External link]

	Pocket computer[image: External link]

	
Skully[image: External link] (helmet)

	Smartphone[image: External link]

	Smartglasses[image: External link]

	Smartwatch[image: External link]

	Staff locators[image: External link]

	Tablet PC[image: External link]

	Virtual retinal display[image: External link]
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Whittaker–Shannon interpolation Formula






The Whittaker–Shannon interpolation formula or sinc interpolation is a method to construct a continuous-time[image: External link] bandlimited[image: External link] function from a sequence of real numbers. The formula dates back to the works of E. Borel[image: External link] in 1898, and E. T. Whittaker[image: External link] in 1915, and was cited from works of J. M. Whittaker[image: External link] in 1935, and in the formulation of the Nyquist–Shannon sampling theorem by Claude Shannon in 1949. It is also commonly called Shannon's interpolation formula and Whittaker's interpolation formula. E. T. Whittaker, who published it in 1915, called it the Cardinal series.
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 Definition




Given a sequence of real numbers, x[n], the continuous function


	



(where "sinc" denotes the normalized sinc function[image: External link]) has a Fourier transform[image: External link], X(f), whose non-zero values are confined to the region |f| ≤ 1/(2T).  When parameter T has units of seconds, the bandlimit, 1/(2T), has units of cycles/sec ( hertz[image: External link]). When the x[n] sequence represents time samples, at interval T, of a continuous function, the quantity fs = 1/T is known as the sample rate[image: External link], and fs/2 is the corresponding Nyquist frequency[image: External link]. When the sampled function has a bandlimit, B, less than the Nyquist frequency, x(t) is a perfect reconstruction of the original function. (See Sampling theorem[image: External link].) Otherwise, the frequency components above the Nyquist frequency "fold" into the sub-Nyquist region of X(f), resulting in distortion. (See Aliasing[image: External link].)
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 Equivalent formulation: convolution/lowpass filter




The interpolation formula is derived in the Nyquist–Shannon sampling theorem article, which points out that it can also be expressed as the convolution[image: External link] of an infinite impulse train[image: External link] with a sinc function[image: External link]:


	



This is equivalent to filtering the impulse train with an ideal (brick-wall) low-pass filter[image: External link].
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 Convergence




The interpolation formula always converges absolutely[image: External link] and locally uniformly[image: External link] as long as


	



By the Hölder inequality[image: External link] this is satisfied if the sequence belongs to any of the spaces[image: External link] with 1 ≤ p < ∞, that is


	



This condition is sufficient, but not necessary. For example, the sum will generally converge if the sample sequence comes from sampling almost any stationary process[image: External link], in which case the sample sequence is not square summable, and is not in any space.
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 Stationary random processes




If x[n] is an infinite sequence of samples of a sample function of a wide-sense stationary process[image: External link], then it is not a member of any or Lp space[image: External link], with probability 1; that is, the infinite sum of samples raised to a power p does not have a finite expected value. Nevertheless, the interpolation formula converges with probability 1. Convergence can readily be shown by computing the variances of truncated terms of the summation, and showing that the variance can be made arbitrarily small by choosing a sufficient number of terms. If the process mean is nonzero, then pairs of terms need to be considered to also show that the expected value of the truncated terms converges to zero.

Since a random process does not have a Fourier transform, the condition under which the sum converges to the original function must also be different. A stationary random process does have an autocorrelation function[image: External link] and hence a spectral density[image: External link] according to the Wiener–Khinchin theorem[image: External link]. A suitable condition for convergence to a sample function from the process is that the spectral density of the process be zero at all frequencies equal to and above half the sample rate.
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Stuart Ballantine Medal





The Stuart Ballantine Medal was a science and engineering award presented by the Franklin Institute, of Philadelphia, Pennsylvania, USA. It was named after the US inventor Stuart Ballantine[image: External link].

Laureates


	1947 - George Clark Southworth (Physics)

	1948 - Ray Davis Kell[image: External link] (Engineering)

	1949 - Sergei A. Schelkunoff[image: External link] (Physics)

	1952 - John Bardeen (Physics)

	1952 - Walter H. Brattain[image: External link] (Physics)

	1953 - David G. C. Luck (Engineering)

	1954 - Kenneth Alva Norton (Engineering)

	1955 - Claude Elwood Shannon[image: External link] (Computer and Cognitive Science)

	1956 - Kenneth Bullington[image: External link] (Physics)

	1957 - Robert Morris Page[image: External link] (Engineering)

	1957 - Leo Clifford Young[image: External link] (Engineering)

	1958 - Harald Trap Friis[image: External link] (Engineering)

	1959 - Albert Hoyt Taylor[image: External link] (Engineering)

	1959 - Charles H. Townes (Physics)

	1960 - Rudolf Kompfner (Engineering)

	1960 - Harry Nyquist (Engineering)

	1960 - John R. Pierce (Engineering)

	1961 - Leo Esaki[image: External link] (Engineering)

	1961 - Nicolaas Bloembergen (Physics)

	1961 - H. E. Derrick Scovill[image: External link] (Physics)

	1962 - Ali Javan[image: External link] (Physics)

	1962 - Theodore H. Maiman[image: External link] (Physics)

	1962 - Arthur L. Schawlow (Physics)

	1962 - Charles H. Townes (Physics)

	1963 - Arthur C. Clarke[image: External link] (Engineering)

	1965 - Homer Walter Dudley[image: External link] (Engineering)

	1965 - Alec Harley Reeves[image: External link] (Engineering)

	1966 - Robert N. Noyce (Computer and Cognitive Science)

	1966 - Jack S. Kilby[image: External link] (Engineering)

	1967 - Jack N. James[image: External link] (Engineering)

	1967 - Robert J. Parks[image: External link] (Engineering)

	1968 - Chandra Kumar Naranbhai Patel[image: External link] (Physics)

	1969 - Emmett N. Leith (Physics)

	1971 - Zhores I. Alferov[image: External link] (Physics)

	1972 - Daniel Earl Noble[image: External link] (Engineering)

	1973 - Andrew H. Bobeck[image: External link] (Computer and Cognitive Science)

	1973 - Willard S. Boyle[image: External link] (Computer and Cognitive Science)

	1973 - George E. Smith[image: External link] (Computer and Cognitive Science)

	1975 - Bernard C. De Loach, Jr. (Engineering)

	1975 - Martin Mohamed Atalla (Physics)

	1975 - Dawon Kahng[image: External link] (Physics)

	1977 - Charles Kuen Kao[image: External link] (Engineering)

	1977 - Stewart E. Miller[image: External link] (Engineering)

	1979 - Marcian E. Hoff, Jr.[image: External link] (Computer and Cognitive Science)

	1979 - Benjamin Abeles[image: External link] (Engineering)

	1979 - George D. Cody (Engineering)

	1981 - Amos E. Joel, Jr.[image: External link] (Engineering)

	1983 - Adam Lender (Computer and Cognitive Science)

	1986 - Linn F. Mollenauer (Engineering)

	1989 - John M. J. Madey[image: External link] (Physics)

	1992 - Rolf Landauer[image: External link] (Physics)

	1993 - Leroy L. Chang[image: External link] (Physics)



Sources


	The Franklin Institute. Winners. Ballantine Medal winners[image: External link].
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IEEE Medal of Honor






The IEEE Medal of Honor is the highest recognition of the Institute of Electrical and Electronics Engineers (IEEE). It has been awarded since 1917, when its first recipient was Major Edwin H. Armstrong[image: External link]. It is given for an exceptional contribution or an extraordinary career in the IEEE fields of interest. The award consists of a gold medal, bronze replica, certificate and honorarium. The Medal of Honor may only be awarded to an individual.

The medal was created by the Institute of Radio Engineers (IRE) as the IRE Medal of Honor. It became the IEEE Medal of Honor when IRE merged with the American Institute of Electrical Engineers[image: External link] (AIEE) to form the IEEE in 1963. It was decided that IRE's Medal of Honor would be presented as IEEE's highest award, while the Edison Medal would become IEEE's principal medal.

Ten persons with an exceptional career in electrical engineering received both the IEEE Edison Medal[image: External link] and the IEEE Medal of Honor, namely Edwin Howard Armstrong[image: External link], Ernst Alexanderson[image: External link], Mihajlo Pupin[image: External link], Arthur E. Kennelly[image: External link], Vladimir K. Zworykin, John R. Pierce , Sidney Darlington[image: External link], Nick Holonyak, Robert H. Dennard[image: External link], Dave Forney, and Kees Schouhamer Immink[image: External link].[1]
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 Recipients[2]






	2017: Kornelis (Kees) A. Schouhamer Immink[image: External link][3]


	2016: G. David Forney, Jr.[image: External link]


	2015: Mildred Dresselhaus


	2014: B. Jayant Baliga[image: External link][4]


	2013: Irwin M. Jacobs[image: External link][5]


	2012: John L. Hennessy[image: External link][6]


	2011: Morris Chang[image: External link]


	2010: Andrew Viterbi


	2009: Robert H. Dennard[image: External link]


	2008: Gordon Moore[image: External link]


	2007: Thomas Kailath


	2006: James D. Meindl[image: External link]


	2005: James Flanagan[image: External link]


	2004: Tadahiro Sekimoto[image: External link]


	2003: Nick Holonyak


	2002: Herbert Kroemer[image: External link]


	2001: Herwig Kogelnik[image: External link]


	2000: Andrew Grove[image: External link]


	1999: Charles Concordia[image: External link]


	1998: Donald Pederson[image: External link]


	1997: George H. Heilmeier


	1996: Robert Metcalfe[image: External link]


	1995: Lotfi A. Zadeh[image: External link]


	1994: Alfred Y. Cho


	1993: Karl Johan Åström[image: External link]


	1992: Amos E. Joel, Jr.[image: External link]


	1991: Leo Esaki[image: External link]


	1990: Robert G. Gallager


	1989: C. Kumar Patel[image: External link]


	1988: Calvin Quate[image: External link]


	1987: Paul Lauterbur


	1986: Jack Kilby


	1985: John Roy Whinnery


	1984: Norman F. Ramsey


	1983: Nicolaas Bloembergen


	1982: John Tukey


	1981: Sidney Darlington[image: External link]


	1980: William Shockley[image: External link]


	1979: Richard Bellman[image: External link]


	1978: Robert Noyce


	1977: H. Earle Vaughan[image: External link]


	1976: No Award

	1975: John Robinson Pierce


	1974: Rudolf Kalman[image: External link]


	1973: Rudolf Kompfner


	1972: Jay W. Forrester[image: External link]


	1971: John Bardeen


	1970: Dennis Gabor


	1969: Edward Ginzton


	1968: Gordon K. Teal[image: External link]


	1967: Charles H. Townes


	1966: Claude Elwood Shannon[image: External link]


	1965: No Award

	1964: Harold A. Wheeler[image: External link]


	1963: George C. Southworth[image: External link]

John Hays Hammond, Jr.[image: External link]


	1962: Edward Victor Appleton


	1961: Ernst A. Guillemin[image: External link]


	1960: Harry Nyquist


	1959: Emory Leon Chaffee


	1958: Albert Hull[image: External link]


	1957: Julius Adams Stratton


	1956: John V. L. Hogan[image: External link]


	1955: Harald T. Friis


	1954: William L. Everitt[image: External link]


	1953: John M. Miller


	1952: Walter R. G. Baker[image: External link]


	1951: Vladimir Zworykin[image: External link]


	1950: Frederick Terman


	1949: Ralph Bown[image: External link]


	1948: Lawrence C. F. Horle[image: External link]


	1947: No Award

	1946: Ralph Hartley[image: External link]


	1945: Harold H. Beverage[image: External link]


	1944: Haraden Pratt[image: External link]


	1943: William Wilson[image: External link]


	1942: Albert H. Taylor[image: External link]


	1941: Alfred N. Goldsmith[image: External link]


	1940: Lloyd Espenschied[image: External link]


	1939: Albert G. Lee[image: External link]


	1938: John H. Dellinger[image: External link]


	1937: Melville Eastham[image: External link]


	1936: George Ashley Campbell[image: External link]


	1935: Balthasar van der Pol[image: External link]


	1934: Stanford C. Hooper[image: External link]


	1933: John Ambrose Fleming[image: External link]


	1932: Arthur Edwin Kennelly[image: External link]


	1931: Gustave A. Ferrie[image: External link]


	1930: Peder Oluf Pedersen[image: External link]


	1929: George W. Pierce[image: External link]


	1928: Jonathan Zenneck[image: External link]


	1927: Louis W. Austin[image: External link]


	1926: Greenleaf W. Pickard[image: External link]


	1925: No Award

	1924: Michael I. Pupin[image: External link]


	1923: John Stone Stone[image: External link]


	1922: Lee De Forest[image: External link]


	1921: Reginald A. Fessenden[image: External link]


	1920: Guglielmo Marconi[image: External link]


	1919: Ernst Alexanderson[image: External link]


	1918: No Award

	1917: Edwin H. Armstrong[image: External link]
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National Medal of Science






The National Medal of Science is an honor bestowed by the President of the United States[image: External link] to individuals in science[image: External link] and engineering[image: External link] who have made important contributions to the advancement of knowledge in the fields of behavioral[image: External link] and social sciences[image: External link], biology[image: External link], chemistry[image: External link], engineering[image: External link], mathematics and physics[image: External link]. The twelve member presidential Committee on the National Medal of Science is responsible for selecting award recipients and is administered by the National Science Foundation[image: External link] (NSF).
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The National Medal of Science was established on August 25, 1959, by an act of the Congress of the United States[image: External link] under Public Law 86-209. The medal was originally to honor scientists in the fields of the "physical, biological, mathematical, or engineering sciences". The Committee on the National Medal of Science was established on August 23, 1961, by executive order[image: External link] 10961 of President John F. Kennedy[image: External link].[1]

On January 7, 1979, the American Association for the Advancement of Science[image: External link] (AAAS) passed a resolution proposing that the medal be expanded to include the social and behavioral sciences.[2] In response, Senator Ted Kennedy[image: External link] introduced the Science and Technology Equal Opportunities Act into the Senate[image: External link] on March 7, 1979, expanding the medal to include these scientific disciplines as well. President Jimmy Carter[image: External link]'s signature enacted this change as Public Law 96-516 on December 12, 1980.

In 1992, the National Science Foundation signed a letter of agreement with the National Science and Technology Medals Foundation[image: External link] that made the National Science and Technology Medals Foundation the metaorganization over both the National Medal of Science and the very similar National Medal of Technology[image: External link].

The first National Medal of Science was awarded on February 18, 1963, for the year 1962 by President John F. Kennedy to Theodore von Kármán for his work at the Caltech[image: External link] Jet Propulsion Laboratory[image: External link]. The citation accompanying von Kármán's award reads:


For his leadership in the science and engineering[image: External link] basic to aeronautics; for his effective teaching and related contributions in many fields of mechanics, for his distinguished counsel to the Armed Services, and for his promoting international cooperation in science and engineering.[3]



The first woman to receive a National Medal of Science was Barbara McClintock, who was awarded for her work on plant genetics in 1970.[4]

Although Public Law 86-209 provides for 20 recipients of the medal per year, it is typical for approximately 8–15 accomplished scientists and engineers to receive this distinction each year. There have been a number of years where no National Medals of Science were awarded. Those years include: 1985, 1984, 1980, 1978, 1977, 1972 and 1971.

The awards ceremony is organized by the Office of Science and Technology Policy. It takes place at the White House[image: External link] and is presided by the sitting United States president[image: External link].
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 Award process




Each year the National Science Foundation sends out a call to the scientific community for the nomination of new candidates for the National Medal of Science. Individuals are nominated by their peers with each nomination requiring three letters of support from individuals in science and technology. Nominations are then sent to the Committee of the National Medal of Science which is a board composed of fourteen presidential appointees comprising twelve scientists, and two ex officio members—the director of the Office of Science and Technology Policy[image: External link] (OSTP) and the president of the National Academy of Sciences[image: External link] (NAS).[5]

According to the Committee, successful candidates must be U.S. citizens[image: External link] or permanent residents who are applying for U.S. citizenship, who have done work of significantly outstanding merit or that has had a major impact on scientific thought in their field. The Committee also values those who promote the general advancement of science and individuals who have influenced science education, although these traits are less important than groundbreaking or thought-provoking research. The nomination of a candidate is effective for three years; at the end of three years, the candidates peers are allowed to renominate the candidate. The Committee makes their recommendations to the President for the final awarding decision.
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 The Medal




The National Medal of Science depicts Man, surrounded by earth, sea, and sky, contemplating and struggling to understand Nature. The crystal in his hand represents the universal order and also suggests the basic unit of living things. The formula being outlined in the sand symbolizes scientific abstraction.
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Main article: List of National Medal of Science laureates[image: External link]
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	National Medal of Arts[image: External link]

	National Medal of Technology and Innovation[image: External link]
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Harvey Prize






The Harvey Prize is an Israeli scientific distinction awarded annually for breakthroughs in science and technology, as well as contributions to Peace in the Middle East, by Technion – Israel Institute of Technology in Haifa. It was named after an industrialist and inventor Leo Harvey.[1] Two awards of $75,000 each are made each year.
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 Conditions




Candidates to the Prize can be submitted by past recipients, Technion Senate members, and presidents of recognized institutions of higher learning and research in Israel and abroad. Generally, recipients of the Nobel[image: External link] or Wolf Prizes[image: External link] are not eligible for the Harvey Prize, unless the accomplishments cited in the nomination represent new or different work.[2] However, some scientists who won the Harvey Prize were later presented with the Nobel Prize, e.g. Eric Kandel and Shuji Nakamura[image: External link].
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 List of recipients




Below is a list of recipients of the prize:[3]


	1972 – William J. Kolff[image: External link], U.S.A. – "Invention of the artificial kidney."

	1972 – Claude E. Shannon, U.S.A. – "Mathematical theory of communication known as the Science of Information Theory."

	1974 – Alan Howard Cottrell[image: External link], U.K. – "Comprehensive theories concerning the mechanical properties of materials."

	1974 – Gershom Scholem[image: External link], Israel – "Literature of profound insight into the life and mores of the peoples of the Middle East."

	1975 – George Klein[image: External link], Sweden – "Discoveries in cancer immunology."

	1975 – Edward Teller, U.S.A. – "Discoveries in atomic, nuclear and solid state physics and their practical application for the production of energy."

	1976 – Saul Lieberman[image: External link], U.S.A. – "For investigations into the civilizations of the peoples of the Middle East in the Hellenistic and Roman periods, and for his great and profound commentaries on the sources of Talmudic literature."

	1976 – Herman F. Mark[image: External link], U.S.A. – "Pioneering research and educational efforts in the field of polymers and plastics."

	1977 – Seymour Benzer, U.S.A. – "Discoveries in molecular genetics and his influence to modern biologists."

	1977 – Freeman John Dyson[image: External link], U.S.A. – "Work in the fields of quantum electrodynamics, ferromagnetism, field theory, statistical mechanics and the stability of matter."

	1978 – Bernard Lewis[image: External link], U.S.A. – "Profound insight into the life and mores of the peoples of the Middle East through his writings."

	1978 – Isaak Wahl, Israel – "Research and techniques in the improvement of cereal grains, which have inspired scientists seeking to provide adequate food supplies for an ever-growing world population."

	1979 – Ephraim Racker, U.S.A. – "Fundamental contributions to the understanding of the complex process by which living beings harness energy, and the application of this knowledge to the correction of metabolic aberrations found in the diseased cell."

	1980 – Shlomo Dov Goitein[image: External link], U.S.A. / Israel – "Work on the everyday life, culture, society and economy of Jews and non-Jews in Moslem countries in the Middle Ages, and his numerous contributions in the field of Jewish and Arab history."

	1980 – Michael O. Rabin[image: External link], Israel – "Outstanding contributions to computer theory."

	1981 – Hans W. Kosterlitz[image: External link], U.K. – "Work on the discovery, identification and pharmacology of naturally occurring encephalins and opiates in the brain, which has exerted an all-embracing influence on neuroscientists working on the biochemistry and pharmacology of the brain."

	1981 – James M. Lighthill[image: External link], U.K. – "Pioneering research in fluid mechanics and his leadership in the application of mathematics to the engineering and biological sciences."

	1982 – Jakob Polotsky[image: External link], Israel – "Contribution to the study of the languages of the Middle East leading to deeper insight into the cultural mores of its peoples."

	1982 – Alvin M. Weinberg[image: External link], U.S.A. – "Contribution to the field of nuclear physics and to the development of nuclear energy technology for peaceful purposes."

	1983 – Robert Aumann[image: External link], Israel – "His central role in the development of mathematical economics and game theory. His major contributions have been to the problems of markets with many traders; by idealizing to a "continuum" of participants he was able to exploit the sophisticated tools of mathematics of continua."

	1983 – Philip Leder, U.S.A. – "Contribution to the field of molecular genetics through the development of novel methods of analysis of gene structure and function."

	1984 – Franz Rosenthal[image: External link], U.S.A. – "Contribution to the deeper understanding of two important aspects of Semitic culture, namely the Aramaic language and Arabic literature; of his work on Aramaic and its offshoots to the organization of a comprehensive handbook of Aramaic dialects."

	1984 – Peter P. Sorokin[image: External link], U.S.A. – "Contributions to the development of lasers and quantum electronics. His major contributions have been the invention of the dye laser and the tunable laser sources."

	1985 – George Bernard Dantzig[image: External link], U.S.A. – "Contribution to engineering and the sciences through his pioneering work in mathematical programming and his development of the simplex method. His work permits the solution of many previously intractable problems and has made linear programming into one of the most frequently used techniques of modern applied mathematics."

	1985 – Barnett Rosenberg[image: External link], U.S.A. – "Contribution to medical research through his pioneering discovery of the value of platinum-based compounds, notably cis-platin, in treatment of testicular, ovarian and other cancers, and his persistence in proving their effectiveness."

	1986 – Paul C. Lauterbur, U.S.A. – "Contribution to science and technology through his development of nuclear magnetic resonance techniques for generating images of the tissues of living organisms, an advance with many promising applications in medicine."

	1986 – Benjamin Mazar[image: External link], Israel – "Work and achievements in the field of archaeology, geography and history of Eretz Israel and the people of Israel - and his outstanding contribution to the investigation of the cultures of the Middle East and coordination of results with the Scriptures of the Bible."

	1987 – Pierre Chambon[image: External link], France – "Contributions to the understanding of gene structure and regulation, the characterization of mammalian enhancer sequences and the analysis of steroid hormone binding sites."

	1987 – Sydney Brenner[image: External link], U.K. – "Contributions to molecular biology, in particular the invention of negative staining electron microscopy, his work on bacterial genetics and the solution of the genetic code, and his foundation of the field of nematode molecular genetics."

	1988 – Pierre-Gilles de Gennes[image: External link], France – "Contributions to condensed matter physics through his work in the fields of superconductivity, liquid crystals, polymer physics and colloid and interface science"

	1989 – Benoit Mandelbrot[image: External link], France / U.S.A. – "Contribution to the development of the theory of fractals which has had a great impact on a variety of fields including physics, astronomy geography, chemistry, information theory, economics and applied mathematics."

	1990 – Robert H. Dennard[image: External link], U.S.A. – "Invention of the one-transistor dynamic memory cell which is the basis for the one-device DRAM (dynamic random access memory) memory chip used worldwide in computers and for his contribution to the scaling theory which has been widely used in the miniaturization of MOSFET (metal oxide semiconductor field-effect transistor) integrated circuits."

	1991 – Jacques-Louis Lions[image: External link], France – "Creating modern control theory in all its aspects and its application to physics and engineering, of his pioneering work in applying methods of functional analysis in the theory of linear as well as non-linear partial differential equations and numerical analysis and of his many contributions to applied mathematics."

	1991 – Bert Sakmann[image: External link], Germany – "Breakthrough achievements in developing the patch clamp technique which revolutionized modern electrophysiology by enabling studies of single ion channels."

	1992 – Mikhail Sergievich Gorbachev[image: External link], U.S.S.R. – "In appreciation of his seminal initiatives which had a profound impact on international relations and improved the quality of life of hundreds of millions of people."

	1992 – Amnon Yariv, U.S.A. – "Pioneering contributions to opto-electronics, wave propagation in crystals and nonlinear and phase conjugate optics, and his demonstration of semiconductor-based integrated optics technology leading to the development of high-speed and stable solid state lasers."

	1993 – Hillel Furstenberg[image: External link], Israel – "Ground-breaking work in ergodic theory and probability, Lie groups and topological dynamics."

	1993 – Eric Kandel, U.S.A. – "Fundamental contribution to the explication of the cellular and molecular basis of learning and memory."

	1993 – Richard Zare, U.S.A. – "Contributions to the understanding of chemical reactions at the molecular level, which have transformed modern chemistry. He showed how laser spectroscopies can be used to study chemical processes, and has applied his methods also to the solution of open problems in chemical analysis."

	1994 – Vladimir I. Arnold[image: External link], Russia – "Basic contribution to the stability theory of Dynamical Systems, his pioneering work on singularity theory and seminal contributions to analysis and geometry."

	1994 – Robert A. Weinberg, U.S.A. – "Research on the molecular biology of cancer. His major contributions have been the isolation of the first oncogene from human cancer and of a tumor suppressor gene whose loss of function promotes retinoblastoma."

	1995 – John W. Cahn, U.S.A. – "Pioneering work on the theory of phase separation – spinodal decomposition, his basic contribution to wetting and wetting transition and fundamental studies of interfaces and quasi-periodic crystals."

	1995 – Donald E. Knuth[image: External link], U.S.A. – "Contributions to theory of computation, software, programming languages, mathematics and typesetting, his pioneering work on analysis of algorithms and attribute grammars, and his development of TEX and METAFONT."

	1996 – C. Walton Lillehei[image: External link], U.S.A. – "Pioneering role in the introduction, innovation and development of open heart surgery and his seminal contributions to the invention of the heart-lung machine and the pacemaker."

	1996 – Claude Cohen-Tannoudji[image: External link], France – "Contributions to modern quantum optics, in particular, development of new optical detection methods, laser spectroscopy, optical pumping, and laser trapping and cooling of atoms, leading to the lowest temperatures attained by man."

	1997 – Roger D. Kornberg[image: External link], U.S.A. – "Research on the structure and expression of genes in eukaryotic organisms. His major contributions include the discovery of the structure of the nucleosome, the basic repeating unit of chromatin."

	1998 – Richard Karp, U.S.A. – "Achievements in the areas of theoretical computer science and operations research, in particular for his fundamental contributions to the development of numerous combinatorical algorithms."

	1998 – K. Barry Sharpless[image: External link], U.S.A. – "Research in organic chemistry, in particular, for his pioneering contributions in the field of catalytic asymmetric synthesis, which has had major impact on organic synthesis."

	1999 – Elizabeth H. Blackburn[image: External link], U.S.A. – "Pioneering discoveries and leadership in the rapidly evolving field of research on telomers, the ends of chromosomes."

	1999 – Robert G. Gallager, U.S.A. – "Pioneering work and fundamental contributions to Information and Coding Theories and for his profound insight into the Theory of Computer Networking."

	2000 – David J. Gross[image: External link], U.S.A. – "Contributions to all aspects of elementary particle physics and in particular for the discovery of the "Asymptotic Freedom" property of the strong interactions among the most elementary constituents of matter."

	2000 – Harry B. Gray, U.S.A. – "Pioneering contributions to inorganic and bioinorganic chemistry. In particular for his studies of reaction mechanisms and the nature of the chemical bond in transition metal complexes and of the long-range electron transfer in proteins."

	2001 – Bert Vogelstein[image: External link], U.S.A. – "Research that resulted in the establishment of a detailed genetic model, which links the formation and progression of colorectal cancer with sequential mutations in specific proto-oncogenes and tumor suppressor genes."

	2001 – James E. Peebles[image: External link], U.S.A. – "Work on cosmic microwave background radiation and setting the physical basis for the hot big bang theory. For his seminal contributions to the understanding of the origin of our universe, the creation of the lightest elements, and the formation of galaxies and clustering."

	2002 – Ada E. Yonath[image: External link], Israel – "Pioneering crystallographic studies on the ribosome. In particular, for her discoveries in structural biology that have shed light on the makeup and function of the ribosome, the protein synthetic machinery of living cells. These discoveries have led to the rational design of new antibiotic drugs."

	2002 – Peter B. Dervan[image: External link], U.S.A. – "Pioneering studies that have laid down the foundations for gene regulation by small molecules. In particular, for combining the art of organic synthesis, physical chemistry and biology to create novel synthetic molecules, with high affinity and sequence specificity, comparable to Nature's proteins for any predetermined sequence of the genetic material, DNA."

	2003 – Robert S. Langer, U.S.A. – "Pioneering research in biomedical engineering, biomaterials, tissue engineering and biotechnology and his outstanding achievements in these areas."

	2004 – Arthur Ashkin[image: External link], U.S.A. – "Pioneering theoretical and experimental research on manipulation of particles by laser light forces, including the invention of "optical tweezers", which revolutionized atomic and biological physics, and for his basic contributions to nonlinear optics."

	2004 – Wayne A. Hendrickson[image: External link], U.S.A. – "Seminal scientific and technological accomplishments that have revolutionized the field of structural biology."

	2005 – Edward Witten, U.S.A. – "Work on Superstring Theory, which has created a revolution in theoretical Physics and Mathematics and has attracted many of the brightest scientists in the world."

	2005 – Wolfgang Baumeister, Germany – "Discovery of new macromolecular complexes essential for protein folding and degradation and for his contributions to understanding chaperonins and proteasomes."

	2006 – Charles L. Bennett[image: External link], U.S.A. – "Contributing to knowledge of cosmology through pioneering measurements of the Cosmic Microwave Background using NASA's Cosmic Background Explorer satellite and Wilkinson Microwave Anisotropy Probe, which led to the precise determination of the age, composition and curvature of the universe."

	2006 – Ronald M. Evans[image: External link], U.S.A. – "Discovery of a super-family of genes encoding nuclear hormone receptors and the elucidation of their universal ability to affect gene expression and thereby virtually every developmental and metabolic pathway."

	2007 – Michael Graetzel[image: External link], Switzerland – "Pioneered research on energy and electron transfer reactions in mesoscopic-materials and their optoelectronic applications. His discovery achieved for the first time the separation of solar light harvesting and charge carrier transport in a photovoltaic conversion process."

	2007 – Stephen E. Harris[image: External link], U.S.A. – "Pioneering experimental and theoretical contributions to basic research in numerous areas of quantum electronics, laser physics, nonlinear optics, and generation of extreme-ultraviolet laser light."

	2008 – Charles H. Bennett[image: External link], U.S.A. – "Seminal role in founding and advancing the field of Quantum Information and Quantum Computation, inventing entirely new ways of understanding fundamental quantum phenomena and thus connecting physics to branches of information and computational complexity."

	2008 – David Eisenberg[image: External link], U.S.A. – "Contribution, pushing the technical limits of crystallography, elucidating the structure of amyloid fibrils. Given the involvement of amyloid plaques in numerous diseases, including neurodegenerative disorders, understanding their structure has become a central goal of structural biology allied to medicine."

	2009 – David C. Baulcombe[image: External link], U.K. – "in recognition of his seminal role in discovering the key function of short RNA molecules in regulating gene expression."

	2009 – Shuji Nakamura[image: External link], U.S.A. – "in recognition of his seminal contributions to light sources based on nitride containing III-V semiconductors."

	2010 – Michael Karin, U.S.A. – "for his pioneering contribution that led to deciphering the molecular mechanism through which mammalian cells react to cytokines which cause inflammation, to adverse environmental conditions and also to various pathogens."[4]


	2010 – Alexander M. Polyakov[image: External link], Russia / U.S.A. – "for developing revolutionary theories that shaped our contemporary understanding of elementary particles in nature."

	2011 – Richard H. Friend[image: External link], U.K. – "in recognition of his outstanding contributions to science and technology, which are already making an impact on the semi-conductor industry and our lives."[5]


	2011 – Judea Pearl[image: External link], U.S.A. – "in recognition of his foundational work that has touched a multitude of spheres of modern life."

	2012 – Eric Lander[image: External link], U.S.A. – "for contributions to human health"[6]


	2012 – Eli Yablonovitch[image: External link], U.S.A. – "for pioneering discoveries in photonics, optoelectronics, and semiconductors that impacted our lives."

	2013 – Jon M. Kleinberg[image: External link], U.S.A. – "for his seminal contributions and leadership in the newly emerging science of information networks, including his groundbreaking work on characterizing the structure of the World Wide Web in terms of hubs and authorities, his analysis of the " small-world" phenomena, and his work on influence propagation in networks."[7]


	2013 – Paul B. Corkum[image: External link], Canada – "for his remarkable contributions in the field of ultrafast laser spectroscopy, to the field of high harmonic generation and for his ability to create intuitive models for very complex phenomena which enabled him to make the advances that created the exciting field of attosecond spectroscopy."

	2014 – James P. Allison[image: External link], U.S.A. – "in recognition of his fundamental contributions to immunology and of his advancement of new immunotherapeutic agents against cancer. His achievements include the identification of the T-cell receptor and its co-stimulatory molecule CD28 and the discovery of a critical T-cell inhibitor CTLA-4."

	2014 – Reinhard Genzel[image: External link], Germany – "in recognition of developing many novel ground, airborne and space-based instruments enabling the tracking of the motion of stars with unprecedented precision extremely close to the Galactic center and thus, to be the first to provide irrefutable evidence for the existence of massive black hole at the Galactic center."

	2015 – Marc Kirschner[image: External link], U.S.A. – "for his groundbreaking and pioneering discoveries and contributions to three fundamental areas of modern biology: embryology, cell organization and the cell cycle." [8]


	2015 – Immanuel Bloch[image: External link], Germany – "for fundamental contributions in the field of light and matter interactions in quantum many-body systems. In particular, he is recognized for his pioneering experiments realizing quantum simulators using cold atoms trapped in crystals of light, thereby establishing a new research field at the interface of condensed matter, atomic physics, and quantum optics."

	2016 – Karl Deisseroth[image: External link], U.S.A. and Peter Hegemann[image: External link], Germany – "for their discovery of opsin molecules, involved in sensing light in microorganisms, and their pioneering work in utilizing these opsins to develop "optogenetics". [9]


	2016 – Ronald Drever[image: External link], U.K., Kip S. Thorne[image: External link], U.S.A. and Rainer Weiss[image: External link], U.S.A. – "for the first direct detection of gravitational waves, confirming a central prediction of Einstein’s General Relativity and opening a new window to the Universe. Also for identifying the source as a merger of two giant black holes, and for the unprecedented technological achievement represented by this laser interferometer experiment."
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Claude E. Shannon Award






The Claude E. Shannon Award of the IEEE Information Theory Society was instituted to honor consistent and profound contributions to the field of Information Theory. Each Shannon Award winner is expected to present a Shannon Lecture at the following IEEE International Symposium on Information Theory.[1] It is the most prestigious prize in Information Theory, covering technical contributions at the intersection of mathematics, communication engineering, and theoretical computer science.

It is named for Claude E. Shannon, who was also the first recipient.

Recipients

The following people have received the Claude E. Shannon Award:[2]



	1972 – Claude E. Shannon


	1974 – David S. Slepian


	1976 – Robert M. Fano


	1977 – Peter Elias


	1978 – Mark Semenovich Pinsker


	1979 – Jacob Wolfowitz


	1981 – W. Wesley Peterson


	1982 – Irving S. Reed


	1983 – Robert G. Gallager


	1985 – Solomon W. Golomb


	1986 – William Lucas Root


	1988 – James Massey


	1990 – Thomas M. Cover


	1991 – Andrew Viterbi


	1993 – Elwyn Berlekamp


	1994 – Aaron D. Wyner


	1995 – George David Forney


	1996 – Imre Csiszár


	1997 – Jacob Ziv[image: External link]


	1998 – Neil Sloane


	1999 – Tadao Kasami


	2000 – Thomas Kailath


	2001 – Jack Keil Wolf[image: External link]


	2002 – Toby Berger


	2003 – Lloyd R. Welch


	2004 – Robert McEliece


	2005 – Richard Blahut


	2006 – Rudolf Ahlswede


	2007 – Sergio Verdú


	2008 – Robert M. Gray


	2009 – Jorma Rissanen


	2010 – Te Sun Han


	2011 – Shlomo Shamai[image: External link] (Shitz)

	2012 – Abbas El Gamal[3]


	2013 – Katalin Marton[4]


	2014 – János Körner


	2015 – Robert Calderbank[image: External link]


	2016 – Alexander Holevo


	2017 – David Tse[5]
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Harold Pender Award






The Harold Pender Award, initiated in 1972 and named after founding Dean Harold Pender, is given by the Faculty of the School of Engineering and Applied Science[image: External link] of the University of Pennsylvania to an outstanding member of the engineering profession who has achieved distinction by significant contributions to society.[1] The Pender Award is the School of Engineering's highest honor.

Past recipients


	2010: Robert E. Kahn[image: External link] and Vinton G. Cerf[image: External link], for their pioneering and seminal contributions to network-based information technology, and especially for the design and implementation of the TCP/IP protocol suite[image: External link], which continues to provide the foundation for the growing Internet

	2006: Mildred Dresselhaus, for pioneering contributions and leadership in the field of carbon-based nanostructures[image: External link] and nanotechnology[image: External link], and for promoting opportunities for women in science and engineering

	2003: Dennis Ritchie[image: External link] and Ken Thompson[image: External link], for development of the UNIX[image: External link] operating system and C programming language[image: External link]


	2002: John J. Hopfield[image: External link], for his pioneering accomplishments in the field of computational neuroscience and neuroengineering

	2000: Jack St. Clair Kilby, for his contribution to the invention of the integrated circuit[image: External link], or microchip

	1999: John H. Holland[image: External link], founder of genetic algorithms[image: External link] and innovative research in the science of complexity[image: External link] and adaptation

	1995: George Dantzig, developer of the simplex algorithm[image: External link] spawning the field of linear programming[image: External link]


	1993: Hiroshi Inose[image: External link], leader in advances in digital communication and in increasing our understanding of the effects of information flow on society

	1991: Arno Penzias[image: External link], discoverer of the background microwave blackbody radiation[image: External link] of the universe

	1990: Dana S. Scott[image: External link], pioneer in application of concepts from logic[image: External link] and algebra[image: External link] to the development of mathematical semantics[image: External link] of programming languages[image: External link]


	1989: Leo Esaki[image: External link], pioneer in tunneling phenomena in semiconductors[image: External link] and development of quantum well[image: External link] structures

	1988: John Bardeen, co-inventor of the transistor[image: External link] and contributor to the theory of superconductivity[image: External link]


	1987: Herbert A. Simon, contributor to cross-disciplinary work between computer science, psychology, economics, and management, including the development of artificial intelligence and cognitive science[image: External link]


	1986: Ronold W. P. King[image: External link], leader in the development of electromagnetic antenna theory


	1985: Amnon Yariv, innovator in quantum electronics[image: External link] and integrated optics[image: External link]


	1984: Carver Mead[image: External link] and Lynn Conway[image: External link], developers of CAD[image: External link] techniques for VLSI[image: External link] technology and authors of first VLSI textbook

	1983: John Backus, developer of speed-coding and FORTRAN[image: External link]


	1982: Maurice V. Wilkes[image: External link], developer of world's second large-scale general-purpose electronic digital computer and author of first digital computer programmers textbook

	1981: Richard W. Hamming[image: External link], father of algebraic coding theory[image: External link]


	1980: Robert H. Noyce, developer of the integrated circuit[image: External link]


	1979: Edwin H. Land, Inventor of instant photography[image: External link]


	1978: Claude E. Shannon, creator of quantitative Information theory


	1977: Jan A. Rajchman[image: External link], electronic and computer research

	1976: Hyman G. Rickover[image: External link], USN, father of the nuclear navy

	1975: Chauncey Starr[image: External link], founder of the Electric Power Research Institute[image: External link] (EPRI)

	1974: Peter C. Goldmark, inventor of the 33-1/3 rpm long-playing record (among other things)

	1973: John Mauchly[image: External link] and J. Presper Eckert, inventors of ENIAC[image: External link]


	1972: Edward E. David Jr.[image: External link], science advisor to the President of the United States[image: External link]
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John Fritz Medal






The John Fritz Medal has been awarded annually since 1902 by the American Association of Engineering Societies[image: External link] for "outstanding scientific or industrial achievements". The medal was created for the 80th birthday of John Fritz[image: External link], who lived between 1822 and 1913.[1][2][3]

Recipients

Source: AAES[image: External link]



	2017 Frank Kreith


	2015 Jon D. Magnusson


	2014 Julia Weertman


	2013 Gregory Stephanopoulos


	2012 Leslie E. Robertson[image: External link]


	2011 Andrew J. Viterbi[image: External link]


	2010 Gerald J. Posakony


	2009 Yvonne Claeys Brill[image: External link]


	2008 Kristina M. Johnson[image: External link]


	2007 Gavriel Salvendy


	2006 No award


	2005 George Tamaro


	2004 John A. Swanson[image: External link]


	2003 Robert S. Langer


	2002 Daniel S. Goldin[image: External link]


	2001 Paul C. W. Chu[image: External link]


	2000 John W. Fisher


	1999 George H. Heilmeier


	1998 Ivan A. Getting[image: External link]


	1997 Arthur E. Humphrey[image: External link]


	1996 George N. Hatsopoulos[image: External link]


	1995 Lynn S. Beedle[image: External link]


	1994 Hoyt C. Hottel[image: External link]


	1993 Gordon E. Moore[image: External link]


	1992 Serge Gratch


	1991 Hunter Rouse[image: External link]


	1990 Gordon A. Cain


	1989 Robert N. Noyce


	1988 Ralph B. Peck[image: External link]


	1987 Ralph Landau[image: External link]


	1986 Simon Ramo


	1985 Daniel C. Drucker


	1984 Kenneth A. Roe


	1983 Claude Elwood Shannon[image: External link]


	1982 David Packard[image: External link]


	1981 Ian MacGregor[image: External link]


	1980 T. Louis Austin, Jr.


	1979 Nathan M. Newmark


	1978 Robert G. Heitz


	1977 George R. Brown[image: External link]


	1976 Thomas O. Paine[image: External link]


	1975 Manson Benedict


	1974 H. I. Romnes


	1973 Lyman Wilber


	1972 William Webster


	1971 Patrick E. Haggerty[image: External link]


	1970 Glenn B. Warren


	1969 Michael Lawrence Haider[image: External link]


	1968 Igor Ivan Sikorsky[image: External link]


	1967 Walker L. Cisler[image: External link]


	1966 Warren K. Lewis


	1965 Frederick Kappel[image: External link]


	1964 Lucius D. Clay[image: External link]


	1963 Hugh L. Dryden


	1962 Crawford H. Greenewalt[image: External link]


	1961 Stephen D. Bechtel[image: External link]


	1960 Gwilyn A. Price


	1959 Mervin J. Kelly[image: External link]


	1958 John R. Suman


	1957 Ben Moreell[image: External link]


	1956 Philip Sporn[image: External link]


	1955 Harry Alonzo Winne


	1954 William Embry Wrather[image: External link]


	1953 Benjamin F. Fairless[image: External link]


	1952 Ervin George Bailey


	1951 Vannevar Bush


	1950 Walter H. Aldridge


	1949 Charles M. Allen[image: External link]


	1948 Theodore von Karman[image: External link]


	1947 Lewis Warrington Chubb


	1946 Zay Jeffries


	1945 John Lucian Savage[image: External link]


	1944 Charles F. Kettering[image: External link]


	1943 Willis Rodney Whitney[image: External link]


	1942 Everette Lee DeGolyer[image: External link]


	1941 Ralph Budd[image: External link]


	1940 Clarence Floyd Hirshfeld (posthumous)

	1939 Frank Baldwin Jewett[image: External link]


	1938 Paul Dyer Merica


	1937 Arthur Newell Talbot[image: External link]


	1936 William Frederick Durand[image: External link]


	1935 Frank Julian Sprague[image: External link] (posthumous)

	1934 John Ripley Freeman[image: External link] (posthumous )

	1933 Daniel Cowan Jackling[image: External link]


	1932 Mihajlo Idvorski Pupin[image: External link]


	1931 David Watson Taylor[image: External link]


	1930 Ralph Modjeski[image: External link]


	1929 Herbert Clark Hoover[image: External link]


	1928 John Joseph Carty[image: External link]


	1927 Elmer Ambrose Sperry[image: External link] [4]


	1926 Edward Dean Adams[image: External link]


	1925 John Frank Stevens[image: External link]


	1924 Ambrose Swasey[image: External link]


	1923 Guglielmo Marconi[image: External link]


	1922 Charles P. E. Schneider


	1921 Sir Robert Hadfield[image: External link]


	1920 Orville Wright[image: External link]


	1919 Gen. George W. Goethals[image: External link]


	1918 J. Waldo Smith


	1917 Henry Marion Howe[image: External link]


	1916 Elihu Thomson[image: External link]


	1915 James Douglas[image: External link]


	1914 John Edson Sweet[image: External link]


	1913 No award


	1912 Robert Woolston Hunt[image: External link]


	1911 Sir William Henry White[image: External link]


	1910 Alfred Nobel[image: External link]


	1909 Charles Talbot Porter


	1908 Thomas Alva Edison[image: External link]


	1907 Alexander Graham Bell[image: External link]


	1906 George Westinghouse[image: External link]


	1905 Lord Kelvin[image: External link]


	1904 No award


	1903 No award


	1902 John Fritz[image: External link]
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Kyoto Prize






The Kyoto Prize (京都賞 ?[image: External link] Kyōto-shō) is Japan’s highest private award for global achievement. The Prize is given not only to those that are top representatives of their own respective field, but also to those that have contributed to humanity with their work. The Kyoto Prizes are regarded by many as the most prestigious award available in fields that are traditionally not honored with a Nobel Prize[image: External link].[1] The Prize has been awarded annually since 1985 by the Inamori Foundation[image: External link], founded by Kazuo Inamori[image: External link].[2] The honorary president of the Foundation is Princess Takamado[image: External link].
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The Kyoto Prize has been awarded annually to "those who have contributed significantly to the scientific, cultural, and spiritual betterment of mankind".[3] The Prizes are given in the fields of Advanced Technology[image: External link], Basic Sciences[image: External link], and Arts and Philosophy[image: External link]. Within each broad category, the prize rotates among subfields, e.g. the Kyoto Prize in Advanced Technology rotates across electronics[image: External link], biotechnology[image: External link], materials science and engineering[image: External link], and information science[image: External link]. The Prizes are regarded by many as the most prestigious award available in fields that are traditionally not honored with a Nobel Prize[image: External link].[1]

The laureates are announced each June; the prize presentation ceremony and related events are held in Kyoto, Japan[image: External link], each November. The Prizes were endowed with 50 million yen[2] (roughly some US$ 450,000).
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 Categories and Fields




The Kyoto Prize consists of three different categories, each with 4 sub-Fields. The Fields change every year to provide a diverse group of Laureates each year. The Categories being:

Kyoto Prize in Advanced Technology[image: External link].[4] With Fields: Electronics, Biotechnology and Medical Technology, Materials Science and Engineering and Information Science.

Kyoto Prize in Basic Sciences[image: External link].[5] With Fields: Mathematical Sciences, Biological Sciences, Earth and Planetary Sciences(Astronomy and Astrophysics), and Life Sciences (With the fifth category of Cognitive Sciences with one Laureate, Noam Chomsky[image: External link] in 1988).

Kyoto Prize in Arts and Philosophy[image: External link].[6] With Fields: Music, Arts, Theater(Cinema), and Thought and Ethics
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 Laureates




Further information: List of Kyoto Prize winners[image: External link]


With the 2015 Kyoto laureates, the three-category prizes have honored 99 individuals and one foundation (the Nobel Foundation). Individual laureates range from scientists, engineers, and researchers to philosophers, painters, architects, sculptors, musicians, and film directors. The United States has produced the most recipients (42), followed by Japan (18), the United Kingdom (12), and France (8).
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 The 2015 Kyoto Laureates




The Kyoto Prize in Advanced Technology[image: External link] was awarded to Toyoki Kunitake for "Pioneering Contributions to the Materials Sciences by Discovering Synthetic Bilayer Membranes and Creating the Field of Chemistry Based on Molecular Self-Assembly".[7] The Kyoto Prize in Basic Sciences[image: External link] was awarded to Michel Mayor[image: External link] for his "Outstanding Contributions in Evolving a New Vision of the Universe through the Discovery of Extrasolar Planet".[8] The Kyoto Prize in Arts and Philosophy[image: External link] was awarded to John Neumeier[image: External link] for being "A Choreographer Who Developed 20th Century Ballet to New Levels, and Continues to Lead the Global Dance Scene Today".[9]
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National Inventors Hall of Fame






The National Inventors Hall of Fame (NIHF) is an American not-for-profit organization[image: External link] which recognizes individual inventors[image: External link] who hold a U.S. patent[image: External link] of highly significant technology[image: External link]. Founded in 1973, its primary mission is to "honor the people responsible for the great technological advances that make human, social and economic progress possible." Besides the Hall of Fame, it also operates a museum in Alexandria, Virginia[image: External link] and a middle school in Akron, Ohio[image: External link], and sponsors educational programs, a collegiate competition, and special projects all over the United States[image: External link] to encourage creativity among students.[1]

As of 2017, 547 inventors have been inducted, mostly constituting historic persons from the past three centuries, but including about 100 living inductees. An NIHF committee chooses an annual inductee class in February from nominations accepted from all sources. Nominees must hold a U.S. patent of significant contribution to the U.S. welfare, and which advances science and useful arts.[2] The 2017 class included 15 inventors, including Howard Head[image: External link] for skis[image: External link] and tennis rackets[image: External link], and Augustine Sackett for drywall[image: External link].[3]
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The National Inventors[image: External link] Hall of Fame[image: External link] was founded in 1973 on the initiative of H. Hume Mathews, then the chairman of the National Council of Patent Law Associations (now the National Council of Intellectual Property Law Associations).[4] In the following year, it gained a major sponsor in the U.S. Patent and Trademark Office[image: External link] from Washington, D.C.[image: External link][5]

At first, the Hall was housed in the U.S. Patent and Trademark Office[image: External link] in Washington, D.C., near the Washington National Airport[image: External link] but it soon needed more room at a more prominent location. A committee was formed in 1986 to find a new home for it. For a time, the Franklin Institute in Philadelphia[image: External link], Pennsylvania[image: External link], was the frontrunner. But in 1987, a patent attorney from Akron, Edwin “Ned” Oldham, the representative from the National Council of Patent Law Associations, led the drive to move the Hall to Akron. According to Maurice H. Klitzman, one of the founding members of the Board of Directors, because of the guaranteed financial support by the city of Akron that greatly exceeded any other community's proposal, the Board selected Akron as the new home. The construction of the new building was finished in 1995 and the Hall opened to the public with the name of the Inventure Place.[6]

From the beginning, the Inventure Place was intended to be more than a science and technology museum and library. It was designed to double as an inventor’s workshop and a national resource center for creativity. Designed by an architect from New York City, James Stewart Polshek[image: External link], it was a stainless-steel building, shaped like a curving row of white sails, with five tiers of exhibits. One of the exhibits allowed the visitors to use computer programs for making animations and mechanisms for running laser-light shows.[7]

But attendance did not meet the expectations and the museum never made a profit, although its related ventures and programs, such as Invent Now and Camp Invention, proved to be more successful. In 2002, its name was changed to the National Inventors Hall of Fame Museum. Six years later the Hall moved to Alexandria. Its former facility was converted to a magnet school[image: External link] for students in grades between 5th and 8th. It is now the National Inventors Hall of Fame STEM Middle School, a middle school[image: External link] for the Akron Public Schools[image: External link].[8][9][10][11]
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 Activities




In Alexandria, the National Inventors Hall of Fame operates a museum in the U.S. Patent and Trademark Office[image: External link] building at 600 Dulany Street, with a gallery of digital portraits of the honorees, interactive kiosks and a theater.[12] Admission is free.

In addition to the exhibits of the artifacts and documents from the collections of the Patent and Trademark Office, it also promotes future generations of inventors by sponsoring the Invent Now Kids program, Camp Invention, Club Invention and the Collegiate Inventors Competition[image: External link] as well as, with national partners, many ventures and special projects.

Camp Invention, founded in 1990, is a daytime summer camp for children, with program sites in 49 states.[13] Camp Invention is the only nationally recognized summer program focused on creativity, innovation, real-world problem solving and the spirit of invention.

The Collegiate Inventors Competition was created in 1990 to encourage college and university students to be creative and innovative with science, engineering and technology for dealing with the problems of the world. Since then, with the help from the sponsors, it has awarded more than $1 million to the winning students in two categories, undergraduate and graduate. In 2012, the first places were won with a delivery therapy for treating cancer[image: External link] and a way to facilitate suturing[image: External link] in abdominal surgery. Other finalists included the use of CT scanning[image: External link] and 3-D printing[image: External link] technology to replicate an amputee’s lost hand, a low-profile shoulder brace that can be applied by the athletes themselves, and an electric motorcycle that runs on spheres instead of wheels.[14]
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Main article: List of National Inventors Hall of Fame inductees[image: External link]
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Mathematician






A mathematician is someone who uses an extensive knowledge of mathematics in his or her work, typically to solve mathematical problems[image: External link].

Mathematics is concerned with numbers[image: External link], data[image: External link], quantity[image: External link], structure[image: External link], space[image: External link], models[image: External link], and change[image: External link].
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This section is on the history of mathematicians. For a history of mathematics in general, see History of mathematics[image: External link]


One of the earliest known mathematicians was Thales of Miletus[image: External link] (c. 624–c.546 BC); he has been hailed as the first true mathematician and the first known individual to whom a mathematical discovery has been attributed.[1] He is credited with the first use of deductive reasoning applied to geometry, by deriving four corollaries to Thales' Theorem[image: External link].

The number of known mathematicians grew when Pythagoras of Samos[image: External link] (c. 582–c. 507 BC) established the Pythagorean School[image: External link], whose doctrine it was that mathematics ruled the universe and whose motto was "All is number".[2] It was the Pythagoreans who coined the term "mathematics", and with whom the study of mathematics for its own sake begins.

The first woman mathematician recorded by history was Hypatia[image: External link] of Alexandria (AD 350 - 415). She succeeded her father as Librarian at the Great Library and wrote many works on applied mathematics. Because of a political dispute, the Christian community in Alexandria punished her, presuming she was involved, by stripping her naked and scraping off her skin with clamshells (some say roofing tiles).[3]

Science and mathematics in the Islamic world during the Middle Ages followed various models and modes of funding varied based primarily on scholars. It was extensive patronage and strong intellectual policies implemented by specific rulers that allowed scientific knowledge to develop in many areas. Funding for translation of scientific texts in other languages was ongoing throughout the reign of certain caliphs,[4] and it turned out that certain scholars became experts in the works they translated and in turn received further support for continuing to develop certain sciences. As these sciences received wider attention from the elite, more scholars were invited and funded to study particular sciences. An example of a translator and mathematician who benefited from this type of support was al-Khawarizmi[image: External link]. A notable feature of many scholars working under Muslim rule in medieval times is that they were often polymaths. Examples include the work on optics[image: External link], maths and astronomy[image: External link] of Ibn al-Haytham[image: External link].

The Renaissance[image: External link] brought an increased emphasis on mathematics and science to Europe. During this period of transition from a mainly feudal and ecclesiastical culture to a predominantly secular one, many notable mathematicians had other occupations: Luca Pacioli[image: External link] (founder of accounting[image: External link]); Niccolò Fontana Tartaglia[image: External link] (notable engineer and bookkeeper); Gerolamo Cardano[image: External link] (earliest founder of probability and binomial expansion); Robert Recorde[image: External link] (physician) and François Viète[image: External link] (lawyer).

As time passed, many mathematicians gravitated towards universities. An emphasis on free thinking and experimentation had begun in Britain's oldest universities beginning in the seventeenth century at Oxford with the scientists Robert Hooke[image: External link] and Robert Boyle[image: External link], and at Cambridge where Isaac Newton[image: External link] was Lucasian Professor of Mathematics & Physics[image: External link]. Moving into the 19th century, the objective of universities all across Europe evolved from teaching the “regurgitation of knowledge” to “encourag[ing] productive thinking.”[5] In 1810, Humboldt convinced the King of Prussia to build a university in Berlin based on Friedrich Schleiermacher[image: External link]’s liberal ideas; the goal was to demonstrate the process of the discovery of knowledge and to teach students to “take account of fundamental laws of science in all their thinking.” Thus, seminars and laboratories started to evolve.[6]

British universities of this period adopted some approaches familiar to the Italian and German universities, but as they already enjoyed substantial freedoms and autonomy[image: External link] the changes there had begun with the Age of Enlightenment[image: External link], the same influences that inspired Humboldt. The Universities of Oxford and Cambridge[image: External link] emphasized the importance of research[image: External link], arguably more authentically implementing Humboldt’s idea of a university than even German universities, which were subject to state authority.[7] Overall, science (including mathematics) became the focus of universities in the 19th and 20th centuries. Students could conduct research in seminars[image: External link] or laboratories[image: External link] and began to produce doctoral theses with more scientific content.[8] According to Humboldt, the mission of the University of Berlin[image: External link] was to pursue scientific knowledge.[9] The German university system fostered professional, bureaucratically regulated scientific research performed in well-equipped laboratories, instead of the kind of research done by private and individual scholars in Great Britain and France.[10] In fact, Rüegg asserts that the German system is responsible for the development of the modern research university because it focused on the idea of “freedom of scientific research, teaching and study.”[11]
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 Required education




Mathematicians usually cover a breadth of topics within mathematics in their undergraduate education[image: External link], and then proceed to specialize in topics of their own choice at the graduate level[image: External link]. In some universities, a qualifying exam[image: External link] serves to test both the breadth and depth of a student's understanding of mathematics; the students, who pass, are permitted to work on a doctoral dissertation[image: External link].
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 Applied mathematics




Main article: Applied mathematics[image: External link]


Mathematicians involved with solving problems with applications in real life are called applied mathematicians[image: External link]. Applied mathematicians are mathematical scientists who, with their specialized knowledge and professional[image: External link] methodology, approach many of the imposing problems presented in related scientific fields. With professional focus on a wide variety of problems, theoretical systems, and localized constructs, applied mathematicians work regularly in the study and formulation of mathematical models[image: External link]. Mathematicians and applied mathematicians are considered to be two of the STEM (science, technology, engineering, and mathematics) careers.[citation needed[image: External link]]

The discipline of applied mathematics[image: External link] concerns itself with mathematical methods that are typically used in science, engineering, business, and industry; thus, "applied mathematics" is a mathematical science[image: External link] with specialized knowledge. The term "applied mathematics" also describes the professional[image: External link] specialty in which mathematicians work on problems, often concrete but sometimes abstract. As professionals focused on problem solving, applied mathematicians look into the formulation, study, and use of mathematical models in science[image: External link], engineering[image: External link], business[image: External link], and other areas of mathematical practice.
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 Abstract mathematics




Main article: Pure mathematics[image: External link]


Pure mathematics[image: External link] is mathematics that studies entirely abstract concepts[image: External link]. From the eighteenth century onwards, this was a recognized category of mathematical activity, sometimes characterized as speculative mathematics,[12] and at variance with the trend towards meeting the needs of navigation[image: External link], astronomy[image: External link], physics[image: External link], economics[image: External link], engineering[image: External link], and other applications.

Another insightful view put forth is that pure mathematics is not necessarily applied mathematics[image: External link]: it is possible to study abstract entities with respect to their intrinsic nature, and not be concerned with how they manifest in the real world.[13] Even though the pure and applied viewpoints are distinct philosophical positions, in practice there is much overlap in the activity of pure and applied mathematicians.

To develop accurate models for describing the real world, many applied mathematicians draw on tools and techniques that are often considered to be "pure" mathematics. On the other hand, many pure mathematicians draw on natural and social phenomena as inspiration for their abstract research.
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 Mathematics teaching




Many professional mathematicians also engage in the teaching of mathematics. Duties may include:


	teaching university mathematics courses;

	supervising undergraduate and graduate research; and

	serving on academic committees.
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 Consulting




Many careers in mathematics outside of universities involve consulting. For instance, actuaries assemble and analyze data to estimate the probability and likely cost of the occurrence of an event such as death, sickness, injury, disability, or loss of property. Actuaries also address financial questions, including those involving the level of pension contributions required to produce a certain retirement income and the way in which a company should invest resources to maximize its return on investments in light of potential risk. Using their broad knowledge, actuaries help design and price insurance policies, pension plans, and other financial strategies in a manner which will help ensure that the plans are maintained on a sound financial basis.

As another example, mathematical finance will derive and extend the mathematical[image: External link] or numerical[image: External link] models without necessarily establishing a link to financial theory, taking observed market prices as input. Mathematical consistency is required, not compatibility with economic theory. Thus, for example, while a financial economist might study the structural reasons why a company may have a certain share price[image: External link], a financial mathematician may take the share price as a given, and attempt to use stochastic calculus[image: External link] to obtain the corresponding value of derivatives[image: External link] of the stock[image: External link] (see: Valuation of options[image: External link]; Financial modeling[image: External link]).
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 Occupations




According to the Dictionary of Occupational Titles[image: External link] occupations in mathematics include the following.[14]


	Mathematician

	Operations-Research Analyst

	Mathematical Statistician

	Mathematical Technician

	Actuary[image: External link]

	Applied Statistician

	Weight Analyst




[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Quotations about mathematicians




The following are quotations about mathematicians, or by mathematicians.


	—Attributed to both Alfréd Rényi[image: External link][15] and Paul Erdős[image: External link]





	—Johann Wolfgang von Goethe[image: External link][16]





	—Alfred W. Adler[image: External link] (1930- ), "Mathematics and Creativity"[17]





	—Edgar Allan Poe[image: External link], The purloined letter





	—G. H. Hardy[image: External link], A Mathematician's Apology





	—Tom Lehrer[image: External link]





	—Sofia Kovalevskaya[image: External link]





	—Raoul Bott
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 Prizes in mathematics




There is no Nobel Prize in mathematics, though sometimes mathematicians have won the Nobel Prize in a different field, such as economics. Prominent prizes in mathematics include the Abel Prize[image: External link], the Chern Medal[image: External link], the Fields Medal[image: External link], the Gauss Prize[image: External link], the Nemmers Prize[image: External link], the Balzan Prize[image: External link], the Crafoord Prize[image: External link], the Shaw Prize[image: External link], the Steele Prize[image: External link], the Wolf Prize[image: External link], the Schock Prize[image: External link], and the Nevanlinna Prize[image: External link].

The American Mathematical Society[image: External link], Association for Women in Mathematics[image: External link], and other mathematical societies offer several prizes aimed at increasing the representation of women and minorities in the future of mathematics.
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 Mathematical autobiographies




Several well known mathematicians have written autobiographies in part to explain to a general audience what it is about mathematics that has made them want to devote their lives to its study. These provide some of the best glimpses into what it means to be a mathematician. The following list contains some works that are not autobiographies, but rather essays on mathematics and mathematicians with strong autobiographical elements.


	The Book of My Life - Girolamo Cardano[image: External link][19]


	A Mathematician's Apology - G.H. Hardy[image: External link][20]


	A Mathematician's Miscellany (republished as Littlewood's miscellany) - J. E. Littlewood[image: External link][21]


	I Am a Mathematician - Norbert Wiener[22]


	I want to be a Mathematician - Paul R. Halmos[image: External link]


	Adventures of a Mathematician - Stanislaw Ulam[image: External link][23]


	Enigmas of Chance - Mark Kac[image: External link][24]


	Random Curves - Neal Koblitz[image: External link]


	Love & Math - Edward Frenkel[image: External link]


	Mathematics without apologies - Michael Harris[image: External link][25]
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 See also





	Lists of mathematicians[image: External link]

	Human computer[image: External link]

	Mathematical joke[image: External link]

	A Mathematician's Apology[image: External link]

	
Men of Mathematics[image: External link] (book)

	Mental calculator[image: External link]
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 Notes






	
^ Boyer (1991), A History of Mathematics, p. 43


	
^ (Boyer 1991, "Ionia and the Pythagoreans" p. 49)


	
^ Ecclesiastical History,Bk VI: Chap. 15[image: External link]


	
^ Abattouy, M., Renn, J. & Weinig, P., 2001. Transmission as Transformation: The Translation Movements in the Medieval East and West in a Comparative Perspective. Science in Context, 14(1-2), 1-12.


	
^ Röhrs, "The Classical Idea of the University," Tradition and Reform of the University under an International Perspective p.20


	
^ Rüegg, "Themes", A History of the University in Europe, Vol. III, p.5-6


	
^ Rüegg, "Themes", A History of the University in Europe, Vol. III, p.12


	
^ Rüegg, "Themes", A History of the University in Europe, Vol. III, p.13


	
^ Rüegg, "Themes", A History of the University in Europe, Vol. III, p.16


	
^ Rüegg, "Themes", A History of the University in Europe, Vol. III, p.17-18


	
^ Rüegg, "Themes", A History of the University in Europe, Vol. III, p.31


	
^ See for example titles of works by Thomas Simpson[image: External link] from the mid-18th century: Essays on Several Curious and Useful Subjects in Speculative and Mixed Mathematicks, Miscellaneous Tracts on Some Curious and Very Interesting Subjects in Mechanics, Physical Astronomy and Speculative Mathematics. [1][image: External link]


	
^ Andy Magid, Letter from the Editor, in Notices of the AMS, November 2005, American Mathematical Society, p.1173. [2][image: External link]


	
^ "020 OCCUPATIONS IN MATHEMATICS"[image: External link]. Dictionary Of Occupational Titles. Retrieved 2013-01-20.


	
^ "Biography of Alfréd Rényi"[image: External link]. History.mcs.st-andrews.ac.uk. Retrieved 2012-08-17.


	
^ Maximen und Reflexionen, Sechste Abtheilung cited in Moritz, Robert Edouard (1958) [1914], On Mathematics / A Collection of Witty, Profound, Amusing Passages about Mathematics and Mathematicians, Dover, p. 123, ISBN  0-486-20489-8[image: External link]


	
^ Alfred Adler, "Mathematics and Creativity," The New Yorker, 1972, reprinted in Timothy Ferris, ed., The World Treasury of Physics, Astronomy, and Mathematics, Back Bay Books, reprint, June 30, 1993, p, 435.


	
^ Sartorius von Waltershausen: Gauss zum Gedachtniss. (Leipzig, 1856), p. 79 cited in Moritz, Robert Edouard (1958) [1914], On Mathematics / A Collection of Witty, Profound, Amusing Passages about Mathematics and Mathematicians, Dover, p. 271, ISBN  0-486-20489-8[image: External link]


	
^ Cardano, Girolamo[image: External link] (2002), The Book of My Life (De Vita Propria Liber), The New York Review of Books, ISBN  1-59017-016-4[image: External link]


	
^ Hardy 1992


	
^ Littlewood, J. E.[image: External link] (1990) [Originally A Mathematician's Miscellany published in 1953], Béla Bollobás, ed., Littlewood's miscellany, Cambridge University Press, ISBN 0-521-33702 X[image: External link]


	
^ Wiener, Norbert (1956), I Am a Mathematician / The Later Life of a Prodigy, The M.I.T. Press, ISBN  0-262-73007-3[image: External link]


	
^ Ulam, S. M. (1976), Adventures of a Mathematician, Charles Scribner's Sons, ISBN  0-684-14391-7[image: External link]


	
^ Kac, Mark (1987), Enigmas of Chance / An Autobiography, University of California Press, ISBN  0-520-05986-7[image: External link]


	
^ Harris, Michael (2015), Mathematics without apologies / portrait of a problematic vocation, Princeton University Press, ISBN  978-0-691-15423-7[image: External link]







[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 References






	Hardy, G.H.[image: External link] (1992) [First edition 1940], A Mathematician's Apology[image: External link] (with forward by C. P. Snow[image: External link]), Cambridge University Press, ISBN  0-521-42706-1[image: External link]

	
Paul Halmos[image: External link]. I Want to Be a Mathematician. Springer-Verlag 1985.

	
Dunham, William[image: External link]. The Mathematical Universe. John Wiley 1994.






[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Further reading





	Krantz, Steven G.[image: External link] (2012), A Mathematician comes of age, The Mathematical Association of America[image: External link], ISBN  978-0-88385-578-2[image: External link]




[image: TOC] TOC [image: Previous chapter] Previous 
 External links





	
Occupational Outlook: Mathematicians[image: External link]. Information on the occupation of mathematician from the US Department of Labor.
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Electrical Engineering






"Electrical and computer engineering" redirects here. For contents about computer engineering, see Computer engineering[image: External link].

Electrical engineering is a field of engineering[image: External link] that generally deals with the study and application of electricity[image: External link], electronics[image: External link], and electromagnetism[image: External link]. This field first became an identifiable occupation in the later half of the 19th century after commercialization[image: External link] of the electric telegraph, the telephone[image: External link], and electric power[image: External link] distribution and use. Subsequently, broadcasting[image: External link] and recording media[image: External link] made electronics part of daily life. The invention of the transistor[image: External link], and later the integrated circuit[image: External link], brought down the cost of electronics to the point they can be used in almost any household object.

Electrical engineering has now subdivided into a wide range of subfields including electronics[image: External link], digital computers[image: External link], power engineering[image: External link], telecommunications, control systems[image: External link], radio-frequency engineering[image: External link], signal processing, instrumentation[image: External link], and microelectronics[image: External link]. Many of these subdisciplines overlap and also overlap with other engineering branches, spanning a huge number of specializations such as hardware engineering, power electronics, electromagnetics & waves, microwave engineering, nanotechnology, electrochemistry, renewable energies, mechatronics, electrical materials science, and many more.

Electrical engineers typically hold a degree[image: External link] in electrical engineering or electronic engineering. Practicing engineers may have professional certification[image: External link] and be members of a professional body[image: External link]. Such bodies include the Institute of Electrical and Electronics Engineers (IEEE) and the Institution of Engineering and Technology (professional society)[image: External link] (IET).

Electrical engineers work in a very wide range of industries and the skills required are likewise variable. These range from basic circuit theory to the management skills required of a project manager[image: External link]. The tools and equipment that an individual engineer may need are similarly variable, ranging from a simple voltmeter[image: External link] to a top end analyzer to sophisticated design and manufacturing software.



TOP



[image: TOC] TOC Next [image: Next chapter] 
 History




Main article: History of electrical engineering[image: External link]


Electricity[image: External link] has been a subject of scientific interest since at least the early 17th century[image: External link]. A prominent early electrical scientist was William Gilbert[image: External link] who was the first to draw a clear distinction between magnetism[image: External link] and static electricity[image: External link] and is credited with establishing the term electricity.[2] He also designed the versorium[image: External link]: a device that detects the presence of statically charged objects. Then in 1762 Swedish professor Johan Carl Wilcke[image: External link] invented, and in 1775 Alessandro Volta[image: External link] improved, a device (for which Volta coined the name electrophorus[image: External link]) that produced a static electric charge, and by 1800 Volta had developed the voltaic pile[image: External link], a forerunner of the electric battery.


[image: TOC] TOC Next [image: Next chapter] 
 19th century




In the 19th century, research into the subject started to intensify. Notable developments in this century include the work of Georg Ohm[image: External link], who in 1827 quantified the relationship between the electric current[image: External link] and potential difference[image: External link] in a conductor[image: External link], of Michael Faraday[image: External link] (the discoverer of electromagnetic induction[image: External link] in 1831), and of James Clerk Maxwell[image: External link], who in 1873 published a unified theory[image: External link] of electricity and magnetism[image: External link] in his treatise Electricity and Magnetism.[3]

Electrical engineering became a profession in the later 19th century. Practitioners had created a global electric telegraph[image: External link] network and the first professional electrical engineering institutions were founded in the UK and USA to support the new discipline. Although it is impossible to precisely pinpoint a first electrical engineer, Francis Ronalds[image: External link] stands ahead of the field, who created the first working electric telegraph system in 1816 and documented his vision of how the world could be transformed by electricity.[4][5] Over 50 years later, he joined the new Society of Telegraph Engineers (soon to be renamed the Institution of Electrical Engineers[image: External link]) where he was regarded by other members as the first of their cohort.[6] By the end of the 19th century, the world had been forever changed by the rapid communication made possible by the engineering development of land-lines, submarine cables[image: External link], and, from about 1890, wireless telegraphy[image: External link].

Practical applications and advances in such fields created an increasing need for standardised units of measure[image: External link]. They led to the international standardization of the units volt[image: External link], ampere[image: External link], coulomb[image: External link], ohm[image: External link], farad[image: External link], and henry[image: External link]. This was achieved at an international conference in Chicago in 1893.[7] The publication of these standards formed the basis of future advances in standardisation in various industries, and in many countries the definitions were immediately recognised in relevant legislation.[8]

During these years, the study of electricity was largely considered to be a subfield of physics[image: External link]. That's because early electrical technology was electromechanical in nature. The Technische Universität Darmstadt[image: External link] founded the world's first department of electrical engineering in 1882. The first electrical engineering degree program was started at Massachusetts Institute of Technology (MIT) in the physics department under Professor Charles Cross, [9] though it was Cornell University[image: External link] to produce the world's first electrical engineering graduates in 1885.[10] The first course in electrical engineering was taught in 1883 in Cornell’s Sibley College of Mechanical Engineering and Mechanic Arts[image: External link].[11] It was not until about 1885 that Cornell[image: External link] President Andrew Dickson White[image: External link] established the first Department of Electrical Engineering in the United States.[12] In the same year, University College London[image: External link] founded the first chair of electrical engineering in Great Britain.[13] Professor Mendell P. Weinbach at University of Missouri[image: External link] soon followed suit by establishing the electrical engineering department in 1886.[14] Afterwards, universities[image: External link] and institutes of technology[image: External link] gradually started to offer electrical engineering programs to their students all over the world.

During these decades use of electrical engineering increased dramatically. In 1882, Thomas Edison switched on the world's first large-scale electric power network that provided 110 volts — direct current[image: External link] (DC) — to 59 customers on Manhattan Island[image: External link] in New York City[image: External link]. In 1884, Sir Charles Parsons[image: External link] invented the steam turbine[image: External link] allowing for more efficient electric power generation. Alternating current[image: External link], with its ability to transmit power more efficiently over long distances via the use of transformers[image: External link], developed rapidly in the 1880s and 1890s with transformer designs by Károly Zipernowsky[image: External link], Ottó Bláthy[image: External link] and Miksa Déri[image: External link] (later called ZBD transformers), Lucien Gaulard[image: External link], John Dixon Gibbs[image: External link] and William Stanley, Jr.[image: External link]. Practical AC motor[image: External link] designs including induction motors[image: External link] were independently invented by Galileo Ferraris[image: External link] and Nikola Tesla[image: External link] and further developed into a practical three-phase[image: External link] form by Mikhail Dolivo-Dobrovolsky[image: External link] and Charles Eugene Lancelot Brown[image: External link].[15] Charles Steinmetz[image: External link] and Oliver Heaviside[image: External link] contributed to the theoretical basis of alternating current engineering.[16][17] The spread in the use of AC set off in the United States what has been called the War of Currents[image: External link] between a George Westinghouse[image: External link] backed AC system and a Thomas Edison backed DC power system, with AC being adopted as the overall standard.[18]
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 More modern developments




During the development of radio[image: External link], many scientists and inventors[image: External link] contributed to radio technology[image: External link] and electronics. The mathematical work of James Clerk Maxwell[image: External link] during the 1850s had shown the relationship of different forms of electromagnetic radiation[image: External link] including possibility of invisible airborne waves (later called "radio waves"). In his classic physics experiments of 1888, Heinrich Hertz[image: External link] proved Maxwell's theory by transmitting radio waves[image: External link] with a spark-gap transmitter[image: External link], and detected them by using simple electrical devices. Other physicists experimented with these new waves and in the process developed devices for transmitting and detecting them. In 1895, Guglielmo Marconi[image: External link] began work on a way to adapt the known methods of transmitting and detecting these "Hertzian waves" into a purpose built commercial wireless telegraphic[image: External link] system. Early on, he sent wireless signals over a distance of one and a half miles. In December 1901, he sent wireless waves that were not affected by the curvature of the Earth. Marconi later transmitted the wireless signals across the Atlantic between Poldhu, Cornwall, and St. John's, Newfoundland, a distance of 2,100 miles (3,400 km).[19]

In 1897, Karl Ferdinand Braun[image: External link] introduced the cathode ray tube[image: External link] as part of an oscilloscope[image: External link], a crucial enabling technology for electronic television[image: External link].[20] John Fleming[image: External link] invented the first radio tube, the diode[image: External link], in 1904. Two years later, Robert von Lieben[image: External link] and Lee De Forest[image: External link] independently developed the amplifier tube, called the triode[image: External link].[21]

In 1920, Albert Hull[image: External link] developed the magnetron[image: External link] which would eventually lead to the development of the microwave oven[image: External link] in 1946 by Percy Spencer[image: External link].[22][23] In 1934, the British military began to make strides toward radar[image: External link] (which also uses the magnetron) under the direction of Dr Wimperis, culminating in the operation of the first radar station at Bawdsey[image: External link] in August 1936.[24]

In 1941, Konrad Zuse[image: External link] presented the Z3[image: External link], the world's first fully functional and programmable computer using electromechanical parts. In 1943, Tommy Flowers[image: External link] designed and built the Colossus[image: External link], the world's first fully functional, electronic, digital and programmable computer.[25] In 1946, the ENIAC[image: External link] (Electronic Numerical Integrator and Computer) of John Presper Eckert[image: External link] and John Mauchly[image: External link] followed, beginning the computing era. The arithmetic performance of these machines allowed engineers to develop completely new technologies and achieve new objectives, including the Apollo program[image: External link] which culminated in landing astronauts on the Moon[image: External link].[26]
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 Solid-state electronics




The invention of the transistor[image: External link] in late 1947 by William B. Shockley[image: External link], John Bardeen, and Walter Brattain[image: External link] of the Bell Telephone Laboratories[image: External link] opened the door for more compact devices and led to the development of the integrated circuit[image: External link] in 1958 by Jack Kilby and independently in 1959 by Robert Noyce.[27]

The microprocessor was introduced with the Intel 4004[image: External link]. It began with the " Busicom[image: External link] Project"[28] as Masatoshi Shima[image: External link]'s three-chip CPU[image: External link] design in 1968,[29][28] before Sharp[image: External link]'s Tadashi Sasaki[image: External link] conceived of a single-chip CPU design, which he discussed with Busicom and Intel[image: External link] in 1968.[30] The Intel 4004 was then developed as a single-chip microprocessor from 1969 to 1970, led by Intel's Marcian Hoff[image: External link] and Federico Faggin[image: External link] and Busicom's Masatoshi Shima.[28] The microprocessor led to the development of microcomputers[image: External link] and personal computers[image: External link], and the microcomputer revolution[image: External link].
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 Subdisciplines




Electrical engineering has many subdisciplines, the most common of which are listed below. Although there are electrical engineers who focus exclusively on one of these subdisciplines, many deal with a combination of them. Sometimes certain fields, such as electronic engineering and computer engineering[image: External link], are considered separate disciplines in their own right.
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 Power




Main article: Power engineering[image: External link]


Power engineering deals with the generation[image: External link], transmission[image: External link], and distribution[image: External link] of electricity[image: External link] as well as the design of a range of related devices.[31] These include transformers[image: External link], electric generators[image: External link], electric motors[image: External link], high voltage engineering, and power electronics[image: External link]. In many regions of the world, governments maintain an electrical network called a power grid[image: External link] that connects a variety of generators together with users of their energy. Users purchase electrical energy from the grid, avoiding the costly exercise of having to generate their own. Power engineers may work on the design and maintenance of the power grid as well as the power systems that connect to it.[32] Such systems are called on-grid power systems and may supply the grid with additional power, draw power from the grid, or do both. Power engineers may also work on systems that do not connect to the grid, called off-grid power systems, which in some cases are preferable to on-grid systems. The future includes Satellite controlled power systems, with feedback in real time to prevent power surges and prevent blackouts.
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 Control




Main articles: Control engineering[image: External link], Automatic control[image: External link], and Control theory


Control engineering[image: External link] focuses on the modeling[image: External link] of a diverse range of dynamic systems[image: External link] and the design of controllers[image: External link] that will cause these systems to behave in the desired manner.[33] To implement such controllers, electrical engineers may use electronic circuits[image: External link], digital signal processors[image: External link], microcontrollers, and programmable logic controls[image: External link] (PLCs). Control engineering[image: External link] has a wide range of applications from the flight and propulsion systems of commercial airliners[image: External link] to the cruise control[image: External link] present in many modern automobiles[image: External link].[34] It also plays an important role in industrial automation[image: External link].

Control engineers often utilize feedback[image: External link] when designing control systems[image: External link]. For example, in an automobile[image: External link] with cruise control[image: External link] the vehicle's speed[image: External link] is continuously monitored and fed back to the system which adjusts the motor's[image: External link] power[image: External link] output accordingly. Where there is regular feedback, control theory can be used to determine how the system responds to such feedback.[35]
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 Electronics




Main article: Electronic engineering


Electronic engineering involves the design and testing of electronic circuits[image: External link] that use the properties of components[image: External link] such as resistors[image: External link], capacitors[image: External link], inductors[image: External link], diodes[image: External link], and transistors[image: External link] to achieve a particular functionality.[32] The tuned circuit[image: External link], which allows the user of a radio[image: External link] to filter[image: External link] out all but a single station, is just one example of such a circuit. Another example to research is a pneumatic signal conditioner.

Prior to the Second World War, the subject was commonly known as radio engineering and basically was restricted to aspects of communications and radar[image: External link], commercial radio[image: External link], and early television[image: External link].[32] Later, in post war years, as consumer devices began to be developed, the field grew to include modern television, audio systems, computers, and microprocessors[image: External link]. In the mid-to-late 1950s, the term radio engineering gradually gave way to the name electronic engineering.

Before the invention of the integrated circuit[image: External link] in 1959,[36] electronic circuits were constructed from discrete components that could be manipulated by humans. These discrete circuits consumed much space and power[image: External link] and were limited in speed, although they are still common in some applications. By contrast, integrated circuits[image: External link] packed a large number—often millions—of tiny electrical components, mainly transistors[image: External link],[37] into a small chip around the size of a coin[image: External link]. This allowed for the powerful computers and other electronic devices we see today.
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 Microelectronics




Main article: Microelectronics[image: External link]


Microelectronics[image: External link] engineering deals with the design and microfabrication[image: External link] of very small electronic circuit components for use in an integrated circuit[image: External link] or sometimes for use on their own as a general electronic component.[38] The most common microelectronic components are semiconductor[image: External link] transistors[image: External link], although all main electronic components ( resistors[image: External link], capacitors[image: External link] etc.) can be created at a microscopic level. Nanoelectronics[image: External link] is the further scaling of devices down to nanometer[image: External link] levels. Modern devices are already in the nanometer regime, with below 100 nm processing having been standard since about 2002.[39]

Microelectronic components are created by chemically fabricating wafers of semiconductors such as silicon (at higher frequencies, compound semiconductors[image: External link] like gallium arsenide and indium phosphide) to obtain the desired transport of electronic charge and control of current. The field of microelectronics involves a significant amount of chemistry and material science and requires the electronic engineer working in the field to have a very good working knowledge of the effects of quantum mechanics[image: External link].[40]
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 Signal processing




Main article: Signal processing


Signal processing deals with the analysis and manipulation of signals[image: External link].[41] Signals can be either analog[image: External link], in which case the signal varies continuously according to the information, or digital[image: External link], in which case the signal varies according to a series of discrete values representing the information. For analog signals, signal processing may involve the amplification[image: External link] and filtering[image: External link] of audio signals for audio equipment or the modulation[image: External link] and demodulation[image: External link] of signals for telecommunications. For digital signals, signal processing may involve the compression, error detection[image: External link] and error correction[image: External link] of digitally sampled signals.[42]

Signal Processing is a very mathematically oriented and intensive area forming the core of digital signal processing[image: External link] and it is rapidly expanding with new applications in every field of electrical engineering such as communications, control, radar, audio engineering[image: External link], broadcast engineering[image: External link], power electronics, and biomedical engineering[image: External link] as many already existing analog systems are replaced with their digital counterparts. Analog signal processing[image: External link] is still important in the design of many control systems[image: External link].

DSP processor ICs are found in every type of modern electronic systems and products including, SDTV[image: External link] | HDTV[image: External link] sets,[43] radios and mobile communication devices, Hi-Fi[image: External link] audio equipment, Dolby[image: External link] noise reduction[image: External link] algorithms, GSM[image: External link] mobile phones, mp3[image: External link] multimedia players, camcorders and digital cameras, automobile control systems, noise cancelling[image: External link] headphones, digital spectrum analyzers[image: External link], intelligent missile guidance, radar[image: External link], GPS[image: External link] based cruise control systems, and all kinds of image processing[image: External link], video processing[image: External link], audio processing[image: External link], and speech processing[image: External link] systems.[44]
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 Telecommunications




Main article: Telecommunications engineering[image: External link]


Telecommunications engineering[image: External link] focuses on the transmission[image: External link] of information across a channel[image: External link] such as a coax cable[image: External link], optical fiber[image: External link] or free space[image: External link].[45] Transmissions across free space require information to be encoded in a carrier signal[image: External link] to shift the information to a carrier frequency suitable for transmission; this is known as modulation[image: External link]. Popular analog modulation techniques include amplitude modulation[image: External link] and frequency modulation[image: External link].[46] The choice of modulation affects the cost and performance of a system and these two factors must be balanced carefully by the engineer.

Once the transmission characteristics of a system are determined, telecommunication engineers design the transmitters[image: External link] and receivers[image: External link] needed for such systems. These two are sometimes combined to form a two-way communication device known as a transceiver[image: External link]. A key consideration in the design of transmitters is their power consumption[image: External link] as this is closely related to their signal strength[image: External link].[47][48] If the signal strength of a transmitter is insufficient the signal's information will be corrupted by noise[image: External link].
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 Instrumentation




Main article: Instrumentation engineering[image: External link]


Instrumentation engineering[image: External link] deals with the design of devices to measure physical quantities such as pressure[image: External link], flow[image: External link], and temperature[image: External link].[49] The design of such instrumentation requires a good understanding of physics[image: External link] that often extends beyond electromagnetic theory[image: External link]. For example, flight instruments[image: External link] measure variables such as wind speed[image: External link] and altitude[image: External link] to enable pilots the control of aircraft analytically. Similarly, thermocouples[image: External link] use the Peltier-Seebeck effect[image: External link] to measure the temperature difference between two points.[50]

Often instrumentation is not used by itself, but instead as the sensors[image: External link] of larger electrical systems. For example, a thermocouple might be used to help ensure a furnace's temperature remains constant.[51] For this reason, instrumentation engineering is often viewed as the counterpart of control engineering.
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 Computers




Main article: Computer engineering[image: External link]


Computer engineering deals with the design of computers and computer systems[image: External link]. This may involve the design of new hardware[image: External link], the design of PDAs[image: External link], tablets, and supercomputers[image: External link], or the use of computers to control an industrial plant[image: External link].[52] Computer engineers may also work on a system's software[image: External link]. However, the design of complex software systems is often the domain of software engineering[image: External link], which is usually considered a separate discipline.[53] Desktop computers[image: External link] represent a tiny fraction of the devices a computer engineer might work on, as computer-like architectures are now found in a range of devices including video game consoles[image: External link] and DVD players[image: External link].
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 Related disciplines




Mechatronics[image: External link] is an engineering discipline which deals with the convergence of electrical and mechanical[image: External link] systems. Such combined systems are known as electromechanical systems and have widespread adoption. Examples include automated manufacturing systems[image: External link],[54] heating, ventilation and air-conditioning systems[image: External link],[55] and various subsystems of aircraft[image: External link] and automobiles[image: External link]. [56]

The term mechatronics is typically used to refer to macroscopic[image: External link] systems but futurists[image: External link] have predicted the emergence of very small electromechanical devices. Already, such small devices, known as Microelectromechanical systems[image: External link] (MEMS), are used in automobiles to tell airbags[image: External link] when to deploy,[57] in digital projectors[image: External link] to create sharper images, and in inkjet printers[image: External link] to create nozzles for high definition printing. In the future it is hoped the devices will help build tiny implantable medical devices and improve optical communication[image: External link].[58]

Biomedical engineering[image: External link] is another related discipline, concerned with the design of medical equipment[image: External link]. This includes fixed equipment such as ventilators[image: External link], MRI scanners[image: External link],[59] and electrocardiograph monitors[image: External link] as well as mobile equipment such as cochlear implants[image: External link], artificial pacemakers[image: External link], and artificial hearts[image: External link].

Aerospace engineering[image: External link] and robotics[image: External link] an example is the most recent electric propulsion[image: External link] and ion propulsion.
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Main article: Education and training of electrical and electronics engineers[image: External link]


Electrical engineers typically possess an academic degree[image: External link] with a major in electrical engineering, electronics engineering[image: External link], electrical engineering technology[image: External link],[60] or electrical and electronic engineering.[61][62] The same fundamental principles are taught in all programs, though emphasis may vary according to title. The length of study for such a degree is usually four or five years and the completed degree may be designated as a Bachelor of Science in Electrical/Electronics Engineering Technology, Bachelor of Engineering[image: External link], Bachelor of Science[image: External link], Bachelor of Technology[image: External link], or Bachelor of Applied Science[image: External link] depending on the university. The bachelor's degree generally includes units covering physics[image: External link], mathematics, computer science[image: External link], project management[image: External link], and a variety of topics in electrical engineering[image: External link].[63] Initially such topics cover most, if not all, of the subdisciplines of electrical engineering. At some schools, the students can then choose to emphasize one or more subdisciplines towards the end of their courses of study.

At many schools, electronic engineering is included as part of an electrical award, sometimes explicitly, such as a Bachelor of Engineering (Electrical and Electronic), but in others electrical and electronic engineering are both considered to be sufficiently broad and complex that separate degrees are offered.[64]

Some electrical engineers choose to study for a postgraduate degree such as a Master of Engineering[image: External link]/Master of Science[image: External link] (M.Eng./M.Sc.), a Master of Engineering Management[image: External link], a Doctor of Philosophy[image: External link] (Ph.D.) in Engineering, an Engineering Doctorate[image: External link] (Eng.D.), or an Engineer's degree[image: External link]. The master's and engineer's degrees may consist of either research[image: External link], coursework[image: External link] or a mixture of the two. The Doctor of Philosophy and Engineering Doctorate degrees consist of a significant research component and are often viewed as the entry point to academia[image: External link]. In the United Kingdom and some other European countries, Master of Engineering is often considered to be an undergraduate degree of slightly longer duration than the Bachelor of Engineering rather than postgraduate.[65]
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 Practicing engineers




In most countries, a bachelor's degree in engineering represents the first step towards professional certification[image: External link] and the degree program itself is certified by a professional body[image: External link].[66] After completing a certified degree program the engineer must satisfy a range of requirements (including work experience requirements) before being certified. Once certified the engineer is designated the title of Professional Engineer[image: External link] (in the United States, Canada and South Africa), Chartered Engineer[image: External link] or Incorporated Engineer[image: External link] (in India, Pakistan, the United Kingdom, Ireland and Zimbabwe[image: External link]), Chartered Professional Engineer (in Australia and New Zealand) or European Engineer[image: External link] (in much of the European Union[image: External link]).

The advantages of certification vary depending upon location. For example, in the United States and Canada "only a licensed engineer may seal engineering work for public and private clients".[67] This requirement is enforced by state and provincial legislation such as Quebec[image: External link]'s Engineers Act.[68] In other countries, no such legislation exists. Practically all certifying bodies maintain a code of ethics[image: External link] that they expect all members to abide by or risk expulsion.[69] In this way these organizations play an important role in maintaining ethical standards for the profession. Even in jurisdictions where certification has little or no legal bearing on work, engineers are subject to contract law[image: External link]. In cases where an engineer's work fails he or she may be subject to the tort of negligence[image: External link] and, in extreme cases, the charge of criminal negligence[image: External link]. An engineer's work must also comply with numerous other rules and regulations such as building codes[image: External link] and legislation pertaining to environmental law[image: External link].

Professional bodies of note for electrical engineers include the Institute of Electrical and Electronics Engineers (IEEE) and the Institution of Engineering and Technology[image: External link] (IET). The IEEE claims to produce 30% of the world's literature in electrical engineering, has over 360,000 members worldwide and holds over 3,000 conferences annually.[70] The IET publishes 21 journals, has a worldwide membership of over 150,000, and claims to be the largest professional engineering society in Europe.[71][72] Obsolescence of technical skills is a serious concern for electrical engineers. Membership and participation in technical societies, regular reviews of periodicals in the field and a habit of continued learning are therefore essential to maintaining proficiency. An MIET(Member of the Institution of Engineering and Technology) is recognised in Europe as an Electrical and computer (technology) engineer.[73]

In Australia, Canada, and the United States electrical engineers make up around 0.25% of the labor force (see note).
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 Tools and work




From the Global Positioning System[image: External link] to electric power generation[image: External link], electrical engineers have contributed to the development of a wide range of technologies. They design, develop, test, and supervise the deployment of electrical systems and electronic devices. For example, they may work on the design of telecommunication systems, the operation of electric power stations[image: External link], the lighting[image: External link] and wiring[image: External link] of buildings[image: External link], the design of household appliances[image: External link], or the electrical control of industrial machinery.[74]

Fundamental to the discipline are the sciences of physics[image: External link] and mathematics as these help to obtain both a qualitative[image: External link] and quantitative[image: External link] description of how such systems will work. Today most engineering[image: External link] work involves the use of computers[image: External link] and it is commonplace to use computer-aided design[image: External link] programs when designing electrical systems. Nevertheless, the ability to sketch ideas is still invaluable for quickly communicating with others.

Although most electrical engineers will understand basic circuit theory[image: External link] (that is the interactions of elements such as resistors[image: External link], capacitors[image: External link], diodes[image: External link], transistors[image: External link], and inductors[image: External link] in a circuit), the theories employed by engineers generally depend upon the work they do. For example, quantum mechanics[image: External link] and solid state physics[image: External link] might be relevant to an engineer working on VLSI[image: External link] (the design of integrated circuits), but are largely irrelevant to engineers working with macroscopic electrical systems. Even circuit theory[image: External link] may not be relevant to a person designing telecommunication systems that use off-the-shelf[image: External link] components. Perhaps the most important technical skills for electrical engineers are reflected in university programs, which emphasize strong numerical skills[image: External link], computer literacy[image: External link], and the ability to understand the technical language and concepts[image: External link] that relate to electrical engineering.[75]

A wide range of instrumentation is used by electrical engineers. For simple control circuits and alarms, a basic multimeter[image: External link] measuring voltage[image: External link], current[image: External link], and resistance[image: External link] may suffice. Where time-varying signals need to be studied, the oscilloscope[image: External link] is also an ubiquitous instrument. In RF engineering[image: External link] and high frequency telecommunications, spectrum analyzers[image: External link] and network analyzers[image: External link] are used. In some disciplines, safety can be a particular concern with instrumentation. For instance, medical electronics designers must take into account that much lower voltages than normal can be dangerous when electrodes are directly in contact with internal body fluids.[76] Power transmission engineering also has great safety concerns due to the high voltages used; although voltmeters[image: External link] may in principle be similar to their low voltage equivalents, safety and calibration issues make them very different.[77] Many disciplines of electrical engineering use tests specific to their discipline. Audio electronics engineers use audio test sets[image: External link] consisting of a signal generator and a meter, principally to measure level but also other parameters such as harmonic distortion[image: External link] and noise[image: External link]. Likewise, information technology have their own test sets, often specific to a particular data format, and the same is true of television broadcasting.

For many engineers, technical work accounts for only a fraction of the work they do. A lot of time may also be spent on tasks such as discussing proposals with clients, preparing budgets[image: External link] and determining project schedules[image: External link].[78] Many senior engineers manage a team of technicians[image: External link] or other engineers and for this reason project management[image: External link] skills are important. Most engineering projects involve some form of documentation and strong written communication[image: External link] skills are therefore very important.

The workplaces[image: External link] of engineers are just as varied as the types of work they do. Electrical engineers may be found in the pristine lab environment of a fabrication plant[image: External link], the offices of a consulting firm[image: External link] or on site at a mine[image: External link]. During their working life, electrical engineers may find themselves supervising a wide range of individuals including scientists[image: External link], electricians[image: External link], computer programmers[image: External link], and other engineers.[79]

Electrical engineering has an intimate relationship with the physical sciences. For instance, the physicist Lord Kelvin[image: External link] played a major role in the engineering of the first transatlantic telegraph cable[image: External link].[80] Conversely, the engineer Oliver Heaviside[image: External link] produced major work on the mathematics of transmission on telegraph cables.[81] Electrical engineers are often required on major science projects. For instance, large particle accelerators[image: External link] such as CERN[image: External link] need electrical engineers to deal with many aspects of the project: from the power distribution, to the instrumentation, to the manufacture and installation of the superconducting electromagnets[image: External link].[82][83]
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 Notes




Note I - In May 2014 there were around 175,000 people working as electrical engineers in the US.[84] In 2012, Australia had around 19,000[85] while in Canada, there were around 37,000 (as of 2007), constituting about 0.2% of the labour force in each of the three countries. Australia and Canada reported that 96% and 88% of their electrical engineers respectively are male.[86]
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Cryptography






"Secret code" redirects here. For the Aya Kamiki album, see Secret Code[image: External link].

"Cryptology" redirects here. For the David S. Ware album, see Cryptology (album)[image: External link].

Cryptography or cryptology (from Greek[image: External link] κρυπτός[image: External link] kryptós, "hidden, secret"; and γράφειν[image: External link] graphein, "writing", or -λογία[image: External link] -logia[image: External link], "study", respectively[1]) is the practice and study of techniques for secure communication[image: External link] in the presence of third parties called adversaries[image: External link].[2] More generally, cryptography is about constructing and analyzing protocols[image: External link] that prevent third parties or the public from reading private messages;[3] various aspects in information security[image: External link] such as data confidentiality[image: External link], data integrity[image: External link], authentication[image: External link], and non-repudiation[image: External link][4] are central to modern cryptography. Modern cryptography exists at the intersection of the disciplines of mathematics, computer science[image: External link], and electrical engineering. Applications of cryptography include military communications[image: External link], electronic commerce[image: External link], ATM cards[image: External link], and computer passwords[image: External link].

Cryptography prior to the modern age was effectively synonymous with encryption[image: External link], the conversion of information from a readable state to apparent nonsense[image: External link]. The originator of an encrypted message (Alice) shared the decoding technique needed to recover the original information only with intended recipients (Bob), thereby precluding unwanted persons (Eve) from doing the same. The cryptography literature often uses Alice ("A") for the sender, Bob ("B") for the intended recipient, and Eve (" eavesdropper[image: External link]") for the adversary.[5] Since the development of rotor cipher machines[image: External link] in World War I[image: External link] and the advent of computers in World War II, the methods used to carry out cryptology have become increasingly complex and its application more widespread.

Modern cryptography is heavily based on mathematical theory and computer science practice; cryptographic algorithms are designed around computational hardness assumptions[image: External link], making such algorithms hard to break in practice by any adversary. It is theoretically possible to break such a system, but it is infeasible to do so by any known practical means. These schemes are therefore termed computationally secure; theoretical advances, e.g., improvements in integer factorization[image: External link] algorithms, and faster computing technology require these solutions to be continually adapted. There exist information-theoretically secure[image: External link] schemes that provably cannot be broken even with unlimited computing power—an example is the one-time pad—but these schemes are more difficult to implement than the best theoretically breakable but computationally secure mechanisms.

The growth of cryptographic technology has raised a number of legal issues in the information age. Cryptography's potential for use as a tool for espionage[image: External link] and sedition[image: External link] has led many governments to classify it as a weapon and to limit or even prohibit its use and export.[6] In some jurisdictions where the use of cryptography is legal, laws permit investigators to compel the disclosure[image: External link] of encryption keys for documents relevant to an investigation.[7][8] Cryptography also plays a major role in digital rights management[image: External link] and copyright infringement[image: External link] of digital media.[9]
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 Terminology




Until modern times, cryptography referred almost exclusively to encryption, which is the process of converting ordinary information (called plaintext[image: External link]) into unintelligible text (called ciphertext[image: External link]).[10] Decryption is the reverse, in other words, moving from the unintelligible ciphertext back to plaintext. A cipher[image: External link] (or cypher) is a pair of algorithms[image: External link] that create the encryption and the reversing decryption. The detailed operation of a cipher is controlled both by the algorithm and in each instance by a " key[image: External link]". The key is a secret (ideally known only to the communicants), usually a short string of characters, which is needed to decrypt the ciphertext. Formally, a " cryptosystem[image: External link]" is the ordered list of elements of finite possible plaintexts, finite possible cyphertexts, finite possible keys, and the encryption and decryption algorithms which correspond to each key. Keys are important both formally and in actual practice, as ciphers without variable keys can be trivially broken with only the knowledge of the cipher used and are therefore useless (or even counter-productive) for most purposes. Historically, ciphers were often used directly for encryption or decryption without additional procedures such as authentication[image: External link] or integrity checks. There are two kinds of cryptosystems: symmetric[image: External link] and asymmetric[image: External link]. In symmetric systems the same key (the secret key) is used to encrypt and decrypt a message. Data manipulation in symmetric systems is faster than asymmetric systems as they generally use shorter key lengths. Asymmetric systems use a public key to encrypt a message and a private key to decrypt it. Use of asymmetric systems enhances the security of communication.[11] Examples of asymmetric systems include RSA ( Rivest-Shamir-Adleman[image: External link]), and ECC (Elliptic Curve Cryptography[image: External link]). Symmetric models include the commonly used AES (Advanced Encryption Standard[image: External link]) which replaced the older DES (Data Encryption Standard[image: External link]).[12]

In colloquial[image: External link] use, the term " code[image: External link]" is often used to mean any method of encryption or concealment of meaning. However, in cryptography, code has a more specific meaning. It means the replacement of a unit of plaintext (i.e., a meaningful word or phrase) with a code word[image: External link] (for example, "wallaby" replaces "attack at dawn").

Cryptanalysis is the term used for the study of methods for obtaining the meaning of encrypted information without access to the key normally required to do so; i.e., it is the study of how to crack encryption algorithms or their implementations.

Some use the terms cryptography and cryptology interchangeably in English, while others (including US military practice generally) use cryptography to refer specifically to the use and practice of cryptographic techniques and cryptology to refer to the combined study of cryptography and cryptanalysis.[13][14] English is more flexible than several other languages in which cryptology (done by cryptologists) is always used in the second sense above. RFC 2828[image: External link] advises that steganography[image: External link] is sometimes included in cryptology.[15]

The study of characteristics of languages that have some application in cryptography or cryptology (e.g. frequency data, letter combinations, universal patterns, etc.) is called cryptolinguistics.
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 History of cryptography and cryptanalysis




Main article: History of cryptography[image: External link]


Before the modern era, cryptography focused on message confidentiality (i.e., encryption)—conversion of messages from a comprehensible form into an incomprehensible one and back again at the other end, rendering it unreadable by interceptors or eavesdroppers without secret knowledge (namely the key needed for decryption of that message). Encryption attempted to ensure secrecy[image: External link] in communications[image: External link], such as those of spies[image: External link], military leaders, and diplomats[image: External link]. In recent decades, the field has expanded beyond confidentiality concerns to include techniques for message integrity checking, sender/receiver identity authentication[image: External link], digital signatures[image: External link], interactive proofs[image: External link] and secure computation[image: External link], among others.
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The main classical cipher types are transposition ciphers[image: External link], which rearrange the order of letters in a message (e.g., 'hello world' becomes 'ehlol owrdl' in a trivially simple rearrangement scheme), and substitution ciphers[image: External link], which systematically replace letters or groups of letters with other letters or groups of letters (e.g., 'fly at once' becomes 'gmz bu podf' by replacing each letter with the one following it in the Latin alphabet[image: External link]). Simple versions of either have never offered much confidentiality from enterprising opponents. An early substitution cipher was the Caesar cipher[image: External link], in which each letter in the plaintext was replaced by a letter some fixed number of positions further down the alphabet. Suetonius[image: External link] reports that Julius Caesar[image: External link] used it with a shift of three to communicate with his generals. Atbash[image: External link] is an example of an early Hebrew cipher. The earliest known use of cryptography is some carved ciphertext on stone in Egypt[image: External link] (ca 1900 BCE), but this may have been done for the amusement of literate observers rather than as a way of concealing information.

The Greeks of Classical times[image: External link] are said to have known of ciphers (e.g., the scytale transposition cipher claimed to have been used by the Spartan[image: External link] military).[16] Steganography[image: External link] (i.e., hiding even the existence of a message so as to keep it confidential) was also first developed in ancient times. An early example, from Herodotus[image: External link], was a message tattooed on a slave's shaved head and concealed under the regrown hair.[10] More modern examples of steganography include the use of invisible ink[image: External link], microdots[image: External link], and digital watermarks[image: External link] to conceal information.

In India, the 2000-year-old Kamasutra[image: External link] of Vātsyāyana[image: External link] speaks of two different kinds of ciphers called Kautiliyam and Mulavediya. In the Kautiliyam, the cipher letter substitutions are based on phonetic relations, such as vowels becoming consonants. In the Mulavediya, the cipher alphabet consists of pairing letters and using the reciprocal ones.[10]

In Sassanid Persia[image: External link], there were two secret scripts, according to the Muslim author Ibn al-Nadim[image: External link]: the šāh-dabīrīya (literally "King's script") which was used for official correspondence, and the rāz-saharīya which was used to communicate secret messages with other countries.[17]

Ciphertexts produced by a classical cipher[image: External link] (and some modern ciphers) will reveal statistical information about the plaintext, and that information can often be used to break the cipher. After the discovery of frequency analysis[image: External link], perhaps by the Arab mathematician[image: External link] and polymath[image: External link] Al-Kindi[image: External link] (also known as Alkindus) in the 9th century,[18] nearly all such ciphers could be broken by an informed attacker. Such classical ciphers still enjoy popularity today, though mostly as puzzles[image: External link] (see cryptogram[image: External link]). Al-Kindi wrote a book on cryptography entitled Risalah fi Istikhraj al-Mu'amma (Manuscript for the Deciphering Cryptographic Messages), which described the first known use of frequency analysis cryptanalysis techniques.[18][19]

Language letter frequencies may offer little help for some extended historical encryption techniques such as homophonic cipher[image: External link] that tend to flatten the frequency distribution. For those ciphers, language letter group (or n-gram) frequencies may provide an attack.

Essentially all ciphers remained vulnerable to cryptanalysis using the frequency analysis technique until the development of the polyalphabetic cipher, most clearly by Leon Battista Alberti[image: External link] around the year 1467, though there is some indication that it was already known to Al-Kindi.[19] Alberti's innovation was to use different ciphers (i.e., substitution alphabets) for various parts of a message (perhaps for each successive plaintext letter at the limit). He also invented what was probably the first automatic cipher device[image: External link], a wheel which implemented a partial realization of his invention. In the polyalphabetic Vigenère cipher[image: External link], encryption uses a key word, which controls letter substitution depending on which letter of the key word is used. In the mid-19th century Charles Babbage[image: External link] showed that the Vigenère cipher was vulnerable to Kasiski examination[image: External link], but this was first published about ten years later by Friedrich Kasiski[image: External link].[20]

Although frequency analysis can be a powerful and general technique against many ciphers, encryption has still often been effective in practice, as many a would-be cryptanalyst was unaware of the technique. Breaking a message without using frequency analysis essentially required knowledge of the cipher used and perhaps of the key involved, thus making espionage, bribery, burglary, defection, etc., more attractive approaches to the cryptanalytically uninformed. It was finally explicitly recognized in the 19th century that secrecy of a cipher's algorithm is not a sensible nor practical safeguard of message security; in fact, it was further realized that any adequate cryptographic scheme (including ciphers) should remain secure even if the adversary fully understands the cipher algorithm itself. Security of the key used should alone be sufficient for a good cipher to maintain confidentiality under an attack. This fundamental principle was first explicitly stated in 1883 by Auguste Kerckhoffs[image: External link] and is generally called Kerckhoffs's Principle[image: External link]; alternatively and more bluntly, it was restated by Claude Shannon, the inventor of information theory and the fundamentals of theoretical cryptography, as Shannon's Maxim—'the enemy knows the system'.

Different physical devices and aids have been used to assist with ciphers. One of the earliest may have been the scytale of ancient Greece[image: External link], a rod supposedly used by the Spartans as an aid for a transposition cipher (see image above). In medieval times, other aids were invented such as the cipher grille[image: External link], which was also used for a kind of steganography. With the invention of polyalphabetic ciphers came more sophisticated aids such as Alberti's own cipher disk[image: External link], Johannes Trithemius[image: External link]' tabula recta[image: External link] scheme, and Thomas Jefferson[image: External link]'s wheel cypher[image: External link] (not publicly known, and reinvented independently by Bazeries[image: External link] around 1900). Many mechanical encryption/decryption devices were invented early in the 20th century, and several patented, among them rotor machines[image: External link]—famously including the Enigma machine[image: External link] used by the German government and military from the late 1920s and during World War II.[21] The ciphers implemented by better quality examples of these machine designs brought about a substantial increase in cryptanalytic difficulty after WWI.[22]
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Cryptanalysis of the new mechanical devices proved to be both difficult and laborious. In the United Kingdom, cryptanalytic efforts at Bletchley Park during WWII spurred the development of more efficient means for carrying out repetitious tasks. This culminated in the development of the Colossus[image: External link], the world's first fully electronic, digital, programmable[image: External link] computer, which assisted in the decryption of ciphers generated by the German Army's Lorenz SZ40/42[image: External link] machine.

Just as the development of digital computers and electronics helped in cryptanalysis, it made possible much more complex ciphers. Furthermore, computers allowed for the encryption of any kind of data representable in any binary format, unlike classical ciphers which only encrypted written language texts; this was new and significant. Computer use has thus supplanted linguistic cryptography, both for cipher design and cryptanalysis. Many computer ciphers can be characterized by their operation on binary[image: External link] bit[image: External link] sequences (sometimes in groups or blocks), unlike classical and mechanical schemes, which generally manipulate traditional characters (i.e., letters and digits) directly. However, computers have also assisted cryptanalysis, which has compensated to some extent for increased cipher complexity. Nonetheless, good modern ciphers have stayed ahead of cryptanalysis; it is typically the case that use of a quality cipher is very efficient (i.e., fast and requiring few resources, such as memory or CPU capability), while breaking it requires an effort many orders of magnitude larger, and vastly larger than that required for any classical cipher, making cryptanalysis so inefficient and impractical as to be effectively impossible.

Extensive open academic research into cryptography is relatively recent; it began only in the mid-1970s. In recent times, IBM personnel designed the algorithm that became the Federal (i.e., US) Data Encryption Standard[image: External link]; Whitfield Diffie and Martin Hellman published their key agreement algorithm[image: External link];[23] and the RSA[image: External link] algorithm was published in Martin Gardner[image: External link]'s Scientific American[image: External link] column. Since then, cryptography has become a widely used tool in communications, computer networks[image: External link], and computer security generally. Some modern cryptographic techniques can only keep their keys secret if certain mathematical problems are intractable, such as the integer factorization[image: External link] or the discrete logarithm[image: External link] problems, so there are deep connections with abstract mathematics. There are very few cryptosystems that are proven to be unconditionally secure. The one-time pad is one. There are a few important ones that are proven secure under certain unproven assumptions. For example, the infeasibility of factoring extremely large integers is the basis for believing that RSA[image: External link] is secure, and some other systems, but even there, the proof is usually lost due to practical considerations. There are systems similar to RSA, such as one by Michael O. Rabin[image: External link] that is provably secure provided factoring n = pq is impossible, but the more practical system RSA has never been proved secure in this sense. The discrete logarithm problem[image: External link] is the basis for believing some other cryptosystems are secure, and again, there are related, less practical systems that are provably secure relative to the discrete log problem.[24]

As well as being aware of cryptographic history, cryptographic algorithm and system designers must also sensibly consider probable future developments while working on their designs. For instance, continuous improvements in computer processing power have increased the scope of brute-force attacks[image: External link], so when specifying key lengths[image: External link], the required key lengths are similarly advancing.[25] The potential effects of quantum computing[image: External link] are already being considered by some cryptographic system designers developing post-quantum cryptography[image: External link]; the announced imminence of small implementations of these machines may be making the need for this preemptive caution rather more than merely speculative.[4]

Essentially, prior to the early 20th century, cryptography was chiefly concerned with linguistic[image: External link] and lexicographic[image: External link] patterns. Since then the emphasis has shifted, and cryptography now makes extensive use of mathematics, including aspects of information theory, computational complexity[image: External link], statistics[image: External link], combinatorics[image: External link], abstract algebra[image: External link], number theory[image: External link], and finite mathematics generally. Cryptography is also a branch of engineering[image: External link], but an unusual one since it deals with active, intelligent, and malevolent opposition (see cryptographic engineering[image: External link] and security engineering[image: External link]); other kinds of engineering (e.g., civil or chemical engineering) need deal only with neutral natural forces. There is also active research examining the relationship between cryptographic problems and quantum physics[image: External link] (see quantum cryptography[image: External link] and quantum computer[image: External link]).
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 Modern cryptography




The modern field of cryptography can be divided into several areas of study. The chief ones are discussed here; see Topics in Cryptography[image: External link] for more.
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Main article: Symmetric-key algorithm[image: External link]


Symmetric-key cryptography refers to encryption methods in which both the sender and receiver share the same key (or, less commonly, in which their keys are different, but related in an easily computable way). This was the only kind of encryption publicly known until June 1976.[23]

Symmetric key ciphers are implemented as either block ciphers[image: External link] or stream ciphers[image: External link]. A block cipher enciphers input in blocks of plaintext as opposed to individual characters, the input form used by a stream cipher.

The Data Encryption Standard[image: External link] (DES) and the Advanced Encryption Standard[image: External link] (AES) are block cipher designs that have been designated cryptography standards[image: External link] by the US government (though DES's designation was finally withdrawn after the AES was adopted).[26] Despite its deprecation as an official standard, DES (especially its still-approved and much more secure triple-DES[image: External link] variant) remains quite popular; it is used across a wide range of applications, from ATM encryption[27] to e-mail privacy[image: External link][28] and secure remote access[image: External link].[29] Many other block ciphers have been designed and released, with considerable variation in quality. Many have been thoroughly broken, such as FEAL[image: External link].[4][30]

Stream ciphers, in contrast to the 'block' type, create an arbitrarily long stream of key material, which is combined with the plaintext bit-by-bit or character-by-character, somewhat like the one-time pad. In a stream cipher, the output stream is created based on a hidden internal state that changes as the cipher operates. That internal state is initially set up using the secret key material. RC4[image: External link] is a widely used stream cipher; see Category:Stream ciphers[image: External link].[4] Block ciphers can be used as stream ciphers; see Block cipher modes of operation[image: External link].

Cryptographic hash functions[image: External link] are a third type of cryptographic algorithm. They take a message of any length as input, and output a short, fixed length hash[image: External link], which can be used in (for example) a digital signature. For good hash functions, an attacker cannot find two messages that produce the same hash. MD4[image: External link] is a long-used hash function that is now broken; MD5[image: External link], a strengthened variant of MD4, is also widely used but broken in practice. The US National Security Agency developed the Secure Hash Algorithm series of MD5-like hash functions: SHA-0 was a flawed algorithm that the agency withdrew; SHA-1[image: External link] is widely deployed and more secure than MD5, but cryptanalysts have identified attacks against it; the SHA-2[image: External link] family improves on SHA-1, but it isn't yet widely deployed; and the US standards authority thought it "prudent" from a security perspective to develop a new standard to "significantly improve the robustness of NIST's overall hash algorithm toolkit."[31] Thus, a hash function design competition[image: External link] was meant to select a new U.S. national standard, to be called SHA-3[image: External link], by 2012. The competition ended on October 2, 2012 when the NIST announced that Keccak[image: External link] would be the new SHA-3 hash algorithm.[32] Unlike block and stream ciphers that are invertible, cryptographic hash functions produce a hashed output that cannot be used to retrieve the original input data. Cryptographic hash functions are used to verify the authenticity of data retrieved from an untrusted source or to add a layer of security.

Message authentication codes[image: External link] (MACs) are much like cryptographic hash functions, except that a secret key can be used to authenticate the hash value upon receipt;[4] this additional complication blocks an attack scheme against bare digest algorithms, and so has been thought worth the effort.
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Main article: Public-key cryptography[image: External link]


Symmetric-key cryptosystems use the same key for encryption and decryption of a message, though a message or group of messages may have a different key than others. A significant disadvantage of symmetric ciphers is the key management[image: External link] necessary to use them securely. Each distinct pair of communicating parties must, ideally, share a different key, and perhaps each ciphertext exchanged as well. The number of keys required increases as the square[image: External link] of the number of network members, which very quickly requires complex key management schemes to keep them all consistent and secret. The difficulty of securely establishing a secret key between two communicating parties, when a secure channel[image: External link] does not already exist between them, also presents a chicken-and-egg problem[image: External link] which is a considerable practical obstacle for cryptography users in the real world.

In a groundbreaking 1976 paper, Whitfield Diffie and Martin Hellman proposed the notion of public-key (also, more generally, called asymmetric key) cryptography in which two different but mathematically related keys are used—a public key and a private key.[33] A public key system is so constructed that calculation of one key (the 'private key') is computationally infeasible from the other (the 'public key'), even though they are necessarily related. Instead, both keys are generated secretly, as an interrelated pair.[34] The historian David Kahn[image: External link] described public-key cryptography as "the most revolutionary new concept in the field since polyalphabetic substitution emerged in the Renaissance".[35]

In public-key cryptosystems, the public key may be freely distributed, while its paired private key must remain secret. In a public-key encryption system, the public key is used for encryption, while the private or secret key is used for decryption. While Diffie and Hellman could not find such a system, they showed that public-key cryptography was indeed possible by presenting the Diffie–Hellman key exchange[image: External link] protocol, a solution that is now widely used in secure communications to allow two parties to secretly agree on a shared encryption key[image: External link].[23]

Diffie and Hellman's publication sparked widespread academic efforts in finding a practical public-key encryption system. This race was finally won in 1978 by Ronald Rivest[image: External link], Adi Shamir[image: External link], and Len Adleman[image: External link], whose solution has since become known as the RSA algorithm[image: External link].[36]

The Diffie–Hellman and RSA algorithms, in addition to being the first publicly known examples of high quality public-key algorithms, have been among the most widely used. Others include the Cramer–Shoup cryptosystem[image: External link], ElGamal encryption[image: External link], and various elliptic curve techniques[image: External link]. See Category:Asymmetric-key cryptosystems[image: External link].

To much surprise, a document published in 1997 by the Government Communications Headquarters ( GCHQ[image: External link]), a British intelligence organization, revealed that cryptographers at GCHQ had anticipated several academic developments.[37] Reportedly, around 1970, James H. Ellis[image: External link] had conceived the principles of asymmetric key cryptography. In 1973, Clifford Cocks[image: External link] invented a solution that essentially resembles the RSA algorithm.[37][38] And in 1974, Malcolm J. Williamson[image: External link] is claimed to have developed the Diffie–Hellman key exchange.[39]

Public-key cryptography can also be used for implementing digital signature[image: External link] schemes. A digital signature is reminiscent of an ordinary signature[image: External link]; they both have the characteristic of being easy for a user to produce, but difficult for anyone else to forge[image: External link]. Digital signatures can also be permanently tied to the content of the message being signed; they cannot then be 'moved' from one document to another, for any attempt will be detectable. In digital signature schemes, there are two algorithms: one for signing, in which a secret key is used to process the message (or a hash of the message, or both), and one for verification, in which the matching public key is used with the message to check the validity of the signature. RSA and DSA[image: External link] are two of the most popular digital signature schemes. Digital signatures are central to the operation of public key infrastructures[image: External link] and many network security schemes (e.g., SSL/TLS[image: External link], many VPNs[image: External link], etc.).[30]

Public-key algorithms are most often based on the computational complexity[image: External link] of "hard" problems, often from number theory[image: External link]. For example, the hardness of RSA is related to the integer factorization[image: External link] problem, while Diffie–Hellman and DSA are related to the discrete logarithm[image: External link] problem. More recently, elliptic curve cryptography[image: External link] has developed, a system in which security is based on number theoretic problems involving elliptic curves[image: External link]. Because of the difficulty of the underlying problems, most public-key algorithms involve operations such as modular[image: External link] multiplication and exponentiation, which are much more computationally expensive than the techniques used in most block ciphers, especially with typical key sizes. As a result, public-key cryptosystems are commonly hybrid cryptosystems[image: External link], in which a fast high-quality symmetric-key encryption algorithm is used for the message itself, while the relevant symmetric key is sent with the message, but encrypted using a public-key algorithm. Similarly, hybrid signature schemes are often used, in which a cryptographic hash function is computed, and only the resulting hash is digitally signed.[4]
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Main article: Cryptanalysis


The goal of cryptanalysis is to find some weakness or insecurity in a cryptographic scheme, thus permitting its subversion or evasion.

It is a common misconception that every encryption method can be broken. In connection with his WWII work at Bell Labs, Claude Shannon proved that the one-time pad cipher is unbreakable, provided the key material is truly random[image: External link], never reused, kept secret from all possible attackers, and of equal or greater length than the message.[40] Most ciphers, apart from the one-time pad, can be broken with enough computational effort by brute force attack[image: External link], but the amount of effort needed may be exponentially[image: External link] dependent on the key size, as compared to the effort needed to make use of the cipher. In such cases, effective security could be achieved if it is proven that the effort required (i.e., "work factor", in Shannon's terms) is beyond the ability of any adversary. This means it must be shown that no efficient method (as opposed to the time-consuming brute force method) can be found to break the cipher. Since no such proof has been found to date, the one-time-pad remains the only theoretically unbreakable cipher.

There are a wide variety of cryptanalytic attacks, and they can be classified in any of several ways. A common distinction turns on what Eve (an attacker) knows and what capabilities are available. In a ciphertext-only attack[image: External link], Eve has access only to the ciphertext (good modern cryptosystems are usually effectively immune to ciphertext-only attacks). In a known-plaintext attack[image: External link], Eve has access to a ciphertext and its corresponding plaintext (or to many such pairs). In a chosen-plaintext attack[image: External link], Eve may choose a plaintext and learn its corresponding ciphertext (perhaps many times); an example is gardening[image: External link], used by the British during WWII. In a chosen-ciphertext attack[image: External link], Eve may be able to choose ciphertexts and learn their corresponding plaintexts.[4] Finally in a man-in-the-middle[image: External link] attack Eve gets in between Alice (the sender) and Bob (the recipient), accesses and modifies the traffic and then forwards it to the recipient.[41] Also important, often overwhelmingly so, are mistakes (generally in the design or use of one of the protocols[image: External link] involved; see Cryptanalysis of the Enigma[image: External link] for some historical examples of this).

Cryptanalysis of symmetric-key ciphers typically involves looking for attacks against the block ciphers or stream ciphers that are more efficient than any attack that could be against a perfect cipher. For example, a simple brute force attack against DES requires one known plaintext and 255 decryptions, trying approximately half of the possible keys, to reach a point at which chances are better than even that the key sought will have been found. But this may not be enough assurance; a linear cryptanalysis[image: External link] attack against DES requires 243 known plaintexts and approximately 243 DES operations.[42] This is a considerable improvement on brute force attacks.

Public-key algorithms are based on the computational difficulty of various problems. The most famous of these is integer factorization[image: External link] (e.g., the RSA algorithm is based on a problem related to integer factoring), but the discrete logarithm[image: External link] problem is also important. Much public-key cryptanalysis concerns numerical algorithms for solving these computational problems, or some of them, efficiently (i.e., in a practical time). For instance, the best known algorithms for solving the elliptic curve-based[image: External link] version of discrete logarithm are much more time-consuming than the best known algorithms for factoring, at least for problems of more or less equivalent size. Thus, other things being equal, to achieve an equivalent strength of attack resistance, factoring-based encryption techniques must use larger keys than elliptic curve techniques. For this reason, public-key cryptosystems based on elliptic curves have become popular since their invention in the mid-1990s.

While pure cryptanalysis uses weaknesses in the algorithms themselves, other attacks on cryptosystems are based on actual use of the algorithms in real devices, and are called side-channel attacks[image: External link]. If a cryptanalyst has access to, for example, the amount of time the device took to encrypt a number of plaintexts or report an error in a password or PIN character, he may be able to use a timing attack[image: External link] to break a cipher that is otherwise resistant to analysis. An attacker might also study the pattern and length of messages to derive valuable information; this is known as traffic analysis[image: External link][43] and can be quite useful to an alert adversary. Poor administration of a cryptosystem, such as permitting too short keys, will make any system vulnerable, regardless of other virtues. And, of course, social engineering[image: External link], and other attacks against the personnel who work with cryptosystems or the messages they handle (e.g., bribery[image: External link], extortion[image: External link], blackmail[image: External link], espionage[image: External link], torture[image: External link], ...) may be the most productive attacks of all.
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Much of the theoretical work in cryptography concerns cryptographic primitives[image: External link]—algorithms with basic cryptographic properties—and their relationship to other cryptographic problems. More complicated cryptographic tools are then built from these basic primitives. These primitives provide fundamental properties, which are used to develop more complex tools called cryptosystems or cryptographic protocols, which guarantee one or more high-level security properties. Note however, that the distinction between cryptographic primitives and cryptosystems, is quite arbitrary; for example, the RSA[image: External link] algorithm is sometimes considered a cryptosystem, and sometimes a primitive. Typical examples of cryptographic primitives include pseudorandom functions[image: External link], one-way functions[image: External link], etc.
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One or more cryptographic primitives are often used to develop a more complex algorithm, called a cryptographic system, or cryptosystem. Cryptosystems (e.g., El-Gamal encryption[image: External link]) are designed to provide particular functionality (e.g., public key encryption) while guaranteeing certain security properties (e.g., chosen-plaintext attack (CPA)[image: External link] security in the random oracle model[image: External link]). Cryptosystems use the properties of the underlying cryptographic primitives to support the system's security properties. Of course, as the distinction between primitives and cryptosystems is somewhat arbitrary, a sophisticated cryptosystem can be derived from a combination of several more primitive cryptosystems. In many cases, the cryptosystem's structure involves back and forth communication among two or more parties in space (e.g., between the sender of a secure message and its receiver) or across time (e.g., cryptographically protected backup[image: External link] data). Such cryptosystems are sometimes called cryptographic protocols[image: External link].

Some widely known cryptosystems include RSA encryption[image: External link], Schnorr signature[image: External link], El-Gamal encryption, PGP[image: External link], etc. More complex cryptosystems include electronic cash[image: External link][44] systems, signcryption[image: External link] systems, etc. Some more 'theoretical' cryptosystems include interactive proof systems[image: External link],[45] (like zero-knowledge proofs[image: External link]),[46] systems for secret sharing[image: External link],[47][48] etc.

Until recently[ timeframe?[image: External link]], most security properties of most cryptosystems were demonstrated using empirical techniques or using ad hoc reasoning. Recently[ timeframe?[image: External link]], there has been considerable effort to develop formal techniques for establishing the security of cryptosystems; this has been generally called provable security[image: External link]. The general idea of provable security is to give arguments about the computational difficulty needed to compromise some security aspect of the cryptosystem (i.e., to any adversary).

The study of how best to implement and integrate cryptography in software applications is itself a distinct field (see Cryptographic engineering[image: External link] and Security engineering[image: External link]).
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See also: Cryptography laws in different nations[image: External link]
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Cryptography has long been of interest to intelligence gathering and law enforcement agencies[image: External link].[8] Secret communications may be criminal or even treasonous[image: External link][citation needed[image: External link]]. Because of its facilitation of privacy[image: External link], and the diminution of privacy attendant on its prohibition, cryptography is also of considerable interest to civil rights supporters. Accordingly, there has been a history of controversial legal issues surrounding cryptography, especially since the advent of inexpensive computers has made widespread access to high quality cryptography possible.

In some countries, even the domestic use of cryptography is, or has been, restricted. Until 1999, France[image: External link] significantly restricted the use of cryptography domestically, though it has since relaxed many of these rules. In China[image: External link] and Iran[image: External link], a license is still required to use cryptography.[6] Many countries have tight restrictions on the use of cryptography. Among the more restrictive are laws in Belarus[image: External link], Kazakhstan[image: External link], Mongolia[image: External link], Pakistan[image: External link], Singapore[image: External link], Tunisia[image: External link], and Vietnam[image: External link].[49]

In the United States[image: External link], cryptography is legal for domestic use, but there has been much conflict over legal issues related to cryptography.[8] One particularly important issue has been the export of cryptography[image: External link] and cryptographic software and hardware. Probably because of the importance of cryptanalysis in World War II and an expectation that cryptography would continue to be important for national security, many Western governments have, at some point, strictly regulated export of cryptography. After World War II, it was illegal in the US to sell or distribute encryption technology overseas; in fact, encryption was designated as auxiliary military equipment and put on the United States Munitions List[image: External link].[50] Until the development of the personal computer[image: External link], asymmetric key algorithms (i.e., public key techniques), and the Internet[image: External link], this was not especially problematic. However, as the Internet grew and computers became more widely available, high-quality encryption techniques became well known around the globe.
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Main article: Export of cryptography[image: External link]


In the 1990s, there were several challenges to US export regulation of cryptography. After the source code[image: External link] for Philip Zimmermann[image: External link]'s Pretty Good Privacy[image: External link] (PGP) encryption program found its way onto the Internet in June 1991, a complaint by RSA Security[image: External link] (then called RSA Data Security, Inc.) resulted in a lengthy criminal investigation of Zimmermann by the US Customs Service and the FBI[image: External link], though no charges were ever filed.[51][52] Daniel J. Bernstein[image: External link], then a graduate student at UC Berkeley[image: External link], brought a lawsuit against the US government challenging some aspects of the restrictions based on free speech[image: External link] grounds. The 1995 case Bernstein v. United States[image: External link] ultimately resulted in a 1999 decision that printed source code for cryptographic algorithms and systems was protected as free speech[image: External link] by the United States Constitution.[53]

In 1996, thirty-nine countries signed the Wassenaar Arrangement[image: External link], an arms control treaty that deals with the export of arms and "dual-use" technologies such as cryptography. The treaty stipulated that the use of cryptography with short key-lengths (56-bit for symmetric encryption, 512-bit for RSA) would no longer be export-controlled.[54] Cryptography exports from the US became less strictly regulated as a consequence of a major relaxation in 2000;[55] there are no longer very many restrictions on key sizes in US- exported[image: External link] mass-market software. Since this relaxation in US export restrictions, and because most personal computers connected to the Internet[image: External link] include US-sourced web browsers[image: External link] such as Firefox[image: External link] or Internet Explorer[image: External link], almost every Internet user worldwide has potential access to quality cryptography via their browsers (e.g., via Transport Layer Security[image: External link]). The Mozilla Thunderbird[image: External link] and Microsoft Outlook[image: External link] E-mail client[image: External link] programs similarly can transmit and receive emails via TLS, and can send and receive email encrypted with S/MIME[image: External link]. Many Internet users don't realize that their basic application software contains such extensive cryptosystems[image: External link]. These browsers and email programs are so ubiquitous that even governments whose intent is to regulate civilian use of cryptography generally don't find it practical to do much to control distribution or use of cryptography of this quality, so even when such laws are in force, actual enforcement is often effectively impossible.[citation needed[image: External link]]
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See also: Clipper chip[image: External link]


Another contentious issue connected to cryptography in the United States is the influence of the National Security Agency on cipher development and policy.[8] The NSA was involved with the design of DES[image: External link] during its development at IBM[image: External link] and its consideration by the National Bureau of Standards[image: External link] as a possible Federal Standard for cryptography.[56] DES was designed to be resistant to differential cryptanalysis[image: External link],[57] a powerful and general cryptanalytic technique known to the NSA and IBM, that became publicly known only when it was rediscovered in the late 1980s.[58] According to Steven Levy[image: External link], IBM discovered differential cryptanalysis,[52] but kept the technique secret at the NSA's request. The technique became publicly known only when Biham and Shamir re-discovered and announced it some years later. The entire affair illustrates the difficulty of determining what resources and knowledge an attacker might actually have.

Another instance of the NSA's involvement was the 1993 Clipper chip[image: External link] affair, an encryption microchip intended to be part of the Capstone[image: External link] cryptography-control initiative. Clipper was widely criticized by cryptographers for two reasons. The cipher algorithm (called Skipjack[image: External link]) was then classified (declassified in 1998, long after the Clipper initiative lapsed). The classified cipher caused concerns that the NSA had deliberately made the cipher weak in order to assist its intelligence efforts. The whole initiative was also criticized based on its violation of Kerckhoffs's Principle[image: External link], as the scheme included a special escrow key[image: External link] held by the government for use by law enforcement, for example in wiretaps.[52]
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Main article: Digital rights management[image: External link]


Cryptography is central to digital rights management (DRM), a group of techniques for technologically controlling use of copyrighted[image: External link] material, being widely implemented and deployed at the behest of some copyright holders. In 1998, U.S. President[image: External link] Bill Clinton[image: External link] signed the Digital Millennium Copyright Act[image: External link] (DMCA), which criminalized all production, dissemination, and use of certain cryptanalytic techniques and technology (now known or later discovered); specifically, those that could be used to circumvent DRM technological schemes.[59] This had a noticeable impact on the cryptography research community since an argument can be made that any cryptanalytic research violated, or might violate, the DMCA. Similar statutes have since been enacted in several countries and regions, including the implementation in the EU Copyright Directive[image: External link]. Similar restrictions are called for by treaties signed by World Intellectual Property Organization[image: External link] member-states.

The United States Department of Justice[image: External link] and FBI[image: External link] have not enforced the DMCA as rigorously as had been feared by some, but the law, nonetheless, remains a controversial one. Niels Ferguson[image: External link], a well-respected cryptography researcher, has publicly stated that he will not release some of his research into an Intel[image: External link] security design for fear of prosecution under the DMCA.[60] Cryptanalyst Bruce Schneier[image: External link] has argued that the DMCA encourages vendor lock-in[image: External link], while inhibiting actual measures toward cyber-security.[61] Both Alan Cox[image: External link] (longtime Linux kernel[image: External link] developer) and Edward Felten[image: External link] (and some of his students at Princeton) have encountered problems related to the Act. Dmitry Sklyarov[image: External link] was arrested during a visit to the US from Russia, and jailed for five months pending trial for alleged violations of the DMCA arising from work he had done in Russia, where the work was legal. In 2007, the cryptographic keys responsible for Blu-ray[image: External link] and HD DVD[image: External link] content scrambling were discovered and released onto the Internet[image: External link]. In both cases, the MPAA[image: External link] sent out numerous DMCA takedown notices, and there was a massive Internet backlash[9] triggered by the perceived impact of such notices on fair use[image: External link] and free speech[image: External link].
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Main article: Key disclosure law[image: External link]


In the United Kingdom, the Regulation of Investigatory Powers Act[image: External link] gives UK police the powers to force suspects to decrypt files or hand over passwords that protect encryption keys. Failure to comply is an offense in its own right, punishable on conviction by a two-year jail sentence or up to five years in cases involving national security.[7] Successful prosecutions have occurred under the Act; the first, in 2009,[62] resulted in a term of 13 months' imprisonment.[63] Similar forced disclosure laws in Australia, Finland, France, and India compel individual suspects under investigation to hand over encryption keys or passwords during a criminal investigation.

In the United States, the federal criminal case of United States v. Fricosu[image: External link] addressed whether a search warrant can compel a person to reveal an encryption[image: External link] passphrase[image: External link] or password.[64] The Electronic Frontier Foundation[image: External link] (EFF) argued that this is a violation of the protection from self-incrimination given by the Fifth Amendment[image: External link].[65] In 2012, the court ruled that under the All Writs Act[image: External link], the defendant was required to produce an unencrypted hard drive for the court.[66]

In many jurisdictions, the legal status of forced disclosure remains unclear.

The 2016 FBI–Apple encryption dispute[image: External link] concerns the ability of courts in the United States to compel manufacturers' assistance in unlocking cell phones whose contents are cryptographically protected.

As a potential counter-measure to forced disclosure some cryptographic software supports plausible deniability[image: External link], where the encrypted data is indistinguishable from unused random data (for example such as that of a drive which has been securely wiped).
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Master's Degree






A master's degree[fn 1] (from Latin[image: External link] magister) is a second-cycle academic degree[image: External link] awarded by universities[image: External link] or colleges[image: External link] upon completion of a course of study demonstrating mastery or a high-order overview of a specific field of study[image: External link] or area of professional practice[image: External link].[1] A master's degree normally requires previous study at the bachelor's level, either as a separate degree or as part of an integrated course. Within the area studied, master's graduates are expected to possess advanced knowledge of a specialized body of theoretical[image: External link] and applied topics; high order skills in analysis[image: External link], critical evaluation[image: External link], or professional application; and the ability to solve complex problems[image: External link] and think rigorously[image: External link] and independently.
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 Historical development
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 Medieval era to 18th century




The master's degree dates back to the origin of European universities, with a Papal bull[image: External link] of 1233 decreeing that anyone admitted to the mastership in the University of Toulouse[image: External link] should be allowed to teach freely in any other university. The original meaning of the master's degree was thus that someone who had been admitted to the rank (degree) of master (i.e. teacher) in one university should be admitted to the same rank in other universities. This gradually became formalised as the licentia docendi (licence to teach). Originally, masters and doctors were not distinguished, but by the 15th century it had become customary in the English universities to refer to the teachers in the lower faculties (arts and grammar) as masters and those in the higher faculties as doctors.[2] Initially, the Bachelor of Arts[image: External link] (BA) was awarded for the study of the trivium[image: External link] and the Master of Arts[image: External link] (MA) for the study of the quadrivium[image: External link].[3]

From the late Middle Ages until the nineteenth century, the pattern of degrees was therefore to have a bachelor's and master's degree in the lower (undergraduate) faculties and to have bachelor's and doctorates in the higher (postgraduate) faculties. In the United States, the first master's degrees (Magister Artium, or Master of Arts) were awarded at Harvard University[image: External link] soon after its foundation.[4] In Scotland the pre-Reformation universities (St Andrews, Glasgow and Aberdeen) developed so that the Scottish MA[image: External link] became their first degree, while in Oxford, Cambridge and Trinity College, Dublin, the MA[image: External link] was awarded to BA graduates of a certain standing without further examination from the late seventeenth century, its main purpose being to confer full membership of the university.[5] At Harvard the 1700 regulations required that candidates for the master's degree had to pass a public examination,[6] but by 1835 this was awarded Oxbridge-style 3 years after the BA.[7]
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The nineteenth century saw a great expansion in the variety of master's degrees offered. At the start of the century, the only master's degree was the MA, and this was normally awarded without any further study or examination.The Master in Surgery[image: External link] degree was introduced by the University of Glasgow[image: External link] in 1815.[8] By 1861 this had been adopted throughout Scotland as well as by Cambridge[image: External link] and Durham in England and the University of Dublin[image: External link] in Ireland.[9] When the Philadelphia College of Surgeons was established in 1870, it too conferred the Master of Surgery, "the same as that in Europe".[10]

In Scotland, Edinburgh maintained separate BA and MA degrees until the mid nineteenth century,[11] although there were major doubts as to the quality of the Scottish degrees of this period. In 1832 Lord Brougham[image: External link], the Lord Chancellor[image: External link] and an alumnus of the University of Edinburgh, told the House of Lords[image: External link] that "In England the Universities conferred degrees after a considerable period of residence, after much labour performed, and if they were not in all respects so rigorous as the statutes of the Universities required, nevertheless it could not be said, that Masters of Arts were created at Oxford and Cambridge as they were in Scotland, without any residence, or without some kind of examination. In Scotland all the statutes of the Universities which enforced conditions on the grant of degrees were a dead letter."[12]

It was not until 1837 that separate examinations were reintroduced for the MA in England, at the newly established Durham University[image: External link] (even though, as in the ancient English universities, this was to confer full membership), to be followed in 1840 by the similarly new University of London[image: External link], which was only empowered by its charter to grant degrees by examination.[13][14][15] However, by the middle of the century the MA as an examined second degree was again under threat, with Durham moving to awarding it automatically to those who gained honours in the BA in 1857, along the lines of the Oxbridge MA[image: External link], and Edinburgh following the other Scottish universities in awarding the MA as its first degree, in place of the BA, from 1858.[16] At the same time, new universities were being established around the then British Empire along the lines of London, including examinations for the MA: the University of Sydney[image: External link] in Australia and the Queen's University of Ireland[image: External link] in 1850, and the Universities of Bombay (now the University of Mumbai[image: External link]), Madras[image: External link] and Calcutta[image: External link] in India in 1857.

In the US, the revival of master's degrees as an examined qualification began in 1856 at the University of North Carolina[image: External link], followed by the University of Michigan in 1859,[17] although the idea of a master's degree as an earned second degree was not well established until the 1870s, alongside the PhD[image: External link] as the terminal degree.[18] Sometimes it was possible to earn an MA either by examination or by seniority in the same institution, e.g. in Michigan the "in course" MA was introduced in 1848 and was last awarded in 1882, while the "on examination" MA was introduced in 1859.[19]

Probably the most important master's degree introduced in the 19th century was the Master of Science (MS in the US, MSc in the UK). At the University of Michigan this was introduced in two forms in 1858: "in course", first awarded in 1859, and "on examination", first awarded in 1862. The "in course" MS was last awarded in 1876.[19] In Britain, however, the degree took a while longer to arrive. When London introduced its Faculty of Sciences in 1858, the University was granted a new charter giving it the power "to confer the several Degrees of Bachelor, Master, and Doctor, in Arts, Laws, Science, Medicine, Music",[20] but the degrees it awarded in science were the Bachelor of Science[image: External link] and the Doctor of Science[image: External link].[21] The same two degrees, again omitting the master's, were awarded at Edinburgh, despite the MA being the standard undergraduate degree for Arts in Scotland.[22] In 1862, a Royal Commission[image: External link] suggested that Durham should award master's degrees in theology and science (interestingly with the suggested abbreviations MT and MS, contrary to later British practice of using MTh or MTheol and MSc for these degrees),[23] but its recommendations were not enacted. In 1877, Oxford introduced the Master of Natural Science, along with the Bachelor of Natural Science, to stand alongside the MA and BA degrees and be awarded to students who took their degrees in the honours school of natural sciences.[24] In 1879 a statute to actually establish the faculty of Natural Sciences at Oxford was promulgated,[25] but in 1880 a proposal to rename the degree as a Master of Science was rejected along with a proposal to grant Masters of Natural Sciences a Master of Arts degree, in order to make them full members of the University.[26] This scheme would appear to have then been quietly dropped, with Oxford going on to award BAs and MAs in science.

The Master of Science[image: External link] (MSc) degree was finally introduced in Britain in 1878 at Durham,[27] followed by the new Victoria University[image: External link] in 1881.[28] At the Victoria University both the MA and MSc followed the lead of Durham's MA in requiring a further examination for those with an ordinary bachelor's degree but not for those with an honours degree.[29]
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At the start of the twentieth century there were therefore four different sorts of master's degree in the UK: the Scottish MA[image: External link], granted as a first degree; the Master of Arts (Oxbridge and Dublin)[image: External link], granted to all BA graduates a certain period after their first degree without further study; master's degrees that could be gained either by further study or by gaining an honours degree[image: External link] (which, at the time in the UK involved further study beyond the ordinary degree, as it still does in Scotland and some Commonwealth countries); and master's degrees that could only be obtained by further study (including all London master's degrees). In 1903, the London Daily News[image: External link] criticised the practice of Oxford and Cambridge, calling their MAs "the most stupendous of academic frauds" and "bogus degrees".[30] Ensuing correspondence pointed out that "A Scotch M.A., at the most, is only the equivalent of an English B.A." and called for common standards for degrees, while defenders of the ancient universities said that "the Cambridge M.A. does not pretend to be a reward of learning" and that "it is rather absurd to describe one of their degrees as a bogus one because other modern Universities grant the same degree for different reasons".[31][32]

In 1900, Dartmouth College[image: External link] introduced the Master of Commercial Science (MCS), first awarded in 1902. This was the first master's degree in business, the forerunner of the modern MBA[image: External link].[33] The idea quickly crossed the Atlantic, with Manchester establishing a Faculty of Commerce, awarding Bachelor and Master of Commerce degrees, in 1903.[34] Over the first half of the century the automatic master's degrees for honours graduates vanished as honours degrees became the standard undergraduate qualification in the UK. In the 1960s, new Scottish universities (with the exception of Dundee, which inherited the undergraduate MA from St Andrews) reintroduced the BA as their undergraduate degree in Arts, restoring the MA to its position as a postgraduate qualification. Oxford and Cambridge retained their MAs, but renamed many of their postgraduate bachelor's degrees in the higher faculties as master's degrees, e.g. the Cambridge LLB became the LLM in 1982,[35] and the Oxford BLitt, BPhil (except in philosophy) and BSc became the MLitt, MPhil and MSc.[36]

In 1983, the Engineering Council[image: External link] issued a "'Statement on enhanced and extended undergraduate engineering degree courses", proposing the establishment of a 4-year first degree (Master of Engineering).[37][38] These were up and running by the mid 1980s and were followed in the early 1990s by the MPhys[image: External link] for physicists and since then integrated master's degrees in other sciences such as MChem[image: External link], MMath[image: External link], MGeol, etc., and in some institutions general or specific MSci (Master in Science) and MArts (Master in Arts) degrees. This development was noted by the Dearing Report[image: External link] into UK Higher Education in 1997, which called for the establishment of a national framework of qualifications and identified five different routes to master's degrees:[39]


	Four year (five in Scotland) undergraduate degrees such as the MEng

	Conversion degrees, sometimes below the standard of undergraduate degrees in the same subject

	The undergraduate arts degree of the ancient universities of Scotland[image: External link]


	Specialist postgraduate programmes, such as the MA and MSc

	The Oxbridge MA, awarded without additional work



This led to the establishment of the Quality Assurance Agency[image: External link], which was charged with drawing up the framework.
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In 2000 renewed pressure was put on Oxbridge MAs in the UK Parliament, with Labour MP Jackie Lawrence[image: External link] introducing an early day motion[image: External link] calling for them to be scrapped and telling the Times Higher Education[image: External link] it was a "discriminatory practice" and that it "devalues and undermines the efforts of students at other universities".[40][41] The following month the Quality Assurance Agency[image: External link] announced the results of a survey of 150 major employers showing nearly two thirds mistakenly thought the Cambridge MA was a postgraduate qualification and just over half made the same error regarding the Edinburgh MA, with QAA chief executive John Randall calling the Oxbridge MA "misleading and anachronistic".[42]

The QAA released the first "framework for higher education qualifications in England, Wales and Northern Ireland" in January 2001. This specified learning outcomes for M-level (master's) degrees and advised that the title "Master" should only be used for qualifications that met those learning outcomes in full. It addressed many of the Dearing Report's concerns, specifying that shorter courses at H-level (honours), e.g. conversion courses, should be styled Graduate Diploma[image: External link] or Graduate Certificate[image: External link] rather than as master's degrees, but confirmed that the extended undergraduate degrees were master's degrees, saying that "Some Masters degrees in science and engineering are awarded after extended undergraduate programmes that last, typically, a year longer than Honours degree programmes". It also addressed the Oxbridge MA issue, noting that "the MAs granted by the Universities of Oxford and Cambridge are not academic qualifications".[43] The first "framework for qualifications of Higher Education Institutes in Scotland", also published in January 2001, used the same qualifications descriptors, adding in credit values that specified that a stand-alone master should be 180 credits and a "Masters (following an integrated programme from undergraduate to Masters level study)" should be 600 credits with a minimum of 120 at M-level. It was specified that the title "Master" should only be used for qualifications that met the learning outcomes and credit definitions, although it was noted that "A small number of universities in Scotland have a long tradition of labelling certain first degrees as 'MA'. Reports of Agency reviews of such provision will relate to undergraduate benchmarks and will make it clear that the title reflects Scottish custom and practice, and that any positive judgement on standards should not be taken as implying that the outcomes of the programme were at postgraduate level."[44]

The Bologna declaration[image: External link] in 1999 started the Bologna Process[image: External link], leading to the creation of the European Higher Education Area[image: External link] (EHEA). This established a three-cycle bachelor's—master's—doctorate classification of degrees, leading to the adoption of master's degrees across the continent, often replacing older long-cycle qualifications such as the magister degree[image: External link] in Germany.[45] As the process continued, descriptors were introduced for all three levels in 2004, and ECTS[image: External link] credit guidelines were developed. This led to questions as to the status of the integrated master's degrees and one-year master's degrees in the UK.[46] However, the Framework for Higher Education Qualifications in England, Wales and Northern Ireland and the Framework for Qualifications of Higher Education Institutes in Scotland have both been aligned with the overarching framework for the EHEA with these being accepted as master's-level qualifications.
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See also: List of master's degrees[image: External link]


Master's degrees are commonly titled using the form 'Master of ...', where either a faculty (typically Arts or Science) or a field (Engineering, Physics, Chemistry, Business Administration, etc.) is specified. The two most common titles of master's degrees are the Master of Arts[image: External link] (MA/M.A./A.M) and Master of Science[image: External link] (MSc/M.S./S.M.) degrees; which normally consist of a mixture of research and taught material.[47][48] Integrated master's degrees and postgraduate master's degrees oriented towards professional practice are often more specifically named for their field of study ("tagged degrees"[image: External link]), including, for example, the Master of Business Administration[image: External link], Master of Divinity[image: External link], Master of Engineering[image: External link] and Master of Physics[image: External link]. A few titles are more general, for example Master of Philosophy[image: External link] (MPhil), used (in the same manner as Doctor of Philosophy[image: External link]) to indicate degrees with a large research component,[49] Master of Studies[image: External link] (MSt)/Master of Advanced Study[image: External link] (MASt)/Master of Advanced Studies[image: External link] (M.A.S.), and Professional Master's (MProf).

The form "Master in ..." is also sometimes used, particularly where a faculty title is used for an integrated master's in addition to its use in a traditional postgraduate master's, e.g. Master in Science (MSci) and Master in Arts (MArts). This form is also sometimes used with other integrated master's degrees,[50] and occasionally for postgraduate master's degrees (e.g. Master's in Accounting).[51] Some universities[image: External link] use Latin[image: External link] degree names; because of the flexibility of syntax in Latin[image: External link], the Master of Arts and Master of Science degrees may be known in these institutions as Magister artium and Magister scientiæ or reversed from the English order to Artium magister and Scientiæ magister. Examples of the reversed usage include Harvard University[image: External link], the University of Chicago[image: External link] and MIT, leading to the abbreviations A.M. and S.M. for these degrees. The forms "Master of Science" and "Master in Science" are indistinguishable in Latin, thus MSci is "Master of Natural Sciences" at the University of Cambridge[image: External link].

In the UK, stops (periods) are not used in degree abbreviations.[52][53] In the US, The Gregg Reference Manual[image: External link] recommends placing periods in degrees (e.g. B.S., Ph.D.), however The Chicago Manual of Style[image: External link] recommends writing degrees without periods (e.g. BS, PhD).[54]

Master of Science is generally abbreviated M.S. or MS in countries following United States usage and MSc in countries following British usage, where MS would refer to the degree of Master of Surgery[image: External link]. In Australia, some extended master's degrees use the title "doctor": Juris doctor[image: External link] and Doctors of Medical Practice, Physiotherapy, Dentistry, Optometry and Veterinary Practice. Despite their titles these are still master's degree and may not be referred to as doctoral degrees, nor may graduates use the title "doctor".[55]
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Postgraduate/graduate master's degrees ( MA[image: External link]/ M.A.[image: External link]/ A.M.[image: External link], MSc[image: External link]/ M.S.[image: External link], MBA[image: External link]/ M.B.A.[image: External link], MSt[image: External link], LLM[image: External link]/ LL.M.[image: External link], etc.) are the traditional formal form of master's degree, where the student already holds an undergraduate (bachelor's) degree on entry. Courses normally last one year in the UK and two years in the US.[47][48]


	
Integrated master's degrees ( MChem[image: External link], MEng[image: External link], MMath[image: External link], MPharm[image: External link], MPhys[image: External link], MPsych[image: External link], MSci[image: External link], etc.) are UK degrees that combine an undergraduate bachelor's degree course with an extra year at master's level (i.e. a total of four years in England, Wales and Northern Ireland, and five years in Scotland). A 2011 survey of UK Higher Education Institutes found that 64% offered integrated master's course, mostly in STEM[image: External link] disciplines, with the most common degrees being MEng, MSci and MChem. 82% of respondents conferred only a master's degree for the course, while 9% conferred a bachelor's degree at the end of the bachelor's-level stage and a master's degree at the end of the course and a further 9% conferred both bachelor's and master's degrees at the end of the course.[56][57]


	
Non-master's level master's degrees The ancient universities of the UK and Ireland have traditionally awarded MAs in a different manner to that usual today. The Scottish MA[image: External link] is a bachelor's-level qualification offered by the ancient universities of Scotland[image: External link]. The Oxbridge MA[image: External link] is not an academic qualification; it is granted without further examination to those who have gained a BA from Oxford[image: External link] or Cambridge[image: External link] Universities in England,[56] and the MA of Trinity College Dublin[image: External link] in Ireland is granted to its graduates in a similar manner.[58]




The UK Quality Assurance Agency[image: External link] defines three categories of Master's degrees:[59]


	
Research master's degrees are primarily research based, although may contain taught elements, particularly on research methods. Examples are the MPhil (always a research degree, often linked to a doctoral programme), MLitt (usually, but not always a research degree) and Master's by Research. They aim to prepare students fit research careers. Care should be taken not to confuse the Master by Research (MbyRes, MRes or ResM), which is a research degree in a specific subject, with the Master of Research[image: External link] (MRes), which is a taught degree concentrating on research methods.[60]


	
Specialised or advanced study master's degrees are primarily taught degrees, although commonly at least a third of the course is devoted to a research project assessed by dissertation. These may be stand-alone master's courses, leading to, e.g., MSc, MA or MRes degrees, or integrated master's degrees.

	
Professional or practice master's degrees (see also professional degree[image: External link]) are designed to prepare students for a particular professional career and are primarily taught, although they may include work placements and independent study projects. Some may require professional experience for entry. Examples include MBA, MDiv, LLM and MSW as well as some integrated master's degrees. The name of the degree normally includes the subject name.



The United States Department of Education[image: External link] classifies master's degree as research or professional. Research master's degrees in the US, e.g. M.A./A.M. or M.S., require the completion of taught courses and examinations in a major and one or more minor subjects, and (normally) a research thesis. Professional master's degrees may be structured like research master's (e.g. M.E./M.Eng.) or may concentrate on a specific discipline (e.g. M.B.A.), and often substitute a project for the thesis.[48]

The Australian Qualifications Framework[image: External link] classifies master's degrees as research, coursework or extended. Research master's degrees typically take one to two years, and two thirds of their content consists of research, research training and independent study. Coursework master's degrees typically also last one to two years, and consist mainly of structured learning with some independent research and project work or practice-related learning. Extended master's degrees typically take three to four years and contain significant practice-related learning that must be developed in collaboration with relevant professional, statutory or regulatory bodies.[61]

In Ireland, master's degrees may be either Taught or Research. Taught master's degrees are normally one to two year courses, rated at 60 - 120 ECTS credits, while research master's degrees are normally two year courses, either rated at 120 ECTS credits or not credit rated.[62]
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Further information: Master's degree in North America[image: External link], Master's degree in Europe[image: External link], and Master's degree non-Euroamerican[image: External link]


There are a range of pathways to the degree, with entry based on evidence of a capacity to undertake higher degree studies in the proposed field. A dissertation[image: External link] may or may not be required, depending on the program. In general, the structure and duration of a program of study leading to a master's degree will differ by country and by university.
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Stand-alone master's programs in the US are normally two years in length. In some fields/programs, work on a doctorate begins immediately after the bachelor's degree, but a master's may be granted along the way as an intermediate qualification[image: External link] if the student petitions for it.[48] Some universities offer evening options so that students can work during the day and earn a master's degree in the evenings.[63]

In the UK, postgraduate master's degrees may be either "research" or "taught", with taught degrees being further subdivided into "specialist or advanced study" or "professional or practice" (see above). Taught degrees (of both forms) typically take a full calendar year (i.e. three semesters, 12 months), although some may be completed within an academic year (i.e. two semesters, 8 months), while research degrees often take either a full calendar year or two academic years.[47] The UK integrated master's degree is combined with a bachelor's degree for a four (England, Wales and Northern Ireland) or five (Scotland) academic year total period - one academic year longer than a normal bachelor's degree.[56]

In Australia, master's degrees vary from 1 year for a "research" or "coursework" master's following on from an Australian honours degree[image: External link] in a related field, with an extra six months if following on straight from an ordinary bachelor's degree and another extra six months if following on from a degree in a different field, to four years for an "extended" master's degree.[61]

In the Overarching Framework of Qualifications for the European Higher Education Area[image: External link] defined as part of the Bologna process[image: External link], a "second cycle" (i.e. master's degree) programme is typically 90–120 ECTS[image: External link] credits, with a minimum requirement of at least 60 ECTS credits at second-cycle level.[64] The definition of ECTS credits is that "60 ECTS credits are allocated to the learning outcomes and associated workload of a full-time academic year or its equivalent",[65] thus European master's degrees should last for between one calendar year and two academic years, with at least one academic year of study at master's level. The Framework for Higher Education Qualification (FHEQ) in England Wales and Northern Ireland level 7 qualifications and the Framework for Qualification of Higher Education Institutes in Scotland (FQHEIS) level 11 qualifications (postgraduate and integrated master's degrees, with the exception of MAs from the ancient universities of Scotland[image: External link] and Oxbridge MAs[image: External link]) have been certified as meeting this requirement.[66][67]

Irish master's degrees are 1 – 2 years (60 - 120 ECTS credits) for taught degrees and 2 years (not credit rated) for research degrees. These have also been certified as compatible with the FQ-EHEA.[68]
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Admission to a master's degrees normally requires successful completion of study at bachelor's degree level either (for postgraduate[image: External link] degrees) as a stand-alone degree or (for integrated degrees) as part of an integrated scheme of study. In countries where the bachelor's degree with honours[image: External link] is the standard undergraduate degree, this is often the normal entry qualification.[59][69] In addition, students will normally have to write a personal statement and, in the arts[image: External link] and humanities[image: External link], will often have to submit a portfolio of work.[70]

In the UK, students will normally need to have a 2:1[image: External link] for a taught master's course, and possibly higher for a research master's.[71] Graduate schools in the US may require students to take one or more standardised tests, such as the GRE[image: External link], GMAT[image: External link] or LSAT[image: External link].[72]
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In some European countries, a magister[image: External link] is a first degree[image: External link] and may be considered equivalent to a modern (standardized) master's degree (e.g., the German[image: External link], Austrian[image: External link] and Polish[image: External link] university Diplom[image: External link]/ Magister[image: External link], or the similar five-year Diploma awarded in several subjects in Greek[image: External link],[73] Spanish[image: External link], Portuguese[image: External link], and other universities and polytechnics[image: External link]).[clarification needed[image: External link]]

Under the Bologna Process[image: External link], countries in the European Higher Education Area[image: External link] (EHEA) are moving to a three cycle (bachelor's - master's - doctorate) system of degrees. Two thirds of EHEA countries have standardised on 120 ECTS credits for their second-cycle (master's) degrees, but 90 ECTS credits is the main form in Cyprus, Ireland and Scotland and 60-75 credits in Montenegro, Serbia and Spain.[74] The combined length of the first and second cycle varies from "3 + 1" years (240 ECTS credits), through "3 + 2" or "4 + 1" years (300 ECTS credits), to "4 + 2" years (360 ECTS credits). As of 2015, 31 EHEA countries have integrated programmes that combine the first and second cycle and lead to a second-cycle qualification (e.g. the UK integrated master's degree), particularly in STEM subjects and subjects allied to medicine. These typically have a duration of 300 – 360 ECTS credits (five to six years), with the integrated master's degrees in England, Wales and Northern Ireland being the shortest at 240 ECTS credits (four years).[75]


	In Denmark[image: External link] there are two forms of master's degree. The Master's Degree or candidatus is a FQ-EHEA second-cycle qualification worth 120 ECTS credits. These degrees are research-based and offered through universities. The second form is the Master Degree (no possessive) within the adult further education system, which is worth 60 ECTS credits and is taught part-time.[76] The candidatus degree is abbreviated cand. and upon completion of, for instance, an engineering master's degree, a person becomes cand.polyt. (polytechnical). Similar abbreviations, inspired by Latin, apply to a large number of fields, e.g.: sociology (cand.scient.soc), economics (cand.merc., cand.polit. or cand.oecon), law (cand.jur), humanities (cand.mag) etc. Use of a cand. title requires a master's degree. Holders of a cand. degree are also entitled to use M.Sc. or M.A. titles, depending on the field of study. In Finland[image: External link] and Sweden[image: External link], the title of kand. equates to a bachelor's degree.

	In France[image: External link], the master's degree (diplôme de master) takes two years and is worth 120 ECTS credits.[77] The French master's degree is the combination of two individual years : the master 1 (M1) and master 2 (M2), following the Bologna Process. Depending on the goal of the student (a doctorate or a professional career) the master 2 can also be called a "Master Recherche" (research master) and a "Master Professionnel" (professional master), each with different requirements. To obtain a national diploma for the master 2 requires a minimum of one year of study after the master 1.

A French "diplôme d'Ingénieur" is also the equivalent of a master's degree, provided the diploma is recognised by the Commission des titres d'ingénieur[image: External link], as are qualifications recognised at Level I of the répertoire national des certifications professionnelles (national register of professional certificates).[78][79]


	In Italy[image: External link] the master's degree is equivalent to the two-year Laurea magistrale[image: External link], which can be earned after a Laurea[image: External link] (a three-year undergraduate degree, equivalent to a bachelor's degree). In particular fields, namely law, pharmacy and medicine, this distinction is not made. University courses are therefore single and last five to six years, after which the master's degree is awarded (in this case referred to as Laurea magistrale a ciclo unico[image: External link]). The old Laurea degree (Vecchio Ordinamento, Old Regulations), which was the only awarded in Italy before the Bologna process[image: External link], is equivalent[80] to the current Laurea Magistrale.

	In the Netherlands[image: External link] the titles ingenieur (ir.), meester (mr.) and doctorandus[image: External link] (drs.) may be rendered, if obtained in the Netherlands from a university, after the application of the Bologna process, as: MSc instead of ir., LLM instead of mr. and MA or MSc instead of drs.[81] This is because a single program that led to these degree was in effect before 2002, which comprised the same course load as the bachelor and master programs put together. Those who had already started the program could, upon completing it, bear the appropriate title (MSc, LLM or MA), but alternatively still use the old-style title (ir., mr. or drs.), corresponding to their field of study. Since these graduates do not have a separate bachelor's degree (which is in fact – in retrospect – incorporated into the program), the master's degree is their first academic degree. Bearers of foreign master's degree are able to use the titles ir., mr. and drs. only after obtaining a permission to bear such titles from the Dienst Uitvoering Onderwijs. Those who received their mr., ir. or drs. title after the application of the Bologna process have the option of signing as A. Jansen, MA or A. Jansen, MSc, depending on the field in which the degree was obtained, since the ir., mr. and drs. titles are similar to a master's degree, and the shortcut MA or MSc. may officially be used in order to render such title as an international title.[82][83][84][85]


	In Switzerland[image: External link], the old Licence[image: External link] or Diplom (4 to 5 years in duration) is considered equivalent to the master's degree.[86]


	In Slovenia[image: External link] and Croatia[image: External link], during the pre-Bologna process education, all Academic degrees[image: External link] were awarded after a minimum of four years of university studies and a successful defence of a written thesis are considered equivalent to the master's degree.[citation needed[image: External link]]


	In Baltic countries[image: External link] there is a two-year education program that offers a chance to gain a master's degree in interdisciplinary issues. The system offers an education in different areas, such as humanities, environmental and social issues, whilst paying specific consideration to the Baltic Sea area. It is a joint-degree program, which is part of a team effort with four universities. There is the University of Tartu[image: External link] in Estonia, the University of Turku[image: External link] in Finland, Vytautas Magnus University[image: External link] in Lithuania and the University of Latvia[image: External link]. The educational programmes allow students to be mobile within the system, for example one semester may be taken in a confederate school without paying additional membership or tuition fees. Subsequently, after passing the qualifications provided, people may procure teaching qualifications and continue their scholastic research around doctoral studies, or carry on studying within their career in the private or public sector. Graduates of the program, within the Baltic Sea area are also given the chance to continue onwards with their studies within the postgraduate system if they have studied the social sciences or humanities field.

	In Greece[image: External link], the metaptychiako (μεταπτυχιακό) which literally translates as post-degree (...programme or title), lasts normally from one to, more often, two years, and can be studied after a, at least, four-years undergraduate ptychio, which means degree.

Also, the five-year diploma (δίπλωμα) awarded in all Polytechnics[image: External link] (schools of engineering) and the Athens School of Fine Arts[image: External link] is considered equal to a graduate degree plus a master's degree.[73]


	In Russia[image: External link] master (магистр) degree can be obtained after a 2-year master course (магистратура) which is available after a 4-year bachelor or a 5-year specialist course. A graduate may choose a master course completely different from his/her previous one. During these 2 years master students attend specialized lectures in chosen profile, choose a faculty advisor and prepare their master thesis which is eventually defended before certifying commission consisting mostly of professors, leading by the professor from another university.

	In the United Kingdom[image: External link], first degrees in medicine, dentistry and veterinary science are considered equivalent to master's degrees despite, for historical reasons, often having the titles of bachelor's degrees.[56]
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In Brazil, after a regular graduation (after acquiring a bachelor's degree), students have the option to continue their academic career through a master's course (a.k.a. stricto sensu post-graduation) or specialization (a.k.a. lato sensu post-graduation) degrees. At the master's degree ("mestrado", in Portuguese, also referred as "pós-graduação stricto sensu") there are 2–3 years of full-time graduate-level studies. Usually focused on academic research, the master's degree (on any specific knowledge area) requires the development of a thesis, presented (and defended) to a board of Ph.D. after the period of research. Differently, the "specialization" degree (also referred as "pós-graduação lato-sensu"), also comprehends a 1–2 years studies, but do not require a new thesis to be purposed and defended, being usually attended by professionals looking for a complimentary formation on a different knowledge area than their original graduation.

In addition, a great part of Brazilian universities offers a M.B.A. (Master of Business Administration) degree. Those, nevertheless, are not the equivalent of US M.B.A. degree though, as it does not formally certifies the student/professional with a master's degree (stricto-sensu) but a post-graduation degree instead. A regular post-graduation course has to comply with a minimum of 360 class-hours, while a M.B.A. degree has to comply with a minimum of 400 class-hours. Master's degree (stricto sensu) does not requires minimum class-hours, but it's practically impossible to finish it before 1.5 year due the workload and research required; an average time for the degree is 2.5 years[citation needed[image: External link]]. Specialization (lato sensu) and M.B.A. degrees can be also offered as distance education courses, while the master's degree (stricto-sensu) requires physical attendance. In Brazil, the degree often serves as additional qualification for those seeking to differentiate themselves in the job market, or for those who want to pursue a Ph.D. It corresponds to the European (Bologna Process) 2nd Cycle or the North American master's[image: External link].
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 Hong Kong




M.Arch., M.L.A., M.U.D., M.A., M.Sc., M.Soc.Sc., M.S.W., M.Eng., LL.M. Hong Kong[image: External link] requires one or two years of full-time coursework to achieve a master's degree.

For part-time study, two or three years of study are normally required to achieve a postgraduate degree.

M.Phil. As in the United Kingdom[image: External link], M.Phil. or Master of Philosophy is a research degree awarded for the completion of a thesis, and is a shorter version of the Ph.D.
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In Pakistani[image: External link] education system, there are two different master's degree programmes[citation needed[image: External link]]:


	2 years master's programmes: these are mostly Master of Arts[image: External link] (M.A.) leading to M.Phil.;

	4 years master's programmes: these are mostly Master of Science[image: External link] (M.S.) leading to Ph.D.



Both M.A. and M.S. are offered in all major subjects.
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In the Indian[image: External link] system, a master's degree is a postgraduate degree following a Bachelor's degree and preceding a Doctorate[image: External link], usually requiring two years to complete. The available degrees include:


	
Master of Arts[image: External link] (M.A.);

	
Master of Business Administration[image: External link] (M.B.A.);

	
Master of Computer Applications[image: External link] (M.C.A.);

	
Master of Computer Management (M.C.M.);

	
Master of Design[image: External link] (M.Des.);

	
Master of Engineering[image: External link] (M.Eng.);

	
Master of Philosophy[image: External link] (M.Phil.);

	
Master of Science[image: External link] (M.Sc.);

	
Master of Science in Information Technology[image: External link] (M.Sc.I.T.);

	
Master of Technology[image: External link] (M.Tech.);

	
Master of Statistics (M.Stat.);

	
Master of Laws[image: External link] (LL.M.);

	
Master of Commerce[image: External link] (M.Com.).

	
Master in Business Studies (M.B.S)

	
Master of Architecture[image: External link] (M.Arch.)
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 Israel





	M.A., M.Sc., M.B.A.: postgraduate studies in Israel[image: External link] require the completion of a bachelor's degree and is dependent upon this title's grades. There exists also a direct track to a doctorate degree for graduate students, which lasts four to five years. Taking this route, the students must prepare a preliminary research paper during their first year, they then have to pass an exam after which they are automatically awarded a master's degree.

	M.Eng.: It is given by the Technion – Israel Institute of Technology. Comparing to the M.Sc., it is a non-thesis track.[87]
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 Nepal




In Nepal, after bachelor's degree about to at least three or four years with full-time study in college and university with an entrance test for those people who want to study further can study in master and further Ph.D. and Doctorate degree. All Doctoral and Ph.D. or third cycle degree are based on research and experience oriented and result based. Master of Engineering (M.Eng.), Master of Education (M.Ed.), Master of Arts (M.A.) and all law and medicine related courses are studied after completion of successful bachelor towards doctoral degree. M.B.B.S. is only a medical degree with six and half years of study resulting medical doctor and need to finish its study o 4 years of period joining after master degree with minimum education with 15 or 16 years of university bachelor's degree education. The most professional and internationalised program in Nepal are:


	
Master of Business Administration[image: External link] (M.B.A.);

	
Master of Computer Applications[image: External link] (M.C.A.);

	
Master of Engineering[image: External link] (M.Eng.);

	
Master of Science[image: External link] (M.Sc.);

	
Master of Science in Information Technology[image: External link] (M.Sc.I.T.);

	
Master of Business Studies[image: External link] ( M.B.S.);

	
Master of Education[image: External link] (M.Ed);

	
Master of Arts[image: External link] (M.A.);

	
Master of Agriculture (M.Sc. Ag.);

	
Master of Laws[image: External link] (LL.M.);

	
Master of Management[image: External link] (M.M.).
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 Taiwan




In Taiwan[image: External link], bachelor's degrees are about four years (with honors) and there is an entrance examination required for people who want to study in master and Ph.D. degrees. The courses offered for master and PhD normally are research-based. The most foreign student-friendly programs in Taipei, Taiwan are at:


	National Taiwan University College of Management – Global M.B.A. (M.B.A. in Finance, Accounting, Management, International Business and Information Management);

	National ChengChi University – I.M.B.A.



Programs are entirely in English and tuition is less than would be paid in North America, with as little as US$5000 for an M.B.A.[citation needed[image: External link]] As an incentive to increase the number of foreign students, the government of Taiwan and universities have made extra efforts to provide a range of quality scholarships available.[citation needed[image: External link]] These are university-specific scholarships ranging from tuition waivers, up to NT$20,000 per month. The government offers the Taiwan Scholarship ranging from NT$20,000–30,000 per month for two years. (US$18,000–24,000 for a two-year program)
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 See also





	Associate's degree[image: External link]

	Bachelor's degree

	British degree abbreviations[image: External link]

	Diploma mill[image: External link]

	Doctorate[image: External link]

	Educational specialist[image: External link]

	Engineer's degree[image: External link]

	Euromaster[image: External link]

	European Joint Master degree in Economics[image: External link]

	Graduate school[image: External link]

	Licentiate[image: External link]

	List of master's degrees[image: External link]

	Magister (degree)[image: External link]

	Master of Advanced Studies[image: External link]

	Master of Arts (Oxbridge and Dublin)[image: External link]

	Master of Arts (Scotland)[image: External link]

	Master of Engineering[image: External link]

	Master of Laws[image: External link]

	Master of Science[image: External link]

	Master's degree in Europe[image: External link]

	Master's degree in North America[image: External link]

	Master's degree non-Euroamerican[image: External link]

	Professional Science Master's degree[image: External link]

	Terminal degree[image: External link]
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 Notes






	
^ The spelling of master's degree and master's without an apostrophe is considered a mistake by many (see non-standard apostrophe use[image: External link]), but it is becoming more common. It is considered incorrect by most if not all US and most UK and Australian universities, style guides, and dictionaries, for example OED[image: External link], Collins[image: External link], Cambridge Dictionaries Online[image: External link], American Heritage[image: External link] (master's), American Heritage[image: External link] (master's degree), Merriam-Webster[image: External link], and the Macquarie Dictionary (not free online) as shown in the following Monash University quotation. Monash University's style guide[image: External link] directly admits that the incorrectly missing apostrophe used to be more widespread in publications of this and therefore presumably other Australian universities: "Note that both ‘bachelor’s degree’ and ‘master’s degree’, when used in a generic sense, require an apostrophe. While some dislike this convention, it is prescribed by the Macquarie Dictionary (the Australian standard) and the Oxford English Dictionary (the UK standard), and aligns with our key institutional partner Warwick University. Currently you will find the terms used both with and without an apostrophe throughout our online and print publications – gradually, we need to move toward correct usage."
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Cryptanalysis






Cryptanalysis (from the Greek[image: External link] kryptós, "hidden", and analýein, "to loosen" or "to untie") is the study of analyzing information systems in order to study the hidden aspects of the systems.[1] Cryptanalysis is used to breach cryptographic security systems and gain access to the contents of encrypted messages, even if the cryptographic key[image: External link] is unknown.

In addition to mathematical analysis of cryptographic algorithms, cryptanalysis includes the study of side-channel attacks[image: External link] that do not target weaknesses in the cryptographic algorithms themselves, but instead exploit weaknesses in their implementation.

Even though the goal has been the same, the methods and techniques of cryptanalysis have changed drastically through the history of cryptography, adapting to increasing cryptographic complexity, ranging from the pen-and-paper methods of the past, through machines like the British Bombes[image: External link] and Colossus computers[image: External link] at Bletchley Park in World War II, to the mathematically advanced computerized schemes of the present. Methods for breaking modern cryptosystems[image: External link] often involve solving carefully constructed problems in pure mathematics[image: External link], the best-known being integer factorization[image: External link].



TOP
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Given some encrypted data (" ciphertext[image: External link]"), the goal of the cryptanalyst is to gain as much information as possible about the original, unencrypted data (" plaintext[image: External link]").
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 Amount of information available to the attacker




Attacks can be classified based on what type of information the attacker has available. As a basic starting point it is normally assumed that, for the purposes of analysis, the general algorithm[image: External link] is known; this is Shannon's Maxim "the enemy knows the system"—in its turn, equivalent to Kerckhoffs' principle[image: External link]. This is a reasonable assumption in practice — throughout history, there are countless examples of secret algorithms falling into wider knowledge, variously through espionage[image: External link], betrayal[image: External link] and reverse engineering[image: External link]. (And on occasion, ciphers have been reconstructed through pure deduction; for example, the German Lorenz cipher[image: External link] and the Japanese Purple code[image: External link], and a variety of classical schemes):[2]


	
Ciphertext-only[image: External link]: the cryptanalyst has access only to a collection of ciphertexts[image: External link] or codetexts[image: External link].

	
Known-plaintext[image: External link]: the attacker has a set of ciphertexts to which he knows the corresponding plaintext[image: External link].

	
Chosen-plaintext[image: External link] ( chosen-ciphertext[image: External link]): the attacker can obtain the ciphertexts (plaintexts) corresponding to an arbitrary set of plaintexts (ciphertexts) of his own choosing.

	
Adaptive chosen-plaintext[image: External link]: like a chosen-plaintext attack, except the attacker can choose subsequent plaintexts based on information learned from previous encryptions. Similarly Adaptive chosen ciphertext attack[image: External link].

	
Related-key attack[image: External link]: Like a chosen-plaintext attack, except the attacker can obtain ciphertexts encrypted under two different keys. The keys are unknown, but the relationship between them is known; for example, two keys that differ in the one bit.
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 Computational resources required




Attacks can also be characterised by the resources they require. Those resources include:[citation needed[image: External link]]


	Time — the number of computation steps (e.g., test encryptions) which must be performed.

	Memory — the amount of storage required to perform the attack.

	Data — the quantity and type of plaintexts and ciphertexts required for a particular approach.



It's sometimes difficult to predict these quantities precisely, especially when the attack isn't practical to actually implement for testing. But academic cryptanalysts tend to provide at least the estimated order of magnitude of their attacks' difficulty, saying, for example, "SHA-1 collisions now 252."[3]

Bruce Schneier[image: External link] notes that even computationally impractical attacks can be considered breaks: "Breaking a cipher simply means finding a weakness in the cipher that can be exploited with a complexity less than brute force. Never mind that brute-force might require 2128 encryptions; an attack requiring 2110 encryptions would be considered a break...simply put, a break can just be a certificational weakness: evidence that the cipher does not perform as advertised."[4]


[image: TOC] TOC [image: Previous chapter] Previous Next [image: Next chapter] 
 Partial breaks




The results of cryptanalysis can also vary in usefulness. For example, cryptographer Lars Knudsen[image: External link] (1998) classified various types of attack on block ciphers according to the amount and quality of secret information that was discovered:


	
Total break — the attacker deduces the secret key[image: External link].

	
Global deduction — the attacker discovers a functionally equivalent algorithm[image: External link] for encryption and decryption, but without learning the key.

	
Instance (local) deduction — the attacker discovers additional plaintexts (or ciphertexts) not previously known.

	
Information deduction — the attacker gains some Shannon information about plaintexts (or ciphertexts) not previously known.

	
Distinguishing algorithm — the attacker can distinguish the cipher from a random permutation[image: External link].



Academic attacks are often against weakened versions of a cryptosystem, such as a block cipher or hash function with some rounds removed. Many, but not all, attacks become exponentially more difficult to execute as rounds are added to a cryptosystem,[5] so it's possible for the full cryptosystem to be strong even though reduced-round variants are weak. Nonetheless, partial breaks that come close to breaking the original cryptosystem may mean that a full break will follow; the successful attacks on DES[image: External link], MD5[image: External link], and SHA-1[image: External link] were all preceded by attacks on weakened versions.

In academic cryptography, a weakness or a break in a scheme is usually defined quite conservatively: it might require impractical amounts of time, memory, or known plaintexts. It also might require the attacker be able to do things many real-world attackers can't: for example, the attacker may need to choose particular plaintexts to be encrypted or even to ask for plaintexts to be encrypted using several keys related to the secret key. Furthermore, it might only reveal a small amount of information, enough to prove the cryptosystem imperfect but too little to be useful to real-world attackers. Finally, an attack might only apply to a weakened version of cryptographic tools, like a reduced-round block cipher, as a step towards breaking of the full system.[4]
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Main article: History of cryptography[image: External link]


Cryptanalysis has coevolved[image: External link] together with cryptography, and the contest can be traced through the history of cryptography[image: External link]—new ciphers[image: External link] being designed to replace old broken designs, and new cryptanalytic techniques invented to crack the improved schemes. In practice, they are viewed as two sides of the same coin: secure cryptography requires design against possible cryptanalysis.[citation needed[image: External link]]

Successful cryptanalysis has undoubtedly influenced history; the ability to read the presumed-secret thoughts and plans of others can be a decisive advantage. For example, in England in 1587, Mary, Queen of Scots[image: External link] was tried and executed for treason[image: External link] as a result of her involvement in three plots to assassinate Elizabeth I of England[image: External link]. The plans came to light after her coded correspondence with fellow conspirators was deciphered by Thomas Phelippes[image: External link].

In World War I[image: External link], the breaking of the Zimmermann Telegram[image: External link] was instrumental in bringing the United States into the war. In World War II, the Allies[image: External link] benefitted enormously from their joint success cryptanalysis of the German ciphers — including the Enigma machine[image: External link] and the Lorenz cipher[image: External link] — and Japanese ciphers, particularly 'Purple'[image: External link] and JN-25[image: External link]. 'Ultra'[image: External link] intelligence has been credited with everything between shortening the end of the European war by up to two years, to determining the eventual result. The war in the Pacific was similarly helped by 'Magic'[image: External link] intelligence.[6]

Governments have long recognized the potential benefits of cryptanalysis for intelligence[image: External link], both military and diplomatic, and established dedicated organizations devoted to breaking the codes and ciphers of other nations, for example, GCHQ[image: External link] and the NSA, organizations which are still very active today. In 2004, it was reported that the United States had broken Iranian[image: External link] ciphers. (It is unknown, however, whether this was pure cryptanalysis, or whether other factors were involved:[7]).
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See also: Frequency analysis[image: External link], Index of coincidence[image: External link], and Kasiski examination[image: External link]


Although the actual word "cryptanalysis" is relatively recent (it was coined by William Friedman[image: External link] in 1920), methods for breaking codes[image: External link] and ciphers[image: External link] are much older. The first known recorded explanation of cryptanalysis was given by 9th-century Arabian[image: External link] polymath[image: External link], Al-Kindi[image: External link] (also known as "Alkindus" in Europe), in A Manuscript on Deciphering Cryptographic Messages. This treatise includes a description of the method of frequency analysis[image: External link] (Ibrahim Al-Kadi, 1992- ref-3). Italian[image: External link] scholar Giambattista della Porta[image: External link] was author of a seminal work on cryptanalysis "De Furtivis Literarum Notis".[8]

Frequency analysis[image: External link] is the basic tool for breaking most classical ciphers[image: External link]. In natural languages, certain letters of the alphabet[image: External link] appear more often than others; in English[image: External link], " E[image: External link]" is likely to be the most common letter in any sample of plaintext[image: External link]. Similarly, the digraph[image: External link] "TH" is the most likely pair of letters in English, and so on. Frequency analysis relies on a cipher failing to hide these statistics[image: External link]. For example, in a simple substitution cipher[image: External link] (where each letter is simply replaced with another), the most frequent letter in the ciphertext[image: External link] would be a likely candidate for "E". Frequency analysis of such a cipher is therefore relatively easy, provided that the ciphertext is long enough to give a reasonably representative count of the letters of the alphabet that it contains.[9]

In Europe during the 15th and 16th centuries, the idea of a polyalphabetic substitution cipher[image: External link] was developed, among others by the French diplomat Blaise de Vigenère[image: External link] (1523–96).[10] For some three centuries, the Vigenère cipher[image: External link], which uses a repeating key to select different encryption alphabets in rotation, was considered to be completely secure (le chiffre indéchiffrable—"the indecipherable cipher"). Nevertheless, Charles Babbage[image: External link] (1791–1871) and later, independently, Friedrich Kasiski[image: External link] (1805–81) succeeded in breaking this cipher.[11] During World War I[image: External link], inventors in several countries developed rotor cipher machines[image: External link] such as Arthur Scherbius[image: External link]' Enigma[image: External link], in an attempt to minimise the repetition that had been exploited to break the Vigenère system.[12]
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 Ciphers from World War I and World War II




See also: Cryptanalysis of the Enigma[image: External link] and Cryptanalysis of the Lorenz cipher[image: External link]


Cryptanalysis of enemy messages played a significant part in the Allied[image: External link] victory in World War II. F. W. Winterbotham[image: External link], quoted the western Supreme Allied Commander, Dwight D. Eisenhower[image: External link], at the war's end as describing Ultra[image: External link] intelligence as having been "decisive" to Allied victory.[13] Sir Harry Hinsley[image: External link], official historian of British Intelligence in World War II, made a similar assessment about Ultra, saying that it shortened the war "by not less than two years and probably by four years"; moreover, he said that in the absence of Ultra, it is uncertain how the war would have ended.[14]

In practice, frequency analysis relies as much on linguistic[image: External link] knowledge as it does on statistics, but as ciphers became more complex, mathematics became more important in cryptanalysis. This change was particularly evident before and during World War II, where efforts to crack Axis[image: External link] ciphers required new levels of mathematical sophistication. Moreover, automation was first applied to cryptanalysis in that era with the Polish Bomba[image: External link] device, the British Bombe[image: External link], the use of punched card[image: External link] equipment, and in the Colossus computers[image: External link] — the first electronic digital computers to be controlled by a program.[15][16]
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With reciprocal machine ciphers such as the Lorenz cipher[image: External link] and the Enigma machine[image: External link] used by Nazi Germany[image: External link] during World War II, each message had its own key. Usually, the transmitting operator informed the receiving operator of this message key by transmitting some plaintext and/or ciphertext before the enciphered message. This is termed the indicator, as it indicates to the receiving operator how to set his machine to decipher the message.[17]

Poorly designed and implemented indicator systems allowed first the Poles[image: External link][18] and then the British at Bletchley Park[19] to break the Enigma cipher system. Similar poor indicator systems allowed the British to identify depths that led to the diagnosis of the Lorenz SZ40/42[image: External link] cipher system, and the comprehensive breaking of its messages without the cryptanalysts seeing the cipher machine.[20]
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Sending two or more messages with the same key is an insecure process. To a cryptanalyst the messages are then said to be "in depth."[21] This may be detected by the messages having the same indicator[image: External link] by which the sending operator informs the receiving operator about the key generator initial settings[image: External link] for the message.[22]

Generally, the cryptanalyst may benefit from lining up identical enciphering operations among a set of messages. For example, the Vernam cipher[image: External link] enciphers by bit-for-bit combining plaintext with a long key using the "exclusive or[image: External link]" operator, which is also known as "modulo-2 addition[image: External link]" (symbolized by ⊕ ):


	Plaintext ⊕ Key = Ciphertext



Deciphering combines the same key bits with the ciphertext to reconstruct the plaintext:


	Ciphertext ⊕ Key = Plaintext



(In modulo-2 arithmetic, addition is the same as subtraction.) When two such ciphertexts are aligned in depth, combining them eliminates the common key, leaving just a combination of the two plaintexts:


	Ciphertext1 ⊕ Ciphertext2 = Plaintext1 ⊕ Plaintext2



The individual plaintexts can then be worked out linguistically by trying probable words (or phrases), also known as "cribs," at various locations; a correct guess, when combined with the merged plaintext stream, produces intelligible text from the other plaintext component:


	(Plaintext1 ⊕ Plaintext2) ⊕ Plaintext1 = Plaintext2



The recovered fragment of the second plaintext can often be extended in one or both directions, and the extra characters can be combined with the merged plaintext stream to extend the first plaintext. Working back and forth between the two plaintexts, using the intelligibility criterion to check guesses, the analyst may recover much or all of the original plaintexts. (With only two plaintexts in depth, the analyst may not know which one corresponds to which ciphertext, but in practice this is not a large problem.) When a recovered plaintext is then combined with its ciphertext, the key is revealed:


	Plaintext1 ⊕ Ciphertext1 = Key



Knowledge of a key of course allows the analyst to read other messages encrypted with the same key, and knowledge of a set of related keys may allow cryptanalysts to diagnose the system used for constructing them.[20]
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Even though computation was used to great effect in Cryptanalysis of the Lorenz cipher[image: External link] and other systems during World War II, it also made possible new methods of cryptography orders of magnitude[image: External link] more complex than ever before. Taken as a whole, modern cryptography has become much more impervious to cryptanalysis than the pen-and-paper systems of the past, and now seems to have the upper hand against pure cryptanalysis.[citation needed[image: External link]] The historian David Kahn[image: External link] notes:


Many are the cryptosystems offered by the hundreds of commercial vendors today that cannot be broken by any known methods of cryptanalysis. Indeed, in such systems even a chosen plaintext attack[image: External link], in which a selected plaintext is matched against its ciphertext, cannot yield the key that unlock[s] other messages. In a sense, then, cryptanalysis is dead. But that is not the end of the story. Cryptanalysis may be dead, but there is - to mix my metaphors - more than one way to skin a cat.

— [23]



Kahn goes on to mention increased opportunities for interception, bugging[image: External link], side channel attacks[image: External link], and quantum computers[image: External link] as replacements for the traditional means of cryptanalysis. In 2010, former NSA technical director Brian Snow said that both academic and government cryptographers are "moving very slowly forward in a mature field."[24]

However, any postmortems for cryptanalysis may be premature. While the effectiveness of cryptanalytic methods employed by intelligence agencies remains unknown, many serious attacks against both academic and practical cryptographic primitives have been published in the modern era of computer cryptography:[citation needed[image: External link]]


	The block cipher Madryga[image: External link], proposed in 1984 but not widely used, was found to be susceptible to ciphertext-only attacks[image: External link] in 1998.

	
FEAL-4[image: External link], proposed as a replacement for the DES[image: External link] standard encryption algorithm but not widely used, was demolished by a spate of attacks from the academic community, many of which are entirely practical.

	The A5/1[image: External link], A5/2[image: External link], CMEA[image: External link], and DECT[image: External link] systems used in mobile[image: External link] and wireless phone technology can all be broken in hours, minutes or even in real-time using widely available computing equipment.

	
Brute-force keyspace search[image: External link] has broken some real-world ciphers and applications, including single-DES (see EFF DES cracker[image: External link]), 40-bit "export-strength" cryptography[image: External link], and the DVD Content Scrambling System[image: External link].

	In 2001, Wired Equivalent Privacy[image: External link] (WEP), a protocol used to secure Wi-Fi[image: External link] wireless networks[image: External link], was shown to be breakable in practice because of a weakness in the RC4[image: External link] cipher and aspects of the WEP design that made related-key attacks[image: External link] practical. WEP was later replaced by Wi-Fi Protected Access[image: External link].

	In 2008, researchers conducted a proof-of-concept break of SSL[image: External link] using weaknesses in the MD5[image: External link] hash function[image: External link] and certificate issuer practices that made it possible to exploit collision attacks[image: External link] on hash functions. The certificate issuers involved changed their practices to prevent the attack from being repeated.



Thus, while the best modern ciphers may be far more resistant to cryptanalysis than the Enigma[image: External link], cryptanalysis and the broader field of information security[image: External link] remain quite active.[citation needed[image: External link]]
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	Boomerang attack[image: External link]

	Brute-force attack[image: External link]

	Davies' attack[image: External link]

	Differential cryptanalysis[image: External link]

	Impossible differential cryptanalysis[image: External link]

	Improbable differential cryptanalysis

	Integral cryptanalysis[image: External link]

	Linear cryptanalysis[image: External link]

	Man-in-the-middle attack[image: External link]

	Mod-n cryptanalysis[image: External link]

	Related-key attack[image: External link]

	Sandwich attack

	Slide attack[image: External link]

	XSL attack[image: External link]
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Asymmetric cryptography[image: External link] (or public key cryptography[image: External link]) is cryptography that relies on using two (mathematically related) keys; one private, and one public. Such ciphers invariably rely on "hard" mathematical problems[image: External link] as the basis of their security, so an obvious point of attack is to develop methods for solving the problem. The security of two-key cryptography depends on mathematical questions in a way that single-key cryptography generally does not, and conversely links cryptanalysis to wider mathematical research in a new way.[citation needed[image: External link]]

Asymmetric schemes are designed around the (conjectured) difficulty of solving various mathematical problems. If an improved algorithm can be found to solve the problem, then the system is weakened. For example, the security of the Diffie-Hellman key exchange[image: External link] scheme depends on the difficulty of calculating the discrete logarithm[image: External link]. In 1983, Don Coppersmith[image: External link] found a faster way to find discrete logarithms (in certain groups), and thereby requiring cryptographers to use larger groups (or different types of groups). RSA's security depends (in part) upon the difficulty of integer factorization[image: External link] — a breakthrough in factoring would impact the security of RSA.[citation needed[image: External link]]

In 1980, one could factor a difficult 50-digit number at an expense of 1012 elementary computer operations. By 1984 the state of the art in factoring algorithms had advanced to a point where a 75-digit number could be factored in 1012 operations. Advances in computing technology also meant that the operations could be performed much faster, too. Moore's law[image: External link] predicts that computer speeds will continue to increase. Factoring techniques may continue to do so as well, but will most likely depend on mathematical insight and creativity, neither of which has ever been successfully predictable. 150-digit numbers of the kind once used in RSA have been factored. The effort was greater than above, but was not unreasonable on fast modern computers. By the start of the 21st century, 150-digit numbers were no longer considered a large enough key size for RSA. Numbers with several hundred digits were still considered too hard to factor in 2005, though methods will probably continue to improve over time, requiring key size to keep pace or other methods such as elliptic curve cryptography[image: External link] to be used.[citation needed[image: External link]]

Another distinguishing feature of asymmetric schemes is that, unlike attacks on symmetric cryptosystems, any cryptanalysis has the opportunity to make use of knowledge gained from the public key[image: External link].[25]
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World War II (often abbreviated to WWII or WW2), also known as the Second World War, was a global war[image: External link] that lasted from 1939 to 1945, although related conflicts began earlier. It involved the vast majority of the world's countries[image: External link]—including all of the great powers[image: External link]—eventually forming two opposing military alliances[image: External link]: the Allies[image: External link] and the Axis[image: External link]. It was the most widespread war in history, and directly involved more than 100 million people from over 30 countries. In a state of "total war[image: External link]", the major participants threw their entire economic, industrial, and scientific capabilities behind the war effort[image: External link], erasing the distinction between civilian and military resources. Marked by mass deaths of civilians, including the Holocaust[image: External link] (in which approximately 11 million people were killed)[1][2] and the strategic bombing of industrial and population centres[image: External link] (in which approximately one million were killed, and which included the atomic bombings of Hiroshima and Nagasaki[image: External link]),[3] it resulted in an estimated 50 million to 85 million fatalities[image: External link]. These made World War II the deadliest conflict[image: External link] in human history[image: External link].[4]

The Empire of Japan[image: External link] aimed to dominate Asia[image: External link] and the Pacific[image: External link] and was already at war[image: External link] with the Republic of China[image: External link] in 1937,[5] but the world war is generally said to have begun on 1 September 1939[6] with the invasion[image: External link] of Poland[image: External link] by Nazi Germany[image: External link] and subsequent declarations of war on Germany by France[image: External link] and the United Kingdom[image: External link]. Supplied by the Soviet Union[image: External link], from late 1939 to early 1941, in a series of campaigns and treaties[image: External link], Germany conquered or controlled much of continental Europe, and formed the Axis alliance with Italy[image: External link] and Japan[image: External link]. Under the Molotov–Ribbentrop Pact[image: External link] of August 1939, Germany and the Soviet Union[image: External link] partitioned and annexed territories of their European neighbours, Poland[image: External link], Finland[image: External link], Romania[image: External link] and the Baltic states[image: External link]. The war continued primarily between the European Axis powers and the coalition of the United Kingdom and the British Commonwealth[image: External link], with campaigns including the North Africa[image: External link] and East Africa[image: External link] campaigns, the aerial Battle of Britain[image: External link], the Blitz bombing campaign[image: External link], the Balkan Campaign[image: External link] as well as the long-running Battle of the Atlantic[image: External link]. On 22 June 1941, the European Axis powers launched an invasion of the Soviet Union[image: External link], opening the largest land theatre of war in history[image: External link], which trapped the major part of the Axis military forces into a war of attrition[image: External link]. In December 1941, Japan attacked the United States[image: External link] and European colonies[image: External link] in the Pacific Ocean, and quickly conquered much of the Western Pacific.

The Axis advance halted in 1942 when Japan lost the critical Battle of Midway[image: External link], near Hawaii[image: External link], and Germany was defeated in North Africa[image: External link] and then, decisively, at Stalingrad[image: External link] in the Soviet Union. In 1943, with a series of German defeats on the Eastern Front[image: External link], the Allied invasion of Sicily[image: External link] and the Allied invasion of Italy[image: External link] which brought about Italian surrender, and Allied victories in the Pacific, the Axis lost the initiative and undertook strategic retreat on all fronts. In 1944, the Western Allies invaded German-occupied France[image: External link], while the Soviet Union regained all of its territorial losses and invaded Germany and its allies. During 1944 and 1945 the Japanese suffered major reverses in mainland Asia in South[image: External link] Central China[image: External link] and Burma[image: External link], while the Allies crippled the Japanese Navy[image: External link] and captured key Western Pacific islands.

The war in Europe concluded with an invasion of Germany[image: External link] by the Western Allies and the Soviet Union, culminating in the capture of Berlin[image: External link] by Soviet troops and the subsequent German unconditional surrender[image: External link] on 8 May 1945[image: External link]. Following the Potsdam Declaration[image: External link] by the Allies on 26 July 1945 and the refusal of Japan to surrender under its terms, the United States dropped atomic bombs[image: External link] on the Japanese cities of Hiroshima[image: External link] and Nagasaki[image: External link] on 6 August and 9 August respectively. With an invasion of the Japanese archipelago[image: External link] imminent, the possibility of additional atomic bombings, and the Soviet Union's declaration of war on Japan[image: External link] and invasion of Manchuria[image: External link], Japan surrendered[image: External link] on 15 August 1945. Thus ended the war in Asia, cementing the total victory of the Allies.

World War II altered the political alignment and social structure of the world. The United Nations[image: External link] (UN) was established to foster international co-operation and prevent future conflicts. The victorious great powers[image: External link]—the United States, the Soviet Union, China, the United Kingdom, and France—became the permanent members[image: External link] of the United Nations Security Council[image: External link].[7] The Soviet Union and the United States emerged as rival superpowers[image: External link], setting the stage for the Cold War[image: External link], which lasted for the next 46 years. Meanwhile, the influence of European great powers waned, while the decolonisation of Asia[image: External link] and Africa[image: External link] began. Most countries whose industries had been damaged moved towards economic recovery[image: External link]. Political integration, especially in Europe[image: External link], emerged as an effort to end pre-war enmities and to create a common identity.[8]
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The start of the war in Europe is generally held to be 1 September 1939,[9][10] beginning with the German invasion of Poland[image: External link]; Britain and France declared war on Germany two days later. The dates for the beginning of war in the Pacific include the start of the Second Sino-Japanese War[image: External link] on 7 July 1937,[11][12] or even the Japanese invasion of Manchuria[image: External link] on 19 September 1931.[13][14]

Others follow the British historian A. J. P. Taylor[image: External link], who held that the Sino-Japanese War and war in Europe and its colonies occurred simultaneously and the two wars merged in 1941. This article uses the conventional dating. Other starting dates sometimes used for World War II include the Italian invasion of Abyssinia[image: External link] on 3 October 1935.[15] The British historian Antony Beevor[image: External link] views the beginning of World War II as the Battles of Khalkhin Gol[image: External link] fought between Japan and the forces of Mongolia[image: External link] and the Soviet Union from May to September 1939.[16]

The exact date of the war's end is also not universally agreed upon. It was generally accepted at the time that the war ended with the armistice[image: External link] of 14 August 1945 (V-J Day[image: External link]), rather than the formal surrender of Japan (2 September 1945). A peace treaty with Japan[image: External link] was signed in 1951 to formally tie up any loose ends such as compensation to be paid to Allied prisoners of war who had been victims of atrocities.[17] A treaty regarding Germany's future[image: External link] allowed the reunification of East and West Germany[image: External link] to take place in 1990 and resolved other post-World War II issues.[18]
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World War I[image: External link] had radically altered the political[image: External link] European map, with the defeat of the Central Powers[image: External link]—including Austria-Hungary[image: External link], Germany[image: External link], Bulgaria[image: External link] and the Ottoman Empire[image: External link]—and the 1917 Bolshevik[image: External link] seizure of power[image: External link] in Russia[image: External link], which eventually led to the founding of the Soviet Union[image: External link]. Meanwhile, the victorious Allies of World War I[image: External link], such as France, Belgium, Italy, Greece and Romania, gained territory, and new nation-states[image: External link] were created out of the collapse of Austria-Hungary and the Ottoman and Russian Empires[image: External link].

To prevent a future world war, the League of Nations[image: External link] was created during the 1919 Paris Peace Conference[image: External link]. The organisation's primary goals were to prevent armed conflict through collective security[image: External link], military and naval disarmament[image: External link], and settling international disputes through peaceful negotiations and arbitration.

Despite strong pacifist[image: External link] sentiment after World War I[image: External link],[19] its aftermath still caused irredentist[image: External link] and revanchist[image: External link] nationalism[image: External link] in several European states. These sentiments were especially marked in Germany because of the significant territorial, colonial, and financial losses incurred by the Treaty of Versailles[image: External link]. Under the treaty, Germany lost around 13 per cent of its home territory and all of its overseas possessions[image: External link], while German annexation of other states was prohibited, reparations[image: External link] were imposed, and limits were placed on the size and capability of the country's armed forces[image: External link].[20]

The German Empire was dissolved in the German Revolution of 1918–1919[image: External link], and a democratic government, later known as the Weimar Republic[image: External link], was created. The interwar period saw strife between supporters of the new republic and hardline opponents on both the right[image: External link] and left[image: External link]. Italy, as an Entente ally, had made some post-war territorial gains; however, Italian nationalists were angered that the promises made[image: External link] by Britain and France to secure Italian entrance into the war were not fulfilled in the peace settlement. From 1922 to 1925, the Fascist[image: External link] movement led by Benito Mussolini[image: External link] seized power in Italy with a nationalist, totalitarian[image: External link], and class collaborationist[image: External link] agenda that abolished representative democracy, repressed socialist, left-wing and liberal forces, and pursued an aggressive expansionist foreign policy aimed at making Italy a world power[image: External link], promising the creation of a "New Roman Empire[image: External link]".[21]

Adolf Hitler, after an unsuccessful attempt to overthrow the German government[image: External link] in 1923, eventually became the Chancellor of Germany in 1933[image: External link]. He abolished democracy, espousing a radical, racially motivated revision of the world order[image: External link], and soon began a massive rearmament campaign[image: External link].[22] It was at this time that political scientists began to predict that a second Great War might take place.[23][ page needed[image: External link]] Meanwhile, France, to secure its alliance, allowed Italy a free hand in Ethiopia[image: External link], which Italy desired as a colonial possession. The situation was aggravated in early 1935 when the Territory of the Saar Basin[image: External link] was legally reunited with Germany and Hitler repudiated the Treaty of Versailles, accelerated his rearmament programme, and introduced conscription[image: External link].[24]

To contain Germany, the United Kingdom, France and Italy formed the Stresa Front[image: External link] in April 1935; however, that June, the United Kingdom made an independent naval agreement[image: External link] with Germany, easing prior restrictions. The Soviet Union, concerned by Germany's goals of capturing vast areas of Eastern Europe[image: External link], drafted a treaty of mutual assistance with France. Before taking effect though, the Franco-Soviet pact[image: External link] was required to go through the bureaucracy of the League of Nations, which rendered it essentially toothless.[25] The United States, concerned with events in Europe and Asia, passed the Neutrality Act[image: External link] in August of the same year.[26]

Hitler defied the Versailles and Locarno treaties[image: External link] by remilitarising[image: External link] the Rhineland[image: External link] in March 1936, encountering little opposition.[27] In October 1936, Germany and Italy formed the Rome–Berlin Axis[image: External link]. A month later, Germany and Japan signed the Anti-Comintern Pact[image: External link], which Italy would join in the following year.
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The Kuomintang[image: External link] (KMT) party in China launched a unification campaign[image: External link] against regional warlords[image: External link] and nominally unified China in the mid-1920s, but was soon embroiled in a civil war[image: External link] against its former Chinese Communist Party[image: External link] allies[28] and new regional warlords[image: External link] . In 1931, an increasingly militaristic[image: External link] Empire of Japan[image: External link], which had long sought influence in China[29] as the first step of what its government saw as the country's right to rule Asia[image: External link]
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