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				Introduction

			

			
				Introduction

				DNA.

				Sometimes, when we read about biology, we could be forgiven for thinking that those three letters explain everything. Here, for example, are just a few of the statements made on 26 June 2000, when researchers announced that the human genome had been sequenced1:

				Today we are learning the language in which God created life.

				US President Bill Clinton

				We now have the possibility of achieving all we ever hoped for from medicine.

				UK Science Minister Lord Sainsbury

				Mapping the human genome has been compared with putting a man on the moon, but I believe it is more than that. This is the outstanding achievement not only of our lifetime, but in terms of human history.

				Michael Dexter, The Wellcome Trust

				From these quotations, and many others like them, we might well think that researchers could have relaxed a bit after June 2000 because most human health and disease problems could now be sorted out really easily. After all, we had the blueprint for humankind. All we needed to do was get a bit better at understanding this set of instructions, so we could fill in a few details. 

				Unfortunately, these statements have proved at best premature. The reality is rather different.

				We talk about DNA as if it’s a template, like a mould for a car part in a factory. In the factory, molten metal or plastic gets poured into the mould thousands of times and, unless something goes wrong in the process, out pop thousands of identical car parts.

				But DNA isn’t really like that. It’s more like a script. Think of Romeo and Juliet, for example. In 1936 George Cukor directed Leslie Howard and Norma Shearer in a film version. Sixty years later Baz Luhrmann directed Leonardo DiCaprio and Claire Danes in another movie version of this play. Both productions used Shakespeare’s script, yet the two movies are entirely different. Identical starting points, different outcomes. 

				That’s what happens when cells read the genetic code that’s in DNA. The same script can result in different productions. The implications of this for human health are very wide-ranging, as we will see from the case studies we are going to look at in a moment. In all these case studies it’s really important to remember that nothing happened to the DNA blueprint of the people in these case studies. Their DNA didn’t change (mutate), and yet their life histories altered irrevocably in response to their environments.

				Audrey Hepburn was one of the 20th century’s greatest movie stars. Stylish, elegant and with a delicately lovely, almost fragile bone structure, her role as Holly Golightly in Breakfast at Tiffany’s has made her an icon, even to those who have never seen the movie. It’s startling to think that this wonderful beauty was created by terrible hardship. Audrey Hepburn was a survivor of an event in the Second World War known as the Dutch Hunger Winter. This ended when she was sixteen years old but the after-effects of this period, including poor physical health, stayed with her for the rest of her life.

				The Dutch Hunger Winter lasted from the start of November 1944 to the late spring of 1945. This was a bitterly cold period in Western Europe, creating further hardship in a continent that had been devastated by four years of brutal war. Nowhere was this worse than in the Western Netherlands, which at this stage was still under German control. A German blockade resulted in a catastrophic drop in the availability of food to the Dutch population. At one point the population was trying to survive on only about 30 per cent of the normal daily calorie intake. People ate grass and tulip bulbs, and burned every scrap of furniture they could get their hands on, in a desperate effort to stay alive. Over 20,000 people had died by the time food supplies were restored in May 1945.

				The dreadful privations of this time also created a remarkable scientific study population. The Dutch survivors were a well-defined group of individuals all of whom suffered just one period of malnutrition, all of them at exactly the same time. Because of the excellent healthcare infrastructure and record-keeping in the Netherlands, epidemiologists have been able to follow the long-term effects of the famine. Their findings were completely unexpected.

				One of the first aspects they studied was the effect of the famine on the birth weights of children who had been in the womb during that terrible period. If a mother was well-fed around the time of conception and malnourished only for the last few months of the pregnancy, her baby was likely to be born small. If, on the other hand, the mother suffered malnutrition for the first three months of the pregnancy only (because the baby was conceived towards the end of this terrible episode), but then was well-fed, she was likely to have a baby with a normal body weight. The foetus ‘caught up’ in body weight.

				That all seems quite straightforward, as we are all used to the idea that foetuses do most of their growing in the last few months of pregnancy. But epidemiologists were able to study these groups of babies for decades and what they found was really surprising. The babies who were born small stayed small all their lives, with lower obesity rates than the general population. For forty or more years, these people had access to as much food as they wanted, and yet their bodies never got over the early period of malnutrition. Why not? How did these early life experiences affect these individuals for decades? Why weren’t these people able to go back to normal, once their environment reverted to how it should be?

				Even more unexpectedly, the children whose mothers had been malnourished only early in pregnancy, had higher obesity rates than normal. Recent reports have shown a greater incidence of other health problems as well, including certain tests of mental activity. Even though these individuals had seemed perfectly healthy at birth, something had happened to their development in the womb that affected them for decades after. And it wasn’t just the fact that something had happened that mattered, it was when it happened. Events that take place in the first three months of development, a stage when the foetus is really very small, can affect an individual for the rest of their life.

				Even more extraordinarily, some of these effects seem to be present in the children of this group, i.e. in the grandchildren of the women who were malnourished during the first three months of their pregnancy. So something that happened in one pregnant population affected their children’s children. This raised the really puzzling question of how these effects were passed on to subsequent generations.

				Let’s consider a different human story. Schizophrenia is a dreadful mental illness which, if untreated, can completely overwhelm and disable an affected person. Patients may present with a range of symptoms including delusions, hallucinations and enormous difficulties focusing mentally. People with schizophrenia may become completely incapable of distinguishing between the ‘real world’ and their own hallucinatory and delusional realm. Normal cognitive, emotional and societal responses are lost. There is a terrible misconception that people with schizophrenia are likely to be violent and dangerous. For the majority of patients this isn’t the case at all, and the people most likely to suffer harm because of this illness are the patients themselves. Individuals with schizophrenia are fifty times more likely to attempt suicide than healthy individuals2.

				Schizophrenia is a tragically common condition. It affects between 0.5 per cent and 1 per cent of the population in most countries and cultures, which means that there may be over fifty million people alive today who are suffering from this condition. Scientists have known for some time that genetics plays a strong role in determining if a person will develop this illness. We know this because if one of a pair of identical twins has schizophrenia, there is a 50 per cent chance that their twin will also have the condition. This is much higher than the 1 per cent risk in the general population.

				Identical twins have exactly the same genetic code as each other. They share the same womb and usually they are brought up in very similar environments. When we consider this, it doesn’t seem surprising that if one of the twins develops schizophrenia, the chance that his or her twin will also develop the illness is very high. In fact, we have to start wondering why it isn’t higher. Why isn’t the figure 100 per cent? How is it that two apparently identical individuals can become so very different? An individual has a devastating mental illness but will their identical twin suffer from it too? Flip a coin – heads they win, tails they lose. Variations in the environment are unlikely to account for this, and even if they did, how would these environmental effects have such profoundly different impacts on two genetically identical people?

				Here’s a third case study. A small child, less than three years old, is abused and neglected by his or her parents. Eventually, the state intervenes and the child is taken away from the biological parents and placed with foster or adoptive parents. These new carers love and cherish the child, doing everything they can to create a secure home, full of affection. The child stays with these new parents throughout the rest of its childhood and adolescence, and into young adulthood.

				Sometimes everything works out well for this person. They grow up into a happy, stable individual indistinguishable from all their peers who had normal, non-abusive childhoods. But often, tragically, it doesn’t work out this way. Children who have suffered from abuse or neglect in their early years grow up with a substantially higher risk of adult mental health problems than the general population. All too often the child grows up into an adult at high risk of depression, self-harm, drug abuse and suicide.

				Once again, we have to ask ourselves why. Why is it so difficult to override the effects of early childhood exposure to neglect or abuse? Why should something that happened early in life have effects on mental health that may still be obvious decades later? In some cases, the adult may have absolutely no recollection of the traumatic events, and yet they may suffer the consequences mentally and emotionally for the rest of their lives.

				These three case studies seem very different on the surface. The first is mainly about nutrition, especially of the unborn child. The second is about the differences that arise between genetically identical individuals. The third is about long-term psychological damage as a result of childhood abuse.

				But these stories are linked at a very fundamental biological level. They are all examples of epigenetics. Epigenetics is the new discipline that is revolutionising biology. Whenever two genetically identical individuals are non-identical in some way we can measure, this is called epigenetics. When a change in environment has biological consequences that last long after the event itself has vanished into distant memory, we are seeing an epigenetic effect in action.

				Epigenetic phenomena can be seen all around us, every day. Scientists have identified many examples of epigenetics, just like the ones described above, for many years. When scientists talk about epigenetics they are referring to all the cases where the genetic code alone isn’t enough to describe what’s happening – there must be something else going on as well.

				This is one of the ways that epigenetics is described scientifically, where things which are genetically identical can actually appear quite different to one another. But there has to be a mechanism that brings out this mismatch between the genetic script and the final outcome. These epigenetic effects must be caused by some sort of physical change, some alterations in the vast array of molecules that make up the cells of every living organism. This leads us to the other way of viewing epigenetics – the molecular description. In this model, epigenetics can be defined as the set of modifications to our genetic material that change the ways genes are switched on or off, but which don’t alter the genes themselves.

				Although it may seem confusing that the word ‘epigenetics’ can have two different meanings, it’s just because we are describing the same event at two different levels. It’s a bit like looking at the pictures in old newspapers with a magnifying glass, and seeing that they are made up of dots. If we didn’t have a magnifying glass we might have thought that each picture was just made in one solid piece and we’d probably never have been able to work out how so many new images could be created each day. On the other hand, if all we ever did was look through the magnifying glass, all we would see would be dots, and we’d never see the incredible image that they formed together and which we’d see if we could only step back and look at the big picture.

				The revolution that has happened very recently in biology is that for the first time we are actually starting to understand how amazing epigenetic phenomena are caused. We’re no longer just seeing the large image, we can now also analyse the individual dots that created it. Crucially, this means that we are finally starting to unravel the missing link between nature and nurture; how our environment talks to us and alters us, sometimes forever.

				The ‘epi’ in epigenetics is derived from Greek and means at, on, to, upon, over or beside. The DNA in our cells is not some pure, unadulterated molecule. Small chemical groups can be added at specific regions of DNA. Our DNA is also smothered in special proteins. These proteins can themselves be covered with additional small chemicals. None of these molecular amendments changes the underlying genetic code. But adding these chemical groups to the DNA, or to the associated proteins, or removing them, changes the expression of nearby genes. These changes in gene expression alter the functions of cells, and the very nature of the cells themselves. Sometimes, if these patterns of chemical modifications are put on or taken off at a critical period in development, the pattern can be set for the rest of our lives, even if we live to be over a hundred years of age.

				There’s no debate that the DNA blueprint is a starting point. A very important starting point and absolutely necessary, without a doubt. But it isn’t a sufficient explanation for all the sometimes wonderful, sometimes awful, complexity of life. If the DNA sequence was all that mattered, identical twins would always be absolutely identical in every way. Babies born to malnourished mothers would gain weight as easily as other babies who had a healthier start in life. And as we shall see in Chapter 1, we would all look like big amorphous blobs, because all the cells in our bodies would be completely identical.

				Huge areas of biology are influenced by epigenetic mechanisms, and the revolution in our thinking is spreading further and further into unexpected frontiers of life on our planet. Some of the other examples we’ll meet in this book include why we can’t make a baby from two sperm or two eggs, but have to have one of each. What makes cloning possible? Why is cloning so difficult? Why do some plants need a period of cold before they can flower? Since queen bees and worker bees are genetically identical, why are they completely different in form and function? Why are all tortoiseshell cats female? Why is it that humans contain trillions of cells in hundreds of complex organs, and microscopic worms contain about a thousand cells and only rudimentary organs, but we and the worm have the same number of genes?

				Scientists in both the academic and commercial sectors are also waking up to the enormous impact that epigenetics has on human health. It’s implicated in diseases from schizophrenia to rheumatoid arthritis, and from cancer to chronic pain. There are already two types of drugs that successfully treat certain cancers by interfering with epigenetic processes. Pharmaceutical companies are spending hundreds of millions of dollars in a race to develop the next generation of epigenetic drugs to treat some of the most serious illnesses afflicting the industrialised world. Epigenetic therapies are the new frontiers of drug discovery.

				In biology, Darwin and Mendel came to define the 19th century as the era of evolution and genetics; Watson and Crick defined the 20th century as the era of DNA, and the functional understanding of how genetics and evolution interact. But in the 21st century it is the new scientific discipline of epigenetics that is unravelling so much of what we took as dogma and rebuilding it in an infinitely more varied, more complex and even more beautiful fashion.

				The world of epigenetics is a fascinating one. It’s filled with remarkable subtlety and complexity, and in Chapters 3 and 4 we’ll delve deeper into the molecular biology of what’s happening to our genes when they become epigenetically modified. But like so many of the truly revolutionary concepts in biology, epigenetics has at its basis some issues that are so simple they seem completely self-evident as soon as they are pointed out. Chapter 1 is the single most important example of such an issue. It’s the investigation which started the epigenetics revolution.

			

		

	
		
			
				Notes on nomenclature

				There is an international convention on the way that the names of genes and proteins are written, which we adhere to in this book.

				Gene names and symbols are written in italics. The proteins encoded by the genes are written in plain text.

				The symbols for human genes and proteins are written in upper case. For other species, such as mice, the symbols are usually written with only the first letter capitalised.

				This is summarised for a hypothetical gene in the following table.
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								Other e.g. mouse

							
						

						
								
								Gene name

							
								
								SO DAMNED COMPLICATED

							
								
								So Damned Complicated

							
						

						
								
								Gene symbol

							
								
								SDC

							
								
								Sdc

							
						

						
								
								Protein name

							
								
								SO DAMNED COMPLICATED 

							
								
								So Damned Complicated

							
						

						
								
								Protein symbol
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				Like all rules, however, there are a few quirks in this system and while these conventions apply in general we will encounter some exceptions in this book.

			

		

	
		
			
				Chapter 1

				An Ugly Toad and an Elegant Man

				Like the toad, ugly and venomous,

				Wears yet a precious jewel in his head

				William Shakespeare

				Humans are composed of about 50 to 70 trillion cells. That’s right, 50,000,000,000,000 cells. The estimate is a bit vague but that’s hardly surprising. Imagine we somehow could break a person down into all their individual cells and then count those cells, at a rate of one cell every second. Even at the lower estimate it would take us about a million and a half years, and that’s without stopping for coffee or losing count at any stage. These cells form a huge range of tissues, all highly specialised and completely different from one another. Unless something has gone very seriously wrong, kidneys don’t start growing out of the top of our heads and there are no teeth in our eyeballs. This seems very obvious – but why don’t they? It’s actually quite odd, when we remember that every cell in our body was derived from the division of just one starter cell. This single cell is called the zygote. A zygote forms when one sperm merges with one egg. This zygote splits in two; those two cells divide again and so on, to create the miraculous piece of work which is a full human body. As they divide the cells become increasingly different from one another and form specialised cell types. This process is known as differentiation. It’s a vital one in the formation of any multicellular organism.

				If we look at bacteria down a microscope then pretty much all the bacteria of a single species look identical. Look at certain human cells in the same way – say, a food-absorbing cell from the small intestine and a neuron from the brain – and we would be hard pressed to say that they were even from the same planet. But so what? Well, the big ‘what’ is that these cells started out with exactly the same genetic material as one another. And we do mean exactly – this has to be the case, because they came from just one starter cell, that zygote. So the cells have become completely different even though they came from one cell with just one blueprint.

				One explanation for this is that the cells are using the same information in different ways and that’s certainly true. But it’s not necessarily a statement that takes us much further forwards. In a 1960 adaptation of H. G. Wells’s The Time Machine, starring Rod Taylor as the time-travelling scientist, there’s a scene where he shows his time machine to some learned colleagues (all male, naturally) and one asks for an explanation of how the machine works. Our hero then describes how the occupant of the machine will travel through time by the following mechanism:

				In front of him is the lever that controls movement. Forward pressure sends the machine into the future. Backward pressure, into the past. And the harder the pressure, the faster the machine travels.

				Everyone nods sagely at this explanation. The only problem is that this isn’t an explanation, it’s just a description. And that’s also true of that statement about cells using the same information in different ways – it doesn’t really tell us anything, it just re-states what we already knew in a different way.

				What’s much more interesting is the exploration of how cells use the same genetic information in different ways. Perhaps even more important is how the cells remember and keep on doing it. Cells in our bone marrow keep on producing blood cells, cells in our liver keep on producing liver cells. Why does this happen?

				One possible and very attractive explanation is that as cells become more specialised they rearrange their genetic material, possibly losing genes they don’t require. The liver is a vital and extremely complicated organ. The website of the British Liver Trust1 states that the liver performs over 500 functions, including processing the food that has been digested by our intestines, neutralising toxins and creating enzymes that carry out all sorts of tasks in our bodies. But one thing the liver simply never does is transport oxygen around the body. That job is carried out by our red blood cells, which are stuffed full of a particular protein, haemoglobin. Haemoglobin binds oxygen in tissues where there’s lots available, like our lungs, and then releases it when the red blood cell reaches a tissue that needs this essential chemical, such as the tiny blood vessels in the tips of our toes. The liver is never going to carry out this function, so perhaps it just gets rid of the haemoglobin gene, which it simply never uses.

				It’s a perfectly reasonable suggestion – cells could simply lose genetic material they aren’t going to use. As they differentiate, cells could jettison hundreds of genes they no longer need. There could of course be a slightly less drastic variation on this – maybe the cells shut down genes they aren’t using. And maybe they do this so effectively that these genes can never ever be switched on again in that cell, i.e. the genes are irreversibly inactivated. The key experiments that examined these eminently reasonable hypotheses – loss of genes, or irreversible inactivation – involved an ugly toad and an elegant man.

				Turning back the biological clock

				The work has its origins in experiments performed many decades ago in England by John Gurdon, first in Oxford and subsequently Cambridge. Now Professor Sir John Gurdon, he still works in a lab in Cambridge, albeit these days in a gleaming modern building that has been named after him. He’s an engaging, unassuming and striking man who, 40 years on from his ground-breaking work, continues to publish research in a field that he essentially founded.

				John Gurdon cuts an instantly recognisable figure around Cambridge. Now in his seventies, he is tall, thin and has a wonderful head of swept back blonde hair. He looks like the quintessential older English gentleman of American movies, and fittingly he went to school at Eton. There is a lovely story that John Gurdon still treasures a school report from his biology teacher at that institution which says, ‘I believe Gurdon has ideas about becoming a scientist. In present showing, this is quite ridiculous.’2 The teacher’s comments were based on his pupil’s dislike of mindless rote learning of unconnected facts. But as we shall see, for a scientist as wonderful as John Gurdon, memory is much less important than imagination.

				In 1937 the Hungarian biochemist Albert Szent-Gyorgyi won the Nobel Prize for Physiology or Medicine, his achievements including the discovery of vitamin C. In a phrase that has various subtly different translations but one consistent interpretation he defined discovery as, ‘To see what everyone else has seen but to think what nobody else has thought’3. It is probably the best description ever written of what truly great scientists do. And John Gurdon is truly a great scientist, and may well follow in Szent-Gyorgyi’s Nobel footsteps. In 2009 he was a co-recipient of the Lasker Prize, which is to the Nobel what the Golden Globes are so often to the Oscars. John Gurdon’s work is so wonderful that when it is first described it seems so obvious, that anyone could have done it. The questions he asked, and the ways in which he answered them, have that scientifically beautiful feature of being so elegant that they seem entirely self-evident.

				John Gurdon used non-fertilised toad eggs in his work. Any of us who has ever kept a tank full of frogspawn and watched this jelly-like mass develop into tadpoles and finally tiny frogs, has been working, whether we thought about it in these terms or not, with fertilised eggs, i.e. ones into which sperm have entered and created a new complete nucleus. The eggs John Gurdon worked on were a little like these, but hadn’t been exposed to sperm.

				There were good reasons why he chose to use toad eggs in his experiments. The eggs of amphibians are generally very big, are laid in large numbers outside the body and are see-through. All these features make amphibians a very handy experimental species in developmental biology, as the eggs are technically relatively easy to handle. Certainly a lot better than a human egg, which is hard to obtain, very fragile to handle, is not transparent and is so small that we need a microscope just to see it.

				John Gurdon worked on the African clawed toad (Xenopus laevis, to give it its official title), one of those John Malkovich ugly-handsome animals, and investigated what happens to cells as they develop and differentiate and age. He wanted to see if a tissue cell from an adult toad still contained all the genetic material it had started with, or if it had lost or irreversibly inactivated some as the cell became more specialised. The way he did this was to take a nucleus from the cell of an adult toad and insert it into an unfertilised egg that had had its own nucleus removed. This technique is called somatic cell nuclear transfer (SCNT), and will come up over and over again. ‘Somatic’ comes from the Greek word for ‘body’.

				After he’d performed the SCNT, John Gurdon kept the eggs in a suitable environment (much like a child with a tank of frogspawn) and waited to see if any of these cultured eggs hatched into little toad tadpoles.

				The experiments were designed to test the following hypothesis: ‘As cells become more specialised (differentiated) they undergo an irreversible loss/inactivation of genetic material.’ There were two possible outcomes to these experiments:

				Either

				The hypothesis was correct and the ‘adult’ nucleus has lost some of the original blueprint for creating a new individual. Under these circumstances an adult nucleus will never be able to replace the nucleus in an egg and so will never generate a new healthy toad, with all its varied and differentiated tissues. 

				Or

				The hypothesis was wrong, and new toads can be created by removing the nucleus from an egg and replacing it with one from adult tissues.

				Other researchers had started to look at this before John Gurdon decided to tackle the problem – two scientists called Briggs and King using a different amphibian, the frog Rana pipiens. In 1952 they transplanted the nuclei from cells at a very early stage of development into an egg lacking its own original nucleus and they obtained viable frogs. This demonstrated that it was technically possible to transfer a nucleus from another cell into an ‘empty’ egg without killing the cell. However, Briggs and King then published a second paper using the same system but transferring a nucleus from a more developed cell type and this time they couldn’t create any frogs. The difference in the cells used for the nuclei in the two papers seems astonishingly minor – just one day older and no froglets. This supported the hypothesis that some sort of irreversible inactivation event had taken place as the cells differentiated. A lesser man than John Gurdon might have been put off by this. Instead he spent over a decade working on the problem.

				The design of the experiments was critical. Imagine we have started reading detective stories by Agatha Christie. After we’ve read our first three we develop the following hypothesis: ‘The killer in an Agatha Christie novel is always the doctor.’ We read three more and the doctor is indeed the murderer in each. Have we proved our hypothesis? No. There’s always going to be the thought that maybe we should read just one more to be sure. And what if some are out of print, or unobtainable? No matter how many we read, we may never be entirely sure that we’ve read the entire collection. But that’s the joy of disproving hypotheses. All we need is one instance in which Poirot or Miss Marple reveal that the doctor was a man of perfect probity and the killer was actually the vicar, and our hypothesis is shot to pieces. And that is how the best scientific experiments are designed – to disprove, not to prove an idea.

				And that was the genius of John Gurdon’s work. When he performed his experiments what he was attempting was exceptionally challenging with the technology of the time. If he failed to generate toads from the adult nuclei this could simply mean his technique had something wrong with it. No matter how many times he did the experiment without getting any toads, this wouldn’t actually prove the hypothesis. But if he did generate live toads from eggs where the original nucleus had been replaced by the adult nucleus he would have disproved the hypothesis. He would have demonstrated beyond doubt that when cells differentiate, their genetic material isn’t irreversibly lost or changed. The beauty of this approach is that just one such toad would topple the entire theory – and topple it he did.

				John Gurdon is incredibly generous in his acknowledgement of the collegiate nature of scientific research, and the benefits he obtained from being in dynamic laboratories and universities. He was lucky to start his work in a well set-up laboratory which had a new piece of equipment which produced ultraviolet light. This enabled him to kill off the original nuclei of the recipient eggs without causing too much damage, and also ‘softened up’ the cell so that he could use tiny glass hypodermic needles to inject donor nuclei. Other workers in the lab had, in some unrelated research, developed a strain of toads which had a mutation with an easily detectable, but non-damaging effect. Like almost all mutations this was carried in the nucleus, not the cytoplasm. The cytoplasm is the thick liquid inside cells, in which the nucleus sits. So John Gurdon used eggs from one strain and donor nuclei from the mutated strain. This way he would be able to show unequivocally that any resulting toads had been coded for by the donor nuclei, and weren’t just the result of experimental error, as could happen if a few recipient nuclei had been left over after treatment.

				John Gurdon spent around fifteen years, starting in the late 1950s, demonstrating that in fact nuclei from specialised cells are able to create whole animals if placed in the right environment i.e. an unfertilised egg4. The more differentiated/specialised the donor cell was, the less successful the process in terms of numbers of animals, but that’s the beauty of disproving a hypothesis – we might need a lot of toad eggs to start with but we don’t need to end up with many live toads to make our case. Just one non-murderous doctor will do it, remember?

				So John Gurdon showed us that although there is something in cells that can keep specific genes turned on or switched off in different cell types, whatever this something is, it can’t be loss or permanent inactivation of genetic material, because if he put an adult nucleus into the right environment – in this case an ‘empty’ unfertilised egg – it forgot all about this memory of which cell type it came from. It went back to being a naive nucleus from an embryo and started the whole developmental process again.

				Epigenetics is the ‘something’ in these cells. The epigenetic system controls how the genes in DNA are used, in some cases for hundreds of cell division cycles, and the effects are inherited from when cells divide. Epigenetic modifications to the essential blueprint exist over and above the genetic code, on top of it, and program cells for decades. But under the right circumstances, this layer of epigenetic information can be removed to reveal the same shiny DNA sequence that was always there. That’s what happened when John Gurdon placed the nuclei from fully differentiated cells into the unfertilised egg cells.

				Did John Gurdon know what this process was when he generated his new baby toads? No. Does that make his achievement any less magnificent? Not at all. Darwin knew nothing about genes when he developed the theory of evolution through natural selection. Mendel knew nothing about DNA when, in an Austrian monastery garden, he developed his idea of inherited factors that are transmitted ‘true’ from generation to generation of peas. It doesn’t matter. They saw what nobody else had seen and suddenly we all had a new way of viewing the world.

				The epigenetic landscape

				Oddly enough, there was a conceptual framework that was in existence when John Gurdon performed his work. Go to any conference with the word ‘epigenetics’ in the title and at some point one of the speakers will refer to something called ‘Waddington’s epigenetic landscape’. They will show the grainy image seen in Figure 1.1.

				Conrad Waddington was a hugely influential British polymath. He was born in 1903 in India but was sent back to England to go to school. He studied at Cambridge University but spent most of his career at the University of Edinburgh. His academic interests ranged from developmental biology to the visual arts to philosophy, and the cross-fertilisation between these areas is evident in the new ways of thinking that he pioneered.
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					Figure 1.1 The image created by Conrad Waddington to represent the epigenetic landscape. The position of the ball represents different cell fates. 

				

				Waddington presented his metaphorical epigenetic landscape in 1957 to exemplify concepts of developmental biology5. The landscape merits quite a bit of discussion. As you can see, there is a ball at the top of a hill. As the ball rolls down the hill, it can roll into one of several troughs towards the bottom of the hill. Visually this immediately suggests various things to us, because we have all at some point in our childhood rolled balls down hills, or stairs, or something.

				What do we immediately understand when we see the image of Waddington’s landscape? We know that once a ball has reached the bottom it is likely to stay there unless we do something to it. We know that to get the ball back up to the top will be harder than rolling it down the hill in the first place. We also know that to roll the ball out of one trough and into another will be hard. It might even be easier to roll it part or all of the way back up and then direct it into a new trough, than to try and roll it directly from one trough to another. This is especially true if the two troughs we’re interested in are separated by more than one hillock.

				This image is incredibly powerful in helping to visualise what might be happening during cellular development. The ball at the top of the hill is the zygote, the single cell that results from the fusion of one egg and one sperm. As the various cells of the body begin to differentiate (become more specialised), each cell is like a ball that has rolled further down the hill and headed into one of the troughs. Once it has gone as far as it can go, it’s going to stay there. Unless something extraordinarily dramatic happens, that cell is never going to turn into another cell type (jump across to another trough). Nor is it going to move back up to the top of the hill and then roll down again to give rise to all sorts of different cell types.

				Like the time traveller’s levers, Waddington’s landscape at first just seems like another description. But it’s more than that, it’s a model that helps us to develop ways of thinking. Just like so many of the scientists in this chapter, Waddington didn’t know the details of the mechanisms but that didn’t really matter. He gave us a way of thinking about a problem that was useful.

				John Gurdon’s experiments had shown that sometimes, if he pushed hard enough, he could move a cell from the very bottom of a trough at the bottom of the hill, right the way back up to the top. From there it can roll down and become any other cell type once more. And every toad that John Gurdon and his team created taught us two other important things. The first is that cloning – the recreation of an animal from the cells of an adult – is possible, because that’s what he had achieved. The second thing it taught us is that cloning is really difficult, because he had to perform hundreds of SCNTs for every toad that he managed to generate.

				That’s why there was such a furore in 1996 when Keith Campbell and Ian Wilmut at the Roslin Institute created the first mammalian clone, Dolly the sheep6. Like John Gurdon, they used SCNT. In the case of Dolly, the scientists transferred the nucleus from a cell in the mammary gland of an adult ewe into an unfertilised sheep egg from which they had removed the original nucleus. Then they transplanted this into the uterus of a recipient ewe. Pioneers of cloning were nothing if not obsessively persistent. Campbell and Wilmut performed nearly 300 nuclear transfers before they obtained that one iconic animal, which now revolves in a glass case in the Royal Scottish Museum in Edinburgh. Even today, when all sorts of animals have been cloned, from racehorses to prize cattle and even pet dogs and cats, the process is incredibly inefficient. Two questions have remained remarkably pertinent since Dolly tottered on her soon to be prematurely arthritic legs into the pages of history. The first is why is cloning animals so inefficient? The second is why are the animals so often less healthy than ‘natural’ offspring? The answer in both cases is epigenetics, and the molecular explanations will become apparent as we move through our exploration of the field. But before we do, we’re going to take our cue from H. G. Wells’s time traveller and fast-forward over thirty years from John Gurdon in Cambridge to a laboratory in Japan, where an equally obsessive scientist has found a completely new way of cloning animals from adult cells.

			

		

	
		
			
				Chapter 2

				How We Learned to Roll Uphill

				Any intelligent fool can make things bigger and more complex … It takes a touch of genius and a lot of courage to move in the opposite direction.

				Albert Einstein

				Let’s move on about 40 years from John Gurdon’s work, and a decade on from Dolly. There is so much coverage in the press about cloned mammals that we might think this procedure has become routine and easy. The reality is that it is still highly time-consuming and laborious to create clones by nuclear transfer, and consequently it’s generally a very costly process. Much of the problem lies in the fact that the process relies on manually transferring somatic nuclei into eggs. Unlike the amphibians that John Gurdon worked on, there’s the additional problem that mammals don’t produce very many eggs at once. Mammalian eggs also have to be extracted carefully from the body, they aren’t just ejected into a tank like toad eggs. Mammalian eggs have to be cultured incredibly delicately to keep them healthy and alive. Researchers need to remove the nucleus manually from an egg, inject in a nucleus from an adult cell (without damaging anything), then keep culturing the cells really, really carefully until they can be implanted into the uterus of another female. This is incredibly intensive and painstaking work and we can only do it one cell at a time.

				For many years, scientists had a dream of how they would carry out cloning in an ideal world. They would take really accessible cells from the adult mammal they wanted to clone. A small sample of cells scraped from the skin would be a pleasantly easy option. Then they would treat these cells in the laboratory, adding specific genes, or proteins, or chemicals. This treatment would change the way the nuclei of these cells behaved. Instead of acting like the nucleus of a skin cell, they would act the same way as nuclei from newly fertilised eggs. The treatment would therefore have the same ultimate effect as transferring the nuclei from adult cells into fertilised eggs, from which their own nuclei had been removed. The beauty of such a hypothetical scheme is that we’d have bypassed most of the really difficult and time-consuming steps that require such a high level of technical skill in manipulating tiny cells. This would make it an easily accessible technique and one that could be carried out on lots of cells simultaneously, rather than just one nuclear transfer at a time.

				Okay, we’d still have to find a way of putting them into a surrogate mother, but we only have to go down the surrogate mother route if we want to generate a complete individual. Sometimes this is exactly what we want – to re-create a prize bull or prize stallion, for example, but this is not what most sane people want to do with humans. Indeed cloning humans (reproductive cloning) is banned in pretty much every country which has the scientists and the infrastructure to undertake such a task. But actually for most purposes we don’t need to go as far as this stage for cloning to be useful for humans. What we need are cells that have the potential to turn into lots of other cell types. These are the cells that are known as stem cells, and they are metaphorically near the top of Waddington’s epigenetic landscape. The reason we need such cells lies in the nature of the diseases that are major problems in the developed world.

				In the rich parts of our planet the diseases that kill most of us are chronic. They take a long time to develop and often they take a long time to kill us when they do. Take heart disease, for example – if someone survives the initial heart attack they don’t necessarily ever go back to having a totally healthy heart again. During the attack some of the heart muscle cells (cardiomyocytes) may become starved of oxygen and die. We might imagine this would be no problem, as surely the heart can create replacement cells? After all, if we donate blood, our bone marrow can make more red blood cells. Similarly, we have to do an awful lot of damage to the liver before it stops being able to regenerate and repair itself. But the heart is different. Cardiomyocytes are referred to as ‘terminally differentiated’ – they have gone right to the bottom of Waddington’s hill and are stuck in a particular trough. Unlike bone marrow or liver, the heart doesn’t have an accessible reservoir of less specialised cells (cardiac stem cells) that could turn into new cardiomyocytes. So, the long-term problem that follows a heart attack is that our bodies can’t make new cardiac muscle cells. The body does the only thing it can and replaces the dead cardiomyocytes with connective tissue, and the heart never beats in quite the same way it did before.

				Similar things happen in so many diseases – the insulin-secreting cells that are lost when teenagers develop type 1 diabetes, the brain cells that are lost in Alzheimer’s disease, the cartilage producing cells that disappear during osteoarthritis – the list goes on and on. It would be great if we could replace these with new cells, identical to our own. This way we wouldn’t have to deal with all the rejection issues that make organ transplants such a challenge, or with the lack of availability of donors. Using stem cells in this way is referred to as therapeutic cloning; creating cells identical to a specific individual in order to treat a disease.

				For over 40 years we’ve known that in theory this could be possible. John Gurdon’s work and all that followed after him showed that adult cells contain the blueprints for all the cells of the body if we can only find the correct way of accessing them. John Gurdon had taken nuclei from adult toads, put them into toad eggs and been able to push those nuclei all the way back up Waddington’s landscape and create new animals. The adult nuclei had been – and this word is critical – reprogrammed. Ian Wilmut and Keith Campbell had done pretty much the same thing with sheep. The important common feature to recognise here is that in each case the reprogramming only worked when the adult nucleus was placed inside an unfertilised egg. It was the egg that was really important. We can’t clone an animal by taking an adult nucleus and putting it into some other cell type.

				Why not?

				We need a little cell biology here. The nucleus contains the vast majority of the DNA/genes that encode us – our blueprint. There’s a miniscule fraction of DNA that isn’t in the nucleus, it’s in tiny structures called mitochondria, but we don’t need to worry about that here. When we’re first taught about cells in school it’s almost as if the nucleus is all powerful and the rest of the cell – the cytoplasm – is a bag of liquid that doesn’t really do much. Nothing could be further from the truth, and this is especially the case for the egg, because the toads and Dolly have taught us that the cytoplasm of the egg is absolutely key. Something, or some things, in that egg cytoplasm actively reprogrammed the adult nucleus that the experimenters injected into it. These unknown factors moved a nucleus from the bottom of one of Waddington’s troughs right back to the top of the landscape.

				Nobody really understood how the cytoplasm of eggs could convert adult nuclei into ones like zygotes. There was pretty much an assumption that whatever it was must be incredibly complicated and difficult to unravel. Often in science really big questions have smaller, more manageable questions inside them. So a number of labs tackled a conceptually simpler, but technically still hugely challenging issue.

				Endless potential

				Remember that ball at the top of Waddington’s landscape. In cellular terms it’s the zygote and it’s referred to as totipotent, that is, it has the potential to form every cell in the body, including the placenta. Of course, zygotes by definition are rather limited in number and most scientists working in very early development use cells from a bit later, the famous embryonic stem (ES) cells. These are created as a result of normal developmental pathways. The zygote divides a few times to create a bundle of cells called the blastocyst. Although the blastocyst typically has less than 150 cells it’s already an early embryo with two distinct compartments. There’s an outer layer called the trophectoderm, which will eventually form the placenta and other extra-embryonic tissues, and an inner cell mass (ICM).

				Figure 2.1 shows what the blastocyst looks like. The drawing is in two dimensions but in reality the blastocyst is a three-dimensional structure, so the actual shape is that of a tennis ball that’s had a golf ball glued inside it.
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					Figure 2.1 A diagram of the mammalian blastocyst. The cells of the trophectoderm will give rise to the placenta. During normal development, the cells of the Inner Cell Mass (ICM) will give rise to the tissues of the embryo. Under laboratory conditions, the cells of the ICM can be grown in culture as pluripotent embryonic stem (ES) cells.

				

				The cells of the ICM can be grown in the lab in culture dishes. They’re fiddly to maintain and require specialised culture conditions and careful handling, but do it right and they reward us by dividing a limitless number of times and staying the same as the parent cell. These are the ES cells and as their full name suggests, they can form every cell of the embryo and ultimately of the mature animal. They aren’t totipotent – they can’t make placenta – so they are called pluripotent because they make pretty much anything else.

				These ES cells have been invaluable for understanding what’s important for keeping cells in a pluripotent state. Over the years a number of leading scientists including Azim Surani in Cambridge, Austin Smith in Edinburgh, Rudolf Jaenisch in Boston and Shinya Yamanaka in Kyoto have devoted huge amounts of time to identifying the genes and proteins expressed (switched on) in ES cells. They particularly tried to identify genes that keep the ES cells in a pluripotent state. These genes are extraordinarily important because ES cells seem to be very prone to turn into other cell types in culture if you don’t keep the conditions just right. Just a small change in culture conditions, for example, and a culture dish full of one-time ES cells can differentiate into cardiomyocytes and do what heart cells do best: they beat along in time with one another. A slightly different change in conditions – altering the delicate balance of chemicals in the culture fluid, for example, can divert the ES cells away from the cardiac route and start the development of cells that give rise to the neurons in our brains.

				Scientists working on ES cells identified a whole slew of genes that were important for keeping the cells pluripotent. The functions of the various genes they identified weren’t necessarily identical. Some were important for self-renewal, i.e. one ES dividing to form two ES cells, whereas others were required to stop the cells from differentiating1. 

				So, by the early years of the 21st century scientists had found a way of maintaining pluripotent ES cells in culture dishes and they knew quite a lot about their biology. They had also worked out how to change the culture conditions so that the ES cells would differentiate into various cell types including liver cells, heart cells, neurons etc. But how does this help with the dream we laid out earlier? Could the labs use this information to create new ways of driving cells backwards, to the top of Waddington’s landscape? Would it be possible to take a fully differentiated cell and treat it in a lab so that it would become just like an ES cell, with all the potential that implies? Whilst scientists had good reason to believe this would be theoretically possible, that’s a long way from actually being able to do it. But it was a wonderfully tantalising prospect for scientists interested in using stem cells to treat human diseases.

				By the middle of the first decade of this century, over twenty genes had been identified that seemed to be critical to ES cells. It wasn’t necessarily clear how they worked together and there was every reason to think that there was still plenty we didn’t understand about the biology of ES cells. It was assumed that it would be almost inconceivably difficult to take a mature cell and essentially recreate the vastly complex intracellular conditions that are found in an ES cell. 

				The triumph of optimism

				Sometimes the greatest scientific breakthroughs happen because someone ignores the prevailing pessimism. In this case, the optimist who decided to test what everyone else had assumed was impossible was the aforementioned Shinya Yamanaka, with his postdoctoral research associate Kazutoshi Takahashi. 

				Professor Yamanaka is one of the youngest luminaries in the stem cell and pluripotency field. He was born in Osaka in the early 1960s and rather unusually he has held successful academic positions in high profile institutions in both Japan and the USA. He originally trained as a clinician and became an orthopaedic surgeon. Specialists in this discipline are sometimes dismissed by other surgeons as ‘the hammer and chisel brigade’. This is unfair, but it is true that orthopaedic surgical practice is about as far away from elegant molecular biology and stem cell science as it’s possible to get.

				Perhaps more than any of the other researchers working in the stem cell field, Professor Yamanaka had been driven by a desire to find a way of creating pluripotent cells from differentiated cells in a lab. He started this stage of his work with a list of 24 genes which were vitally important in ES cells. These were all genes called ‘pluripotency genes’ – they have to be switched on if ES cells are to remain pluripotent. If you use various experimental techniques to switch these genes off, the ES cells start to differentiate, just like those beating heart cells in the culture dish, and they never revert to being ES cells again. Indeed, that is partly what happens quite naturally during mammalian development, when cells differentiate and become specialised – they switch off these pluripotency genes.

				Shinya Yamanaka decided to test if combinations of these genes would drive differentiated cells backwards to a more primitive developmental stage. It seemed a long shot and there was always the worry that if the results were negative – i.e. if none of the cells went ‘backwards’ – he wouldn’t know if it was because it just wasn’t possible or if he just hadn’t got the experimental conditions right. This was a risk for an established scientist like Yamanaka, but it was an even bigger gamble for a relatively junior associate like Takahashi, because of the way that the scientific career ladder works.

				When faced with the exposure of damaging personal love letters, the Duke of Wellington famously responded, ‘Publish and be damned!’ The mantra for scientists is almost the same but differs in one critical respect. For us, it’s ‘publish or be damned’ – if you don’t publish papers, you can’t get research funding and you can’t get jobs in universities. And it is rare indeed to get a paper into a good journal if the message of your years of effort boils down to, ‘I tried and I tried but it didn’t work.’ So to take on a project with relatively little likelihood of positive results is a huge leap of faith and we have to admire Takahashi’s courage, in particular.

				Yamanaka and Takahashi chose their 24 genes and decided to test them in a cell type known as MEFs – mouse embryonic fibroblasts. Fibroblasts are the main cells in connective tissue and are found in all sorts of organs including skin. They’re really easy to extract and they grow very easily in culture, so are a great source of cells for experiments. Because the ones known as MEFs are from embryos the hope was that they would still retain a bit of capacity to revert to very early cell types under the right conditions.

				Remember how John Gurdon used donor and acceptor toad strains that had different genetically-encoded markers, so he could tell which nuclei had generated the new animals? Yamanaka did something similar. He used cells from mice which had an extra gene added. This gene is called the neomycin resistance (neoR) gene and it does exactly what it says on the can. Neomycin is an antibiotic-type compound that normally kills mammalian cells. But if the cells have been genetically engineered to express the neoR gene, they will survive. When Yamanaka created the mice he needed for his experiments he inserted the neoR gene in a particular way. This meant that the neoR gene would only get switched on if the cell it was in had become pluripotent. The cell had to be behaving like an ES cell. So if his experiments to push the fibro­blasts backwards experimentally into the undifferentiated ES cell state were successful, the cells would keep growing, even when a lethal dose of the antibiotic was added. If the experiments were unsuccessful, all the cells would die.

				Professor Yamanaka and Doctor Takahashi inserted the 24 genes they wanted to test into specially designed molecules called vectors. These act like Trojan horses, carrying high concentrations of the ‘extra’ DNA into the fibroblasts. Once in the cell, the genes were switched on and produced their specific proteins. Introducing these vectors can be done relatively easily on a large number of cells at once, using chemical treatments or electrical pulses (no fiddly micro-injections for Yamanaka, no indeed). When Shinya Yamanaka used all 24 genes simultaneously, some of the cells survived the neomycin treatment. It was only a tiny fraction of the cells but it was an encouraging result nonetheless. It meant these cells had switched on the neoR gene. This implied they were behaving like ES cells. But if he used the genes singly, no cells survived. Shinya Yamanaka and Kazutoshi Takahashi then added various sets of 23 genes to the cells. They used the results from these experiments to identify ten genes that were each really critical for creating the neomycin-resistant pluripotent cells. By testing various combinations from these ten genes they finally hit on the smallest number of genes that could act together to turn embryonic fibroblasts into ES-like cells.

				The magic number turned out to be four. When the fibroblasts were invaded by vectors carrying genes called Oct4, Sox2, Klf4 and c-Myc something quite extraordinary happened. The cells survived in neomycin, showing they had switched on the neoR gene and were therefore like ES cells. Not only that, but the fibroblasts began to change shape to look like ES cells. Using various experimental systems, the researchers were able to turn these reprogrammed cells into the three major tissue types from which all organs of the mammalian body are formed – ectoderm, mesoderm and endoderm. Normal ES cells can also do this. Fibroblasts never can. Shinya Yamanaka then showed that he could repeat the whole process using fibroblasts from adult mice rather than embryos as his starting material. This showed that his method didn’t rely on some special feature of embryonic cells, but could also be applied to cells from completely differentiated and mature organisms.

				Yamanaka called the cells that he created ‘induced pluripotent stem cells’ and the acronym – iPS cells – is now familiar terminology to everyone working in biology. When we consider that this phrase didn’t even exist five years ago, its universal recognition amongst scientists shows just how important a breakthrough this really is.

				It’s incredible to think that mammalian cells carry about 20,000 genes, and yet it only takes four to turn a fully differentiated cell into something that is pluripotent. With just four genes Professor Yamanaka was able to push the ball right from the bottom of one of Waddington’s troughs, all the way back up to the top of the landscape.

				It wasn’t surprising that Shinya Yamanaka and Kazutoshi Takahashi published their findings in Cell, the world’s most prestigious biological journal2. What was a bit surprising was the reaction. Everyone in 2006 knew this was huge, but they knew it was only huge if it was right. An awful lot of scientists couldn’t really believe that it was. They didn’t for one moment think that Professor Yamanaka and Doctor Takahashi were lying, or had done anything fraudulent. They just thought they had probably got something wrong, because really, it couldn’t be that simple. It was analogous to someone searching for the Holy Grail and finding it the second place they looked, under the peas at the back of the freezer.

				The obvious thing of course would be for someone to repeat Yamanaka’s work and see if they could get the same results. It may seem odd to people working outside science, but there wasn’t an avalanche of labs that wanted to do this. It had taken Shinya Yamanaka and Kazutoshi Takahashi two years to run their experi­ments, which were time-consuming and required meticulous control of all stages. Labs would also be heavily committed to their existing programmes of research and didn’t necessarily want to be diverted. Additionally, the organisations that fund researchers to carry out specific programmes of work are apt to look a bit askance if a lab head suddenly abandons a programme of agreed research to do something entirely different. This would be particularly damaging if the end result was a load of negative data. Effectively, that meant that only an exceptionally well-funded lab, with the best equipment and a very self-confident head, would even think of ‘wasting time’ repeating someone else’s experiments.

				Rudolf Jaenisch from The Whitehead Institute in Boston is a colossus in the field of creating genetically engineered animals. Originally from Germany, he has worked in the USA for almost the last 30 years. With curly grey hair and a frankly impressive moustache, he is immediately recognisable at conferences. It was perhaps unsurprising that he was the scientist who took the risk of diverting some of the work in his lab to see if Shinya Yamanaka really had achieved the seemingly impossible. After all, Rudolf Jaenisch is on record stating that, ‘I have done many high risk projects through the years, but I believe that if you have an exciting idea, you must live with the chance of failure and pursue the experiment.’

				At a conference in Colorado in April 2007 Professor Jaenisch stood up to give his presentation and announced that he had repeated Yamanaka’s experiments. They worked. Yamanaka was right. You could make iPS cells by introducing just four genes into a differentiated cell. The effect on the audience was dramatic. The atmosphere was like one of those great moments in old movies where the jury delivers its verdict and all the hacks dash off to call the editor.

				Rudolf Jaenisch was gracious – he freely conceded that he had carried out the experiments because he just knew that Yamanaka couldn’t be right. The field went crazy after that. First, the really big labs involved in stem cell research started using Yamanaka’s technique, refining and improving it so it worked more efficiently. Within a couple of years even labs that had never cultured a single ES cell were generating iPS cells from tissues and donors they were interested in. Papers on iPS cells are now published every week of the year. The technique has been adapted for direct conversion of human fibroblasts into human neuronal cells without having to create iPS cells first3. This is equivalent to rolling a ball halfway up Waddington’s epigenetic landscape and then back down into a different trough.

				It’s hard not to wonder if it was frustrating for Shinya Yamanaka that nobody else seemed to take up his work until the American laboratory showed that he was right. He shared the 2009 Lasker Prize with John Gurdon so maybe he’s not really all that concerned. His reputation is now assured.

				Follow the money

				If all we read is the scientific literature, then the narrative for this story is quite inspiring and fairly straightforward. But there’s another source of information, and that’s the patent landscape, which typically doesn’t emerge from the mist until some time after the papers in the peer-reviewed journals. Once the patent applications in this field started appearing, a somewhat more complicated tale began to unfold. It takes a while for this to happen, because patents remain confidential for the first year to eighteen months after they are submitted to the patent offices. This is to protect the interests of the inventors, as this period of grace gives them time to get on with work on confidential areas without declaring to the world what they’ve invented. The important thing to realise is that both Yamanaka and Jaenisch have filed patents on their research into controlling cell fate. Both of these patent applications have been granted and it is likely that cases will go to court to test who can really get protection for what. And the odd thing, given that Yamanaka published first, is the fact that Jaenisch filed a patent on this field before him.

				How could that be? It’s partly because a patent application can be quite speculative. The applicant doesn’t have to have proof of every single thing that they claim. They can use the grace period to try to obtain some proof to support their assertions from the original claim. In US legal terms Shinya Yamanaka’s patent dates from 13 December 2005 and covers the work described a few paragraphs ago – how to take a somatic cell and use the four factors – Oct4, Sox2, Klf4 and c-Myc – to turn it into a pluripotent cell. Rudolf Jaenisch’s patent potentially could have a legal first date of 26 November 2003. It contains a number of technical aspects and it makes claims around expressing a pluripotency gene in a somatic cell. One of the genes it suggests is Oct4. Oct4 had been known for some time to be vital for the pluripotent state, after all, that’s one of the reasons why Yamanaka had included it in his original reprogramming experiments. The legal arguments around these patents are likely to run and run.

				But why did these labs, run by fabulous and highly creative scientists, file these patents in the first place? Theoretically, a patent allows the holder access to an exclusive means of doing something. However, in academic circles nobody ever tries to stop an academic scientist in another lab from running a basic science experiment. What the patent is really for is to make sure that the original inventor makes money out of their good idea, instead of other people cashing in on their inventiveness.

				The most profitable patents of all in biology tend to be things that can be used to treat disease in people, or that help researchers to develop new treatments faster. And that’s why there is going to be such a battle over the Jaenisch and Yamanaka patents. The courts may decide that every time someone makes iPS cells, money will have to be paid to the researchers and institutions who own the original ideas. If companies sell iPS cells that they make, and have to give a percentage of the income back to the patent holders, the potential returns could be substantial. It’s worth looking at why these cells are viewed as potentially so valuable in monetary terms.

				Let’s take just one disease, type 1 diabetes. This typically starts in childhood when certain cells in the pancreas (the delightfully named beta cells in the Islets of Langerhans) are destroyed through processes that aren’t yet clear. Once lost, these cells never grow back and as a consequence the patient is no longer able to produce the hormone insulin. Without insulin it’s impossible to control blood sugar levels and the consequences of this are potentially catastrophic. Until we found ways of extracting insulin from pigs and administering it to patients, children and young adults routinely died as a result of diabetes. Even now, when we can administer insulin relatively easily (normally an artificially synthesised human form), there are a lot of drawbacks. Patients have to monitor their blood sugar levels multiple times a day and alter their insulin dose and food intake to try and stay within certain boundaries. It’s hard to do this consistently over many years, especially for a teenager. How many adolescents are motivated by things that might go wrong when they are 40? Long-term type 1 diabetics are prone to a vast range of complications, including loss of vision, poor circulation that can lead to amputations, and kidney disease.

				It would be great if, instead of injecting insulin every day, diabetics could just receive new beta cells. The patient could then produce their own insulin once more. The body’s own internal mechanisms are usually really good at controlling blood sugar levels so most of the complications would probably be avoided. The problem is that there are no cells in the body that are able to create beta cells (they are at the bottom of one of Waddington’s troughs) so we would need to use either a pancreas transplant or perhaps change some human ES cells into beta cells and put those into the patient.

				There are two big problems in doing this. The first is that donor materials (either ES cells or a whole pancreas) are in short supply so there’s nowhere near enough to supply all the diabetics. But even if there were enough, there’s still the problem that they won’t be the same as the patient’s tissues. The patient’s immune system will recognise them as foreign and try to reject them. The person might be able to come off insulin but would probably need to be on immuno-suppressive drugs all their life. This is not really that much of a trade-off, as these drugs have a range of pretty awful side-effects.

				iPS cells suddenly create a new way forwards. Take a small scraping of skin cells from our patient, whom we shall call Freddy. Grow these cells in culture until we have enough to work with (this is pretty easy). Use the four Yamanaka factors to create a large number of iPS cells, treat these in the lab to turn them into beta cells and put them back into the patient. There will be no immune rejection because Freddy will just be receiving Freddy cells. Recently, researchers have shown they can do exactly this in mouse models of diabetes4.

				It won’t be that simple of course. There are a whole range of technological hurdles to overcome, not least the fact that one of the four Yamanaka factors, c-Myc, is known to promote cancer. But in the few years since that key publication in Cell, substantial progress has been made in improving the technology so that it is moving ever closer to the clinic. It’s possible to make human iPS cells pretty much as easily as mouse ones and you don’t always need to use c-Myc5. There are ways of creating the cells that take away some of the other worrying safety problems as well. For example, the first methods for creating iPS cells used animal products in the cell culture stages. This is always a worry, because of fears about transmitting weird animal diseases into the human population. But researchers have now found synthetic replacements for these animal products6. The whole field of iPS production is getting better all the time. But we’re not over the line yet.

				One of the problems commercially is that we don’t yet know what the regulatory authorities will demand by way of safety and supporting data before they let iPS cells be used in humans. Currently, licensing iPS cells for therapeutic use would involve two different areas of medical regulation. This is because we would be giving a patient cells (cell therapy) which had been genetically modified (gene therapy). Regulators are wary particularly because so many of the gene therapy trials that were launched with such enthusiasm in the 1980s and 1990s either had little benefit for the patient or sometimes even terrible and unforeseen consequences, including induction of lethal cancers7. The number of potentially costly regulatory hurdles iPS cells will have to get over before they can be given to patients is huge. We might think no investor would put any money into something so potentially risky. Yet invest they do, and that’s because if researchers can get this technology right the return on the investment could be huge.

				Here’s just one calculation. At a conservative estimate, it costs about $500 per month in the United States to supply insulin and blood sugar monitoring equipment for a diabetic. That’s $6,000 a year, so if a patient lives with diabetes for 40 years that’s $240,000 over their lifetime. Then add in the costs of all the treatments that even well-managed diabetic patients will need for the complications they are likely to suffer because of their illness. It’s fairly easy to see how each patient’s diabetes-related lifetime healthcare costs could be at least a million dollars. And there are at least a million type 1 diabetics in the US alone. This means that at the very least, the US economy spends over a billion dollars every four years, just in treating type 1 diabetes. So even if iPS cells cost a lot to get into the clinic, they have the potential to make an enormous return on investment if they work out cheaper than the lifetime cost of current therapies.

				That’s just for diabetes. There are a whole host of other diseases for which iPS cells could provide an answer. Just a few examples include patients with blood clotting disorders, such as haemophilias; Parkinson’s disease; osteo-arthritis and blindness caused by macular degeneration. As science and technology get better at creating artificial structures that can be implanted into our bodies, iPS cells will be used for replacing damaged blood vessels in heart disease, and regenerating tissues destroyed by cancer or its treatment.

				The US Department of Defense is providing funding into iPS cells. The military always needs plenty of blood in any combat situation so that it can treat wounded personnel. Red blood cells aren’t like most cells in our bodies. They have no nucleus, which means they can’t divide to form new cells. This makes red blood cells a relatively safe type of iPS cell to start using clinically, as they won’t stay in the body for more than a few weeks. We also don’t reject these cells in the same way that we would a donor kidney, for example, because there are differences in the ways our immune systems recognise these cells. Different people can have compatible red blood cells – it’s the famous ABO blood type system, plus some added complications. It’s been calculated that we could take just 40 donors of specific blood types, and create a bank of iPS cells from those people that would supply all our needs8. Because iPS cells can keep on dividing to create more iPS cells when grown under the right conditions, we could create a never-ending bank of cells. There are well-established methods for taking immature blood stem cells and growing them under specific stimuli so that they will differentiate to form (ultimately) red blood cells. Essentially, it should be possible to create a huge bank of different types of red blood cells, so that we can always have matching blood for patients, be these from the battlefield or a traffic accident. 
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