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  To the laborers in the fields:

  pastors, missionaries,

    church planters, faithful saints.

  May you never grow weary

    in doing good.






Foreword
ED STETZER



TECHNOLOGY IS EVOLVING at an unprecedented pace in our age, and the church stands at a crossroads. Artificial intelligence (AI) has transitioned from the realm of science fiction to an integral part of our daily lives. AI influences how we communicate, make decisions, and even perceive the world around us. In light of the rapid advancements of AI, faith communities are presented with the question of how they should respond and engage.

On the one hand, Christians proclaim a timeless and unchanging gospel. The mission Jesus has given to the church has not changed for two thousand years, no matter how society changes. As I often say, “The moment we’re in does not change the mission we’re on.” On the other hand, the New Testament also models wisdom in responding to the changes of the moment. We don’t change just to change. But in wisdom, we communicate the gospel more effectively so that all the world may know Jesus as Lord. All Christians before us experienced this tension between the timelessness of the message and the timeliness of the moment, and we must also steward this tension faithfully in our own cultural contexts.

AI technologies are evolving rapidly, and thus Christians will wrestle with significant issues just as rapidly. We want to respond to these issues well, so we must engage them thoughtfully and biblically—while remaining committed to sharing and showing the life-changing gospel of Jesus Christ to a world that desperately needs him.

In AI Goes to Church, Todd Korpi explores how to faithfully navigate this very tension. He has put in the work to gain a deep understanding of how theological principles relate to technological advancements, bridging the gap between ancient faith traditions and modern innovations. Todd balances optimism and caution. He doesn’t call us to blindly celebrate AI as a tool to optimize ministry efficiency or to reject it wholesale.

Instead, Todd challenges us to consider the deeper theological and ethical implications of using AI. For example, how do we maintain the integrity of pastoral care when chatbots can mimic human empathy? How do we ensure that AI-driven applications gift us back our time so that we can steward it for the sake of the gospel and meaningful connection with others? Such questions aren’t easy to answer, but we must face them to live faithfully in the moment.

AI Goes to Church is not a book of ways to optimize your use of AI applications. Neither is it a book of theological or missiological ideations without real-world impact. I’ve known and worked with Todd for years, and I appreciate his heart to bridge deep thoughtful reflection with practical ministry impact. This book builds such a bridge. It will benefit Christians who want to be faithful in the complexities of the moment and provide an enduring collection of perspectives on how the church can harness the power of digital technologies to make disciples of all nations.

Most strikingly, this book at its core is not about technology—it’s about people. Todd reminds us that AI, like any other tool, is only as effective as the hands that wield it. He warns us against approaching AI with uncritical fear or enthusiasm, instead calling us to discernment, wisdom, and a commitment to the mission of God. This book is a call to see technology not as an end but as a means to glorify God and serve our neighbors.

AI Goes to Church will benefit anyone seeking to navigate the digital frontier with faithfulness and integrity. We stand on the cusp of unprecedented technological change. This book challenges us to consider how we can leverage AI for kingdom purposes, ensuring that our commitment to the gospel remains unwavering as technology advances. I’m confident that AI Goes to Church will inspire you to engage with the digital age thoughtfully, embracing the opportunities it presents while steadfastly upholding the timeless truths of our faith.











1
A Brave New World



AS A CHILD COMING OF AGE in the late ’80s and ’90s, I was enthralled by Star Trek: The Next Generation (TNG). Gene Roddenberry’s hit sequel ran for seven seasons between 1987 and 1994 and told the tale of the legendary flagship USS Enterprise, captained by stoic and heroic Frenchman Jean-Luc Picard. Being a part of the generational subgrouping frequently dubbed “elder millennials,” TNG hit the airwaves at the height of my childhood imaginary years. I was smitten.

In addition to the battles with Klingons and Romulans, the technological offerings of the twenty-fourth-century starship fascinated me: a laptop computer, sitting on the desk of Picard’s ready room, that seemed so slender by the standards of the day; the “Personal Access Display Devices,” or PADDs (that at some level were undoubtedly an inspiration for our modern iPads and tablets), the ability to travel faster than the speed of light, and more.1 And, of course, there was Lieutenant Commander Data.

On the Enterprise, Commander Data was a mainstay. The embodiment of the android before Google was even a thought, Data was a physical embodiment of an artificial intelligence (AI). Even by twenty-fourth-century standards, he was a technological marvel—sentient, capable of vast computation that rivaled the Enterprise’s onboard computer system, and capable of evolving and growing in a semblance of personhood. While an AI, Data was also on a lifelong quest to grow into being more human, and many plotlines within the franchise leaned on the ethical considerations of such a quest (e.g., Can an android command a starship?). Subsequent movies and spinoff series introduced new practical and ethical considerations, such as the introduction of Data’s “emotion chip” in the motion picture Star Trek: Generations in 1994.

You may or may not have been as Trek crazy as I was in my early childhood, but chances are shows like Star Trek and Black Mirror, and movies like Star Wars, Avengers: Age of Ultron (2015), and others shaped many of your expectations about what a future with artificial life forms might look like.

But it is increasingly apparent that much of what Gene Roddenberry and George Lucas anticipated for the distant future (or a long time ago, in a galaxy far, far away) is breaking into the present. The technological developments made within the digital age have had such a compounding effect that what would have been considered massive technological breakthroughs thirty years ago are often nothing more than little blips in the news cycle:


“Oh cool, they may have discovered a path toward an unlimited fuel source—that’s nice.”2

“Hey hon, did you see that my AirPods have a ‘Live Listen’ feature that can turn your phone into a hypersensitive directional microphone?3 Anyway, what do you want to do for dinner?”



I was ten years old when the Roslin Institute cloned the first mammal, a Finn-Dorset sheep named Dolly. It felt like that was all anyone could talk about when they weren’t talking about the 1996 Centennial Olympic Games. Yet when I read about advances in the field of in vitro gametogenesis (IVG)—a technological advancement that has the possibility to turn any human cell into egg cells capable of fertilization (and consequently, life)—in an issue of the New Yorker in 2023, no one I talked to seemed the least bit impressed, or even interested.4

Technological advancement is so commonplace that it produces a sort of white noise effect. Until we stumble onto its usefulness, it feels like a steep—and potentially futile—learning curve to which one must commit. After all, not all technologies are here to stay—such as the early 2010s partnership between Nokia and Microsoft that was supposed to revolutionize the smartphone industry. Most North American homes have at least one box somewhere with outdated cords, old phones, and maybe even a VCR, should one get the inspiration to watch some old home movies.

If we’re not careful, we can also find ourselves grossly behind on some technological advancements that are likely here to stay and that may wield tremendous influence on both our individual lives and on human civilization as a whole. It is difficult to closely follow every tech advancement so, for many, the debut of ChatGPT in November 2022 by developer OpenAI probably seemed like a massive leap that came out of nowhere. If you’re not familiar with ChatGPT, it is what is called a large language model AI or an LLM. That’s simply a fancy way of saying that it is a bot that sources its bank of knowledge from the internet as well as the ongoing use of end users (i.e., you and me).

In the fall of 2022, I was just a pastor and a missiologist who was still struggling to get Siri to respond to my voice commands correctly, and out jumped this AI resource onto the main stage of public conversation.5 ChatGPT made previous iterations of virtual assistants and AI seem ancient by comparison. For most of us, ChatGPT has already dramatically altered how many of us operate day to day. I readily use Chat (as well as an emerging suite of other AI tools such as Claude, Motion, Apple Intelligence, and more) for complex idea synthesizing and brainstorming—things that would have previously taken me hours, now completed in a manner of seconds.

Since the debut of ChatGPT, just about every online resource claims to be recently upgraded with AI capabilities, though many used AI before and are simply trying to capitalize on the marketing frenzy. The possibilities seem endless and are expanding at a rapid pace. AI has the potential to be “a shift in human experience more significant than any that has occurred for nearly six centuries—since the advent of the movable-type printing press.”6


AI AND THE PEOPLE OF GOD

The relationship between technology and the Christian church has always been evolving. While the church often gets a bad reputation for being a late adopter of emerging technologies, that’s not entirely true—especially when it is used to reach people with the gospel. It may be more accurate to say that local churches may lag behind adopting new technologies, while the “sodality” parts of our faith—missions agencies, evangelistic organizations, church planting networks, and more—are at the cutting edge of technological adoption, dreaming up ways to use every possible means and method to reach people with the gospel of Jesus Christ.7

While we often associate the word technology with the electronic developments of the twentieth and twenty-first centuries, the term derives from the Greek word technē, meaning “art,” “craft,” or “skill.” So while, yes, your smartphone is a form of technology, so were the letters composed by Paul and sent to his churches. When viewed in this light, Paul’s letter writing was a primitive form of “multisite” ministry, allowing him to be simultaneously present in one location (where he was ministering physically at the time) and present in another, with a proxy (such as Phoebe) reading his letter to another of his churches.8

The Roman roadway system is another example of what was, by the standards of the time, a monumental technological achievement, which Christians used to spread the gospel (e.g., Acts 8:26-40). Later technological developments, such as Gutenberg’s movable-type printing press, the advent of radio technology, the use of automobiles and air travel for missionary work, and the widespread embrace of television broadcasting are only a few cursory examples of where the church has been an early adopter of technological development.

The digital age has seen similar pioneering efforts as churches adopt new digital technologies early. Life.Church, based out of Edmond, Oklahoma, and America’s largest church, gave us not only the YouVersion Bible app in 2008, but they also launched a virtual reality campus in the Metaverse almost as quickly as the platform became available.9 By 2021, the YouVersion Bible app had reached more than five hundred million downloads worldwide. To date, it is an entry road into cultural contexts written off as “post-Christian” by many, such as France, where YouVersion has more downloads per capita than any other place on earth. But long before that, Christians were finding ways to connect, worship, and share the gospel online—including the first virtual worship service held on Ecunet on January 28, 1986, in response to the Challenger accident.10

Of course, for every early adopter of digital tech in Christian spaces, there are also a host of late adopters—even resisters. Among the most notable examples with regard to technology and Christian traditions are communities such as the Amish, who take a long-form skeptical approach to technological adoption. But by late adopters, I’m not so much referring to our Amish sisters and brothers as I am to the pastor who is still treating their church’s social media like an online bulletin board from the ’90s, existing to communicate one-way information.

I’m referring to the fact that digital technology is viewed by many church leaders as a luxury for large churches with bigger budgets and more people power. What’s more, ministry that takes place within digital environments is largely relegated to second-class status—a peripheral ministry that often consists of posting church news on a church’s official social media feed and, since the coronavirus pandemic, some form of live streaming the Sunday service. While some church leaders are jumping into pioneering feats, others are more skeptical, even developing an adversarial posture to a technology that shapes even the lives of those who don’t directly participate in it.11

But the internet isn’t a fad that’s going to blow over. And by all appearances, AI and other Web 3.0 developments (e.g., virtual reality, augmented reality, blockchain, etc.) are going to further integrate the human existence into a hybrid one—constantly simultaneously online and offline—and dramatically change our lives. The winds of AI integration are blowing across human civilization, whether we want them to or not. We can choose to be reactive or proactive. As the people of God—especially those of us who are in some form of Christian leadership, whether in the local church, the academy, or in some form of church-proximate ministry—it is crucial we choose the latter path, one of conscious engagement and participation in the public conversation around how to think well about and steward this human creation.

There is already a sense of urgency to this task, as the widespread adoption of AI tools is dramatically outpacing our careful reflection and discourse on the subject. This is especially true as it pertains to the arenas of theology, Christian ethics, ecclesiology, and missiology. While in our pluralist societies, it is foolhardy and ignorant to assume that Christianity is the only moral voice giving guidance to these questions, it is certainly true that in both the West and the Majority World, Christianity has been a significant moral voice historically and still is at present. The question for the Christian is, then, why wouldn’t we want to be a part of this discussion? In fact, why wouldn’t we want to lead it?

If the people in our churches and in our ministries are going to use AI in greater and greater capacities as the technology evolves (and they will), isn’t dialoguing about what it means to steward AI from a Christian perspective a matter of urgent discipleship? If our commission is to join the Holy Spirit in his reconciliatory mission in the world, beckoning people to be reconciled to the Father through the victory and present reign of Christ (and it is), shouldn’t we explore how AI can aid in our participation in that mission?

These, and more, form the basis for why I’ve embarked upon composing this book. It behooves us as Christians to think theologically and ethically about what it means to live as humans in the age of AI and about the potential opportunities and challenges that may arise from its widespread adoption, both in the short-term and long-term future. Contrary to popular belief, technology is not acultural, neutral in its orientation, or immune from pitfalls that can harm vulnerable populations. We therefore must think ethically about technology from a Christian perspective.

We also must think ecclesiologically and missiologically about the proliferation of AI. We must not simply theoretically consider the ramifications of this technology, but also the very real and practical uses to aid in our work of cultivating vibrant and flourishing church communities that are on mission with God in the world.




THE PURPOSE AND CONTENTS OF THIS BOOK

Around the same time ChatGPT made its debut in 2022, I was asked to lead the research for a new collaborative effort called the Digital Mission Consortia.12 This was formed through a partnership between ministries and institutions who are leading the way in the field of digital ministry, including OneHope, the Wheaton College Billy Graham Center, YouVersion, Talbot School of Theology, Alpha, and many more. Through that research (and the subsequent work resulting from it), equipping Christians, local churches, and ministries to engage effectively with digital technology and in digital environments has become a significant part of my life’s work. AI already impacts a significant part of our lives, and its rapid proliferation only serves to forecast greater impact in the future. So the necessity for this book was clear: that it might equip you and me to better navigate living our faith in our common AI future.

In this book I address both theoretical and practical concerns around AI. In between those two spaces—idea and practice—is where I feel this work is most needed. We simply can’t move forward with pragmatic recommendations for using AI, as much as the modern appetite longs for some variation of “five tips to maximize x, y, and z.” We need the groundwork of thinking well about what we do. But academics are often, rightly, criticized for living too much in the realm of ideas. This book is written as a connective tissue that links idea with practice.

We will touch on the basics of what AI is and the current state of play; and then we will dive more into specific topics, such as issues around social justice, pastoral care, and what it means to be human in an age where machines can increasingly mimic human behavior and reason. We will explore some of the issues I envision as being on the horizon. Not all are topics of conversation now, but I write much of this in the hope of beginning conversations that will inevitably happen soon, so we might get a firm theological footing before we are forced to navigate them.

But since there are concerns regarding the coming impact of AI, as we will see, its impact has already been far reaching for many years, often in ways so subtle as to escape our notice. This impact is not simply in the marketplace, government, or our private lives, but AI has also come to church. It has been sitting in our seats on Sundays without us realizing it. It shapes our ministry practice in ways we often overlook. And it stands to do much more in the short-term future.

Almost weekly, I have conversations with visitors to our church who visited us because they found us online, either because our church populates high in Google (because of an AI-powered practice called search engine optimization, or “SEO”) or because their social media algorithm inserted one of our content pieces in their feed. Simple tools we take for granted—like predictive text in Microsoft Outlook, automated audio and visual enhancements when we upload sermons in platforms like YouTube, smart scheduling tools, targeted ads, and more—AI already permeates how we function in church life as well as in the Christian life more broadly.

We need an awareness both of the present opportunities and challenges AI presents when it goes to church as well as of the future ones. What function can AI hold in good sermon preparation? How can AI create margin in your schedule so you can make a greater difference in people’s lives? How can AI help you reach people you wouldn’t otherwise be able to reach with the gospel? What cautions do we need to consider—such as the potential threats AI operation poses to our mandate to steward creation wisely? How do we respond to “AI friends” or bots that blur lines between personal and digital interactions? By engaging these questions, we start to see AI not just as a tool to optimize our lives, but as a call to deeper discernment and reflection about how to apply pastoral wisdom to our hybrid, incarnational-and-artificial world.

My hope in setting out on this journey with you is, first, to provide you with best practices for thinking well about AI and our place and calling as the people of God, and second, to know how to put that good thinking into practice. In that, I desire to make this work more “evergreen” than books on technological development often are. While I will, of course, mention examples of best practices in what I call “ministry AI,” I try to steer clear of the nitty-gritty details of particular AI resources, developers, or technological practices.

I do this for two reasons. The first is that I’m a missiologist, not an AI developer. Thus, my expertise is better employed in the arena of how the church engages with the technology for the sake of the gospel, rather than the particularities of how a technology is used. If you’re wanting thirty ways to maximize your use of ChatGPT, I’m not your guy and this isn’t the right book. But if you’re wanting to develop a foundation for how to think about AI and apply that thinking to your life, to your church, or to your vocation, then I commend this book to you in the hope that it will be beneficial.

The second reason is that technology is evolving at a rapid pace. To place much stock in a particular tech practice is to consign this work to an outdated status almost immediately. I sincerely desire to give you something of more enduring benefit, rather than something quickly lumped in with a stack of books on how to create engaging Vine videos and leverage your MySpace account to talk to people about Jesus.

Additionally, I approach this subject matter with as much neutrality and objectivity as possible. Surely, that is impossible to do completely. However, I would count myself as neither an overly eager adopter of technology nor a hard resister to it. Despite coming of age with some exposure to tech (our family got our first internet desktop computer with a dial-up internet connection when I was eleven), I am also at an age where I somewhat begrudgingly eye roll every time a new social media platform comes out, because I just simply don’t want to learn a new one! Unlike my children, I have vivid memories of running to get a snack when my favorite show went on a commercial break—because there was no such thing as pausing television. Yet my high school friendships, and typing skills, were profoundly shaped by long chats on AOL Instant Messenger.

We Millennials often get a lot of undeserved bad press, but one thing our generation uniquely affords the contemporary conversations around digital landscape is a deep appreciation of the value of tech as well as its potentially disastrous consequences, having lived part of our lives before, and part after, the digital revolution.

Thus, my hope is to be as neutral a mediator as possible in this conversation. To those who may be overeager about AI’s potential, my hope is that you’ll see some potential cautions and guardrails to consider, lest we afflict the world with unintended consequences in our haste. To those who are reluctant, my hope is that your heart and passion for the gospel and for people will inspire you to take the ministry potential of AI more seriously and consider how you might navigate this emerging ecosystem with clarity and authority.

Not long ago I spoke at a conference for church leaders on the subject of digital ministry. This particular session was on using social media for ministry, and I was fortunate to find myself in a room primarily full of church planters, pastors of revitalizing churches, and leaders of small churches. Almost everyone in the room represented small congregations with limited staffing and limited budgets, but big vision and unquenchable passion to serve their communities.

As the conversation unfolded, it naturally turned to the ministry implications of AI, though that was not my intention for the session. We discussed how algorithms impact how people view a church’s social media content. We talked about how tools such as OpusClip and Sermon Shots can turn sermon content into reels or how SpeakAI can translate that same content into a host of other languages or how Canva’s AI integration can make slide deck creation a snap—all doable with a skeleton crew and a shoestring budget. The reality is that for many in that room, and for many other churches who do not have large staffs and massive budgets, the ever-expanding library of AI tools can equip churches to do ministry in cost-effective and time-saving ways. For larger churches this can mean more focused staffing on pastoral functions over execution-oriented functions. I looked around that room to see something I don’t often see when the topic of digital ministry comes up—hope. Not a hope because of anything inherently holy about AI. But rather a hope that the AI-optimized resources can lower the threshold for churches of all sizes and varieties to participate in ministry in digital environments. That excites me.

There remain looming questions that must be addressed about our common humanity, identity, pace, work, and more that remain largely ignored, however. These are the existential questions that I have deep concerns about Christians overlooking and the church being ill equipped to respond to. These too must be addressed—thinking well and putting that thinking into practice, for the glory of God and the ongoing work of the gospel.

My hope is that we will walk away from this journey together with a deep conviction that God still desires to reconcile the world to himself through his Son Jesus the Messiah and by the abiding ministry of the Holy Spirit who, before we even encounter people, is already ministering to them, inviting us to discern where he is at work and to join him. I’m convinced one of the most significant frontiers in which the Spirit is at work is precisely where most of us spend a great deal of our time—in digital environments and interacting with digital tools. To that end, the Spirit of God is calling us to join him in his work in and through digital technology.

The next frontier of gospel ministry lies in digital environments and using digital tools like AI. But this requires us to think well about the relationship between AI and the people of God, so that we might promote human flourishing and dignity, and use every means at our disposal to compel people far from Jesus to be reconciled to him.


Let’s see what’s out there.

JEAN-LUC PICARD















2
Understanding Artificial
Intelligence



POPULAR-LEVEL CONVERSATIONS around the implications of artificial intelligence (AI) vary widely between enormous optimism and deep skepticism—even fear. For our purposes, we need to temper both extremes to be able to more objectively examine what AI even is, and only then establish a foundation to think well about it.

First let’s look at the nature of intelligence itself.

To some extent, the term artificial intelligence is a bit misleading in that to many it implies a level of internal sophistication that current iterations of AI simply do not have. For centuries philosophers have debated about the nature of intelligence—what is it, who possesses it, how do we recognize it, etc. Growing up, I thought they gave advanced degrees to people for their intelligence. However, now having earned a doctoral degree and still routinely struggling to spell rhythm correctly on the first try, I can tell you this is not always the case. There are different types of intelligences, and the definition of intelligence itself is a concept open for debate.

Mid-twentieth-century mathematician Alan Turing gave the world a way of looking at intelligence as something that should be measured “not [by] the mechanism, but [by] the manifestation of intelligence.”1 In other words, Turing asserted that intelligence can only be measured by the external behavior of a thing, arguing that “if a machine operated so proficiently that observers could not distinguish its behavior from a human’s, the machine should be labeled as intelligent.”2

This approach, later named the “Turing Test,” has become a gold standard by which we measure the intelligence of machines—in terms relative to the performance of their human overlords (you and me) to perform a similar task. Today’s current iterations of AI are dubbed “intelligence” not because they themselves possess intelligence in the way that you or I might have spoken about the smart kid in school, but because they are made to mimic forms of human intelligence.3 In this way, we might say that as it pertains to AI, there is a difference between mimicking intelligence and possessing intelligence. AI is in the business of mimicking intelligence more than it itself is intelligent in an ontological sense. But for those of us not immersed in the world of technological development, we consider AI “intelligent” nevertheless because of its capacity to perform tasks in a manner similar to human beings. In no small way does AI fool us in causing us to believe it is intelligent in a way that we are intelligent, yet it is only a mimic of intelligence rather than something that possesses intelligence in a proper sense.

There are several ways technology experts classify and group types of AI. The categories used by industrial research giant IBM, however, are among the simplest to understand for those who aren’t immersed deeply into the world of AI. For our purposes, we will use these categories throughout the book.4

Category one: Narrow AI. Simply put, narrow AI (sometimes also called “weak AI”) is the sort of technology we have today. Narrow AI is programmed to execute a defined task; it leverages the curation of information to perform within defined parameters given to it. Narrow AI can perform tasks better and faster than humans. While OpenAI’s debut of ChatGPT caused many to assume that AI is new, this sort of AI has been around for decades, though it has improved by leaps and bounds the last several years. Even chatbots and relationship bots, which are designed to mimic human speech and conversation, are simply a form of narrow AI. This broad category encompasses other terms like “generative AI,” “large language models,” and more.

Within the scope of narrow AI, IBM outlines two subtypes of technology, based on functionality. First, there is “reactive machine AI,” which uses currently available data to predict or recommend future decisions. Have you ever been in a conversation where you mention something that you’d like to purchase, only to find the next time you’re scrolling Instagram your ads are magically tailored to that purchase? That, and other recommendations by “the algorithm” (whether it be suggested friends on Facebook or the “shows you might like” section on Hulu), are reactive machine AI. Reactive machine AI has been a regular part of our daily lives for years now, often directing our purchases, social media engagement, and streaming preferences. It shapes our worldview more than we would ever like to admit.

The second subcategory of narrow AI is “limited-memory AI.” The advances in limited-memory AI have sparked public interest so widely since the debut of ChatGPT by OpenAI. Unlike reactive machine models, limited-memory models can retain past information to inform their current and future tasks.

ChatGPT and the virtual assistants on our smartphones are examples of limited-memory AI. The rapid evolution of AI technologies in this space is awakening public imagination over the potential AI has both to massively disrupt the norms of our lives as well as to add expediency to them.

In my own work, AI has played a significant role in streamlining my efficiency. I use an AI-powered productivity planning tool to schedule and rearrange the work I complete on a daily basis. This allows me, someone who is woefully ill-suited to break down large tasks into smaller, time-bound action items, to maintain a high level of productivity while still maintaining a quality harmony between my work and the rest of my life.

Following OpenAI’s release of their custom GPT feature in 2023, I created a custom GPT, a limited-memory AI version of “myself.” The KorpiGPT bot has learned from my previous writing and other publicly available content and can make recommendations about future projects with ease. While I don’t use the bot for the actual writing process, KorpiGPT has been an invaluable tool to help me create outlines, edit content, and be a brainstorming aid that has saved me from countless hours of staring at “the drawing board.”

On the back end of a lot of my larger writing projects, I use Grammarly’s masterful AI-powered resources to make recommendations in the editing process. I tend to be verbose, so Grammarly helps me trim down my word choice. I also tend to be needlessly snooty in my word choice, and Grammarly helps me temper that tendency in favor of a better blend of readability and sophistication.

So, while a bit oversimplified, these things can reasonably be said:


	1. Narrow AI is today’s AI. Everything else is theoretical.


	2. Of narrow AI’s subcategories, reactive machine AI has been giving order to our lives for a while.


	3. Limited-memory AI, from personal assistants to self-driving cars, is what is revolutionizing our lives today.




Category two: General AI. “Artificial general intelligence” (AGI, or sometimes called “strong AI”) is theoretically the next step in the evolution of artificial intelligence. AGI is a theoretical concept in which AI technology could possess the intellectual capabilities of a human, including its need to grow into its own intelligence, much like a child grows intellectually over time. Fictional depictions of AGI, both by Paramount, include Cortana on Halo and Zora on Star Trek: Discovery—two AI that are sentient and grow in their capacity to not only expand knowledge but expand in the application of that knowledge.

Unlike narrow AI, which can only perform tasks within its defined parameters, AGI would have the ability to perform new tasks outside of its original context, without human intervention. So, hypothetically speaking, an AGI tool designed as an expert in eighteenth-century French art could decide to also develop an expertise in international poverty development or could learn to compose music.

One type of AGI in its experimental phases is in what’s called “emotion AI.” If actualized, emotion AI would be able to detect, analyze, mimic, and respond to displays of human emotion. Think about getting home from work after a long, hard day, and Alexa recognizing your facial features, gait, and the tone in your voice and responding by proactively offering empathy, turning on what it knows to be your favorite mood-booster playlist, and perhaps even offering to DoorDash you dinner so you can kick your feet up and relax. Of course, with every possible upside, there are cautious dystopian scenarios, such as what is showcased in the episode “Help” of the 2019 Netflix series Creeped Out, which describes an AGI who takes license with two unruly children while their parents are away, trapping them in the house until they get along in order to teach them a lesson their distracted parents are unable to teach.5 But I much prefer the scenario where Alexa knows that I’m sad and orders me Taco Bell to cheer me up.

Category three: Super AI. “Super AI” is a theoretical future event wherein artificial intelligence not only has intelligence capabilities that match humans, but actually exceeds human capability. In this future, inaugurated by what many refer to as a technological “singularity,” super AI will have the ability to take up new tasks, create new things, self-diagnose and improve, and essentially exist without the need of human intervention. Here, many futurists hypothesize that machines will be self-aware, though some attribute sentience as a characteristic of AGI.

This postsingularity future seems far off, but many speculate it is much closer than we might think. The unbelievable progression of AI technology has caused some futurists to hypothesize that somewhere around 2040 to 2050, we will reach this singularity event. Whether a singularity event is fifteen years away or one hundred fifty years, it should cause Christians to take the conversation about the implications of AI seriously, and we should consider how to think theologically about what it means to be human and participate in God’s reconciliatory work in the world within such a time of profound change.


TECHNOLOGICAL TERMS IN THE AI CONVERSATION

If you’re like me and many others not immersed in the world of tech, the sheer volume of “inside baseball” terminology when talking about technology can be daunting. When I hear my beloved tech-geek friends nerd out about “neural networks” and “API” my eyes struggle to avoid glazing over, as I’m sure theirs do when I throw around ministry-world words like hermeneutics and contextualization.

But the technological terms used for AI are important to not only comprehend what is meant in AI conversations, but in also establishing a baseline understanding to evaluate it theologically and missiologically. To that end, I want to offer some basic definitions for words commonly used in conversations about and around AI that may be helpful to understand. If you look up definitions to these words on most tech websites, they usually define them by using equally confusing inside baseball terms (such as talking about “nodes” in defining “neural networks”). So, for our purposes, I’ve asked ChatGPT to provide some working definitions. With only a little tweaking, this is what ChatGPT had to say about, well, itself:


	Artificial intelligence (AI): This is like giving a computer a brain. It allows computers to do tasks that usually require human intelligence, such as understanding what people say, recognizing objects in pictures, making decisions, and learning from past experiences.


	Machine learning: Imagine teaching a dog new tricks by rewarding it with treats. Machine learning is similar but for computers. You give the computer data (like showing pictures of cats and dogs) and let it learn over time to tell the difference, without having to explicitly program it to recognize every single cat or dog.


	Neural networks: Think of a team where everyone has a specific job, and they pass the ball along to score a goal. Neural networks are like this team inside the computer, made up of units (players) that pass information between each other and make decisions, working together to solve problems.


	Deep learning: This is like taking a deep dive into a subject. Deep learning uses very complex neural networks to analyze big amounts of data. It’s like reading a book so thoroughly that you can understand themes and ideas that aren’t directly stated.


	Natural language processing (NLP): Imagine having a friend from another country who speaks a different language, and you use a translation app to understand each other. NLP is the technology that helps computers understand and respond to human language, making it possible for us to talk to devices and for them to understand us.


	Algorithm: This is a recipe for solving a problem. Just like following a recipe to bake a cake, an algorithm gives the computer a step-by-step process to follow to complete a specific task or solve a problem.


	Data mining: This is like being a detective looking for clues in a mountain of data. Data mining involves searching through large amounts of information to find patterns, trends, and connections that aren’t obvious at first glance.


	Robotics: If you’ve ever seen a robot vacuum cleaner or a manufacturing robot in a factory, that’s robotics. Robotics is about building machines that can move and do tasks, often tasks that are too dangerous, dull, or difficult for humans.


	Augmented reality (AR): Imagine looking through your phone camera and seeing digital images appear on top of the real world, like a game character standing on your coffee table. AR combines real and virtual worlds, enhancing what you see with computer-generated information.


	Spatial computing: Spatial computing is like giving computers a sense of space, allowing them to understand and interact with the 3D world around us. It combines virtual reality, augmented reality, and artificial intelligence to blend digital objects with real environments, making digital interactions feel like part of our physical space.




That’s not a bad set of working definitions, if you ask me. But full disclosure: I initially gave ChatGPT a prompt that directed it to target the definitions to help Christians understand these terms and it produced a list of the cheesiest Bible comparisons ever suggested (e.g., “AI is like the wisdom Solomon asked for, but for machines!”).




THE HISTORY OF ARTIFICIAL INTELLIGENCE

The history of artificial intelligence parallels the history of the modern computer itself. In their book The Age of AI, Kissinger, Schmidt, and Huttenlocher note,


In 1943, when researchers created the first modern computer—electronic, digital, and programmable—their achievement gave new urgency to the intriguing questions: Can machines think? Are they intelligent? Could they become intelligent?6



However, twenty-two years earlier, on January 2, 1921, Czech playwright Karel Čapek debuted his stage production of R.U.R. (for Rossumovi Univerzální Roboti or “Rossum’s Universal Robots”). Čapek painted a picture of a world in which creatures with artificially manufactured flesh and blood worked as forced labor for their human creators. These roboti eventually rebel and bring about the annihilation of humanity. Čapek’s play gifted the English-speaking world with the term robot, which comes from the Czech word for “forced labor” or “slave.”7

Before the engineers, mathematicians, and scientists create a technological marvel, the seeds of such a marvel are often sown into the soils of human cultures by poets, playwrights, and dreamers. Long before your average Gen Z was rolling around your neighborhood on a hoverboard, Robert Zemeckis and Bob Gale depicted them in the storyline of Back to the Future Part II (1989). We see here a similar pattern take shape in the mind and work of Čapek, who conceived of humanoid robots two decades before the modern computer was invented and over a hundred years before the merging of cybernetics with human bodies (as with Cleveland Clinic’s invention of the bionic arm, complete with sensation communication to the human brain, or Elon Musk’s implantation of a Neuralink chip into a human brain).

I cite Čapek’s 1921 R.U.R. as the cultural genesis of AI, along with other works of the period such as Thea von Harbou’s Maschinenmensch (German for “Machine-Human”) in the 1925 sci-fi novel Metropolis, and L. Frank Baum’s Tin Man character in his 1900 novel The Wonderful Wizard of Oz (which, of course was made forever popular in the 1939 film adaptation).

But many cite Alan Turing’s 1950 publication of the paper “Computing Machinery and Intelligence,” wherein he gave the world the Turing Test, as the formal beginnings of AI—taking it from the land of fantasy toward a conceptual framework that would allow us to scientifically measure the “intelligence” of a machine. However, Turing himself lacked the ability to provide proof of concept (computers, of course, weren’t as easy—and not nearly as cheap—to come by in those days), and it wouldn’t be until 1956 when Allen Newell, Cliff Shaw, and Herbert Simon introduced “Logic Theorist” to the Dartmouth Summer Research Project on Artificial Intelligence (DSRPAI) conference, that the world would have an identifiable, real-world AI program.8

Following DSRPAI, AI entered a period of rapid development, to the extent that computer scientist Marvin Minsky was quoted in 1970 as saying that within three to eight years the world would have an AI with the same intelligence as an average human being (a cautionary tale to those who might put too much stock in current predictions of singularity timelines).

Progress slowed in the ’80s and ’90s, a time referred to as “AI winter” where funding dried up and attempts at advancements were met with generally disappointing results.9 However, this lull in AI progress was short-lived, as breakthroughs in machine learning (the capability of a machine to learn through experience) accelerated much of the current landscape of AI we take for granted in our lives today. Amid the machine learning revolution came one of the most important cultural moments in the history of AI—in 1997, when IBM’s machine learning program Deep Blue beat chess champion Gary Kasparov.

Since then, through the advent of object recognition technology in the first decade of the twenty-first century, significantly greater developments have been made (while still often using chess play as proof) such as Google DeepMind’s AlphaGo, which beat Ke Jie, world champion in Go (a board game more complex than chess), in 2017.10 Whereas Deep Blue and other now-classic chess programs were developed by human play encoded into their programming, DeepMind’s machine learning allows its programming to play millions of games against itself—not only developing patterns based on its own usage but also evaluating the potential moves most probable to yield favorable outcomes.11




AI AND THE CURSE OF THE HUMAN REBELLION

I want to return to Čapek’s Rossumovi Univerzální Roboti and reflect theologically for a moment. I was initially exposed to the origins of the term “robot” as meaning slave through the 2017 Boyer Lecture by cultural anthropologist Genevieve Bell. While listening to her lecture, I was struck by her cursory mention of this fact. I had to pause the lectures and reflect on that thought for a bit.

While I’m uncertain as to the nature of Čapek’s personal religious faith, it is clear that his vision of the human desire to manufacture an artificial labor class was prophetic in nature, both in how the world of robotics has since unfolded and in tapping into a deep human longing to transcend beyond the present toil of this life. I witnessed the fruit of this desire in the confines of my Instagram feed after Tesla featured its latest version of the Optimus robot at the “We, Robot” event in October 2024. Social media subsequently did what it is so expertly skilled at doing and produced a cascade of reels making jokes about their future personal Optimus reacting to being required to perform menial tasks or observe its human overlord’s laziness.

I’m certain there will come a day, especially as strides are quickly being made in the evolution of humanoid robots, where questions emerge as to whether it is ethical at all to force humanoid robots to exist as slave labor. As AI technology advances to increasingly look more humanly, seem more humanly, and think more humanly, questions of whether humanoid robots possess rights and personhood—and other ethical dilemmas—are certainly on the horizon.

But the ramifications of Čapek’s robotic vision aren’t just about future ethical conundrums. His imaginings also speak to us presently about what it has always meant for human beings to try to transcend the reality of our need to toil in working the earth. That begins not with a vision of a futuristic android workforce but with the Garden of Eden.

Genesis 3 is the narrative commonly referred to as “the fall.” However, it is more appropriate to refer to it as “the rebellion.” It is the first of three rebellions that we find in the book of Genesis (the other two being the fallen “sons of God” in Genesis 6 and the Tower of Babel in Genesis 11).

The reason I believe the term rebellion is more appropriate to describe what is happening in Genesis is because precisely that—rebellion—is taking place. Rebellion better conveys the willful choice involved in the unfolding of the events described, and it also serves to remind us of its ramifications today.

The initial rebellion of humankind can sometimes be diluted down to its basic parts, rendering it preposterous—as though the sin of humanity was stealing fruit from the tree like a teenager raiding the family pantry for Oreos against his parents’ instructions. That’s just not what Genesis has in view.

Instead, there are two opposing sources of wisdom, symbolized in the tree of life (i.e., God’s wisdom) and the tree of the knowledge of good and evil (i.e., human wisdom). Human rebellion came as a result of listening to the nakhash and electing a self-sourced form of wisdom to carry out their created purpose in contrast to wisdom sourced from YHWH (as represented in the tree of life). The nakhash, generally translated in English as “serpent,” is an otherworldly figure (as opposed to a literal snake). It is likely not the satan, as popular culture would have us believe, but a representation of multiple symbols wrapped up in one including chaos, disorder, a messenger of divine oracles, and a being with the appearance of divinity itself.12 By this summation, the nakhash is essentially posing as an emissary of YHWH with a message meant to lead them toward rejecting YHWH’s wisdom and following their own, which results in the chaos and disorder with which our world is afflicted today.

The resulting consequences of this rebellion are pronounced in Genesis 3:14-19, dealing with several themes:


	disorder and death (Gen 3:15)


	pain and patriarchy (Gen 3:16)


	the futile toiling for survival (Gen 3:17-19)




These consequences, resulting from the fall (rebellion) are just that: consequences. They are outside of the bounds of what God intended for creation but are, instead, a result of our choice to follow the path of our own wisdom and to reject the wisdom that is sourced from God alone. We know that the beauty of the gospel message is a heralding of the end of these very common human experiences, brought about through the victory of Jesus the Christ at the cross and at the empty tomb. John’s Revelation paints a picture of a return to humankind drawing from the life-giving nutrients of the tree of life and an explicit statement that, “There will no longer be any curse” (Rev 22:3 CSB). This means


	shalom (wholeness or order) will be brought to the nations (Rev 22:2) and death will be forever defeated (1 Cor 15:26; Rev 21:4);


	pain will be eradicated (Rev 21:4) and patriarchy will come to an end (Gal 3:27-29; Rev 22:3);13 and


	our toiling for survival will give way to eternal life (Rev 21:4; Rom 6:23; 1 Cor 15:35-54).




The trouble is that we find ourselves between two advents. You and I live after the first coming (i.e., advent) of Christ, where this curse was broken, and before his second coming, where the consequences of this curse will finally be defeated. As it pertains to our conversation on AI, this is important for two reasons.

Resisting the curse. First, there is something significant woven within the very fabric of what it means to be human that recognizes the consequences of the rebellion as unnatural—not in the sense that they’re not a part of the human experience (which they are, universally), but that they’re not supposed to be. Whenever we weep over the death of a loved one, something primal within our gut reminds us death is not the way things are supposed to be. Every time we feel like we can’t get ahead financially, regardless of how hard we work, there is a felt sense of injustice we feel toward that hardship—it’s not the way things are supposed to be.

As a result, human beings instinctively—through our perpetual innovation—create measures to mitigate the impact of the curse. We attempt to bring order to chaos in any number of areas, whether it be through the grid patterns of our city planning or in our neatly manicured lawns. Long before modern medicine, humans took it upon themselves to find ways to dull pain, such as the mitigating tactics employed to reduce the pain of childbirth. Everything from laws that criminalize the abuse of women, to the women’s suffrage movements of a century ago, to measures taken to address inequalities in pay gaps between men and women recognize a need for greater equality between women and men. We inherently see efforts to prolong human life as good and do whatever we can to prolong our own and the lives of those we love.

Likewise, for thousands of years, human beings have attempted to make work easier—less toilsome, less burdensome—to widen the margin between our standard of living circumstances and the bare minimum we need to survive. From the invention of the wheel to the printing press, the cotton gin to the industrial assembly line, and more, we instinctively desire to mitigate the effects of the curse through the innovation of technology.

So Čapek’s vision of the future as a time in which human beings can kick their feet up, sip some Arnold Palmers, and watch what we’ve created toil for us should not come as a surprise. In R.U.R.’s gift to us in the word robot, we find our desire to undo the consequences of our ancestral rebellion. It taps into the very essence of what we feel we must do to right a wrong that began in the Garden of Eden.

Emphasis on we. There we go with that human-sourced form of wisdom again.

Reversing the curse. The second reason understanding our relationship to the curse of the Genesis 3 rebellion is important lies in what the reversal of the curse through the victory of Christ means for the people of God and our work throughout our local communities and the world.

Some will point to Christ’s reversal of the curse (1 Cor 15:20-28; Rev 22:3) as a future point at the end of days, but not now, as though God’s people should be content wallowing in the curse of human rebellion. But this woefully misunderstands the nature of what the victory of Christ means for us today.

The operative theological term to describe where we are in the grand scheme of Christ’s great reversal is “inaugurated eschatology.” Eschatology is the study of the final things. Inaugurated refers to something being introduced or beginning. In other words, in this “in between two advents” time (also called the last days), the final things have been set into motion but have not quite reached their fullness yet.

It’s like when a doctor prescribes you antibiotics to treat an illness. That illness is not expelled from your system the moment the antibiotic is first taken. Instead, there is a process of treatment where the antibiotic runs its course throughout your body. When you’re on antibiotics you can simultaneously notice the effects of the cure while still also feeling the effects of the illness. It isn’t until the regimen has run its course that the illness is finally defeated.

This is similar to how the ramifications of Christ’s resurrection are felt throughout the earth. Christians know death is defeated, yet we still experience death now while holding fast to the expectation that, when Christ returns, death will finally die. We “feel” the effects of our healing while also feeling the sting of our illness.

In the in-between, while we wait for the final defeat of death, Christians work with the end in mind. This (and not a random proof text like Jeremiah 1:5) is why Christians should embrace an ethic that promotes the dignity and flourishing of human life, from the womb until one’s final breath. Recognizing that the resurrection put a bullseye on death’s chest should compel Christians to align with efforts in the in-between to cause human life to flourish.

A crucial component to Christian engagement in the world today, and our participation in God’s reconciliatory mission in creation, is this “working with the end in mind.” Like a painter putting to canvas the vision she sees in her mind’s eye, Christians work in partnership with the Spirit to make very real those words, “Your kingdom come, your will be done, on earth as it is in heaven” (Mt 6:10). It isn’t that we bring the kingdom for God, nor do we labor on his behalf, as though God outsourced the work to us. Instead, we work in concert with God as he brings his kingdom, aligning ourselves with his wisdom and discerning together where he is leading us to labor alongside him. In fact, the essence of the gospel message cannot be broken down into a formula. Rather, the message we herald is that, in Christ, the curse and the principalities and powers that prop it up have been put on notice. The proclamation of the gospel is also embodied through the demonstrated action and incarnational living of God’s people.

Choosing a tree. We recognize now that the evolution of AI is an expression of a deeply encoded, instinctive desire within us to mitigate the effects of the curse—namely, to lessen our toil and outsource the burden of human labor onto our own creations. In this light, and at its most basic level, AI’s emergence into our lives is similar to the invention of the wheel or any other technological advancement throughout history designed to do the same.

At the same time, we recognize that the reversal of the curse comes not through human ingenuity, but through the finished work of Christ at the cross and at the empty tomb. We can’t innovate our way out of the curse. We can only come to Jesus. We hold that Christians are called to orient their lives, their theology, their ethics, and their communities around the coming kingdom—working now with the future end in mind.

So where does AI fit in with all of this? Is it good? Is it bad?

For Christians, the answer lies not within the technology itself, but (as with so many things) our motivation and stewardship of it in the process of engaging AI. It lies not in simply how much easier AI can make our lives, but how it impacts the vulnerable, those on the margins, the poor, the environment, and more. Like the dilemma in the Garden, the issue wasn’t so much “what fruit to eat” (i.e., whether we should use AI) as it was what tree from which humanity should source its sustenance (i.e., are we using AI while depending on God’s wisdom or human wisdom?).

There are a couple of unfortunately ironic realities about the fruit of human wisdom. The first is that Čapek’s robot slave force envisions a posture toward artificial labor that is identical to the posture of the gods in ancient Near Eastern creation myths. The gods, whether through a cosmic dispute or slaying one by another, created the world. Then they created humankind as an afterthought to slave over the land so the gods could kick their feet up (and, of course, mess with humans when they got bored). If we’re not careful, AI allows us the ability to make ourselves little gods, patterning ourselves after the cruel deities of ancient Mesopotamia.

Another ironic reality about the fruit of human wisdom is how ultimately futile our work has proven to be, time and again. There is no amount of wealth you can build that cannot be taken from you in a flash (ask both the Romans and Romanovs). No wall you can build (digital or physical) cannot be scaled, torn down, or tunneled under. Our instinctive desire to insulate ourselves from the curse through our own empire building is ultimately futile.

Last, and most importantly, the vision of Čapek (and I would argue the vision for much of the tech revolution of the last hundred years) has been to advance technology to lessen the load on humans. The fruit of human wisdom promises us a future where we can work less while technology works for us.

How’s that working out for us?

In what universe has technology given us less to do and not simply given us increased capacity to do more?

Forget for a moment about AI specifically and just think about the advent of the internet—something as simple as email. Collectively, humanity sends roughly two billion emails daily: emails containing messages that even fifty years ago would have to be delivered by internal office memos (distributed by humans), letters sent through the postal service (again, distributed by humans), or simply left unsent. A simple exchange of a couple of emails can do in a few minutes what might have taken several days of correspondence a couple generations ago.

Technology has promised us that this accelerated efficiency would give us our time back. More holidays, more time with our families, more time fishing, more time with friends, etc. But instead, we’ve simply filled the void with more work. Has the time saved by our use of email instead of memo and letter writing caused us to do less work or more work in less time? We create new technologies to lessen the burden of toil, only to return time and again to our toil. Being more efficient isn’t always a bad thing, but it is worth noting that the workless utopia that each new technological advancement promises to us is a mirage.

The second tree, the tree of life, represents God’s intent for humans to flourish under his wisdom. The metanarrative of Scripture shows us a tree of life at the beginning of our story (Gen 2:9) and at the end (Rev 22:2), compelling us to work in concert with God’s wisdom and the direction of the Holy Spirit as we walk the path between Eden and the new Jerusalem. This path considers how we leverage AI for the sake of human flourishing, for the advancement of the gospel, and for the cultivation of God’s shalom in the earth.

AI is not inherently bad, nor is it inherently good. It’s not a boogeyman, promising us a dystopian future where the robots have taken over (as Čapek’s play concludes), but it’s also not the silver bullet that is going to bring heaven to earth, ridding us of all our toil. Instead, it is the basket we bring with us as we pick the fruit from our chosen tree. The question before us is, from which tree are we going to source our sustenance? Toward which vision of the world are we going to labor? Through whose wisdom will we operate? God’s or our own?
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