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    APRESENTAÇÃO




    Durante o segundo semestre de 2024, ministrei a disciplina Responsabilidade civil e novas tecnologias no Mestrado em Direito nas Relações Econômicas e Sociais da Faculdade Milton Campos. Foi um enorme privilégio acolher quarenta e sete mestrandos ‒ um recorde de matrículas ‒ empenhados em investigar como a responsabilidade civil dialoga com algoritmos, plataformas, blockchain, inteligência artificial e tantos outros avanços. Ao longo de onze encontros, os estudantes apresentaram seminários em equipe, debateram precedentes judiciais e articularam conceitos clássicos com problemas inéditos, gerando trocas riquíssimas. Da sala de aula nasceu a ideia de reunir as pesquisas em uma obra coletiva que se expandiu para além dos limites disciplinares, possibilitando um mosaico interdisciplinar que ora ganha vida nestas páginas.




    Tenho a honra de inaugurar a Parte I ao analisar como a accountability deve ser recalibrada para sistemas de inteligência artificial, propondo critérios de imputação que combinam transparência algorítmica e gestão de riscos. Fábio Vieira da Silveira e Paula Cunha e Silva investigam os instrumentos promocionais da responsabilidade civil nos danos metaindividuais, defendendo a máxima efetividade como vetor hermenêutico. Arthur Lopes de Valadares Brum destrincha o fenômeno do ilícito lucrativo, demonstrando como a exploração sistemática de condutas antijurídicas desafia os tradicionais limites compensatórios. Carlos Eduardo Cancherini revisita a responsabilidade civil coletiva diante das plataformas digitais, sugerindo mecanismos de ação coletiva transnacional. Ana Carolina Letayf Campos e Lucas Nacur Almeida Ricardo encerram o bloco ao pleitear a reformulação de categorias dogmáticas para abarcar os “danos digitais” na internet.




    Francislene Garcia, Isabela Machado Resende e Lucas Assumpção abrem a Parte II mostrando como o direito à privacidade se converteu em pilar estruturante da proteção de dados pessoais. Carlos Januzzi, Anna Diorio Villela e Julia Lopes discutem a responsabilidade por violações de dados sensíveis à luz da LGPD, defendendo uma leitura ampliada de dano moral. Luiza Vogado compara a política de privacidade da Apple com os comandos da LGPD e do GDPR, identificando gaps de conformidade. Rodrigo Braga analisa como o marketing digital induz hipervulnerabilidades e impacta o regime de dados pessoais. José Reis Nogueira investiga o direito de arrependimento em produtos digitais, discutindo limites contratuais e técnicos. Mônica Chagas explora a discriminação algorítmica de preços, articulando perfilização a deveres de transparência. Sônia Oliveira fecha o eixo com estudo sobre a responsabilidade dos influenciadores digitais pelas ofertas que patrocinam.




    Na Parte III, Victor Goulart e André Vecchi examinam as falhas algorítmicas e propõem matriz de responsabilização escalonada. André Vecchi e Pedro Felipe Calixto avançam para o direito penal, debatendo imputação em decisões autônomas de IA. Bruno Lichacovski e Izabella Andrade analisam oportunidades e riscos da IA na segurança pública, refletindo sobre viés e eficiência.




    Bruno Lichacovski e Juan Alcasar inauguram a Parte IV discutindo a segurança jurídica na invalidação de smart contracts, relativizando a irreversibilidade da blockchain. Kassia Oliveira apresenta estudo de caso sobre registro imobiliário em blockchain e seus impactos regulatórios. João Vasconcellos de Souza relaciona a crise do shadow banking com a ascensão das fintechs sob a ótica do direito penal econômico.




    Eveline Silva abre a Parte V tratando dos contornos da responsabilidade civil na Internet das Coisas e riscos difusos. Roberta Maciel aprofunda a correlação entre IoT e proteção de dados pessoais, mapeando lacunas da LGPD. Matheus Mendes de Almeida avalia a competência territorial dos atos notariais eletrônicos via e-Notariado. Fernanda Canut problematiza a responsabilidade pelos atos ilícitos praticados em notariado digital, propondo critérios de imputação objetiva.




    Na Parte VI, Marianna Ribeiro e Olemar Santiago aplicam a doutrina do fórum público ao bloqueio de cidadãos por autoridades nas redes sociais. Bárbara Vila Nova discute a violência política de gênero on-line e sugere políticas de enfrentamento. Ítalo de Jesus analisa o tratamento de dados pessoais pela Administração sob a ótica dos bens públicos incorpóreos, propondo salvaguardas participativas.




    Patricia Possamai abre a Parte VII ao investigar o protocolo World ID e os riscos da venda de dados biométricos, relacionando vulnerabilidade digital e LGPD. Arthur Rohlfs revisita a jurisprudência do STJ sobre responsabilidade por efeitos adversos de medicamentos, distinguindo riscos intrínsecos e de desenvolvimento. Tiago Magalhães Cruz e Izabella Andrade discutem o emprego da tutela inibitória e de tecnologias de rastreio para compelir o Estado a fornecer imunossupressores a transplantados.




    Esta coletânea só se concretizou graças à sólida parceria entre a Faculdade Milton Campos e a Editora Dialética, que acolheu o projeto desde os primeiros esboços e assegurou a qualidade editorial do volume. Convido cada leitora e leitor a percorrer estes capítulos, certos de que encontrarão diálogos profícuos entre responsabilidade civil e inovações tecnológicas capazes de inspirar novas pesquisas e práticas profissionais. Que a obra sirva de ponte entre a academia, o mercado e as instituições, estimulando soluções criativas para os desafios jurídicos do nosso tempo. Boa leitura!




    Nova Lima/MG, 27 de maio de 2025.




    José Luiz de Moura Faleiros Júnior
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    “Retarding automation that controls, stigmatizes, and cheats innocent people is a vital role for twenty-first century regulators. We do not simply need more AI; we need better AI…”1




    — Frank Pasquale




    1 INTRODUÇÃO




    Compreender os impactos da acentuada evolução de sistemas de inteligência artificial para a responsabilidade civil é um desafio transdisciplinar. Não há dúvidas de que o período de transição no qual se consolida o apogeu da assim chamada ‘sociedade da informação’ desvela nuances que, para a Ciência do Direito, impõem a reestruturação de certas bases teóricas, ultrapassando a regulação e demandando compreensão funcional de institutos jurídicos tradicionais.




    É o caso da responsabilidade civil, cujas funções vêm sendo investigadas há tempos pela doutrina especializada. Por certo, é nesse campo de estudos que se situa a grande inquietação sobre os limites de imputação do dever reparatório decorrente de eventual falha propiciada por algoritmos complexos – potencializados pelas estruturas preditivas de aprendizagem (machine learning) – que, embora parametrizados e adequadamente desenvolvidos no atual estado da técnica, podem ser vetores da causação de danos.




    Para além da eclosão do dano e da compreensão simplista de que o mesmo deve ser reparado, nos contornos adjacentes à função reparatória tradicional (liability), tem ganhado corpo a proposta de estruturação da função preventiva (e, em certas fronteiras dessa discussão, até mesmo da função precaucional) da responsabilidade civil, na consolidação da chamada accountability.




    Para desenvolvedores, importa saber como enfrentarão os rigores punitivos do Estado se, no curso do implemento de suas invenções, falhas nelas diagnosticadas forem consideradas condicionantes causais para a identificação do respectivo nexo. Nesse cenário, lançando o tema-problema desse breve ensaio, questiona-se: como compatibilizar a responsabilidade civil e suas múltiplas funções com o propósito de adequada tutela jurídica de sistemas de inteligência artificial?




    Como hipótese, trabalha-se com a accountability no contexto do desenvolvimento algorítmico (e de seus riscos subjacentes), sinalizando inegável propensão ao estabelecimento de deveres que reestruturam o arcabouço específico da dogmática clássica e reforçando o labor investigativo ex ante – que previne danos – como vetor da exploração de atividades cujo risco é identificado na própria complexidade dos algoritmos.




    O trabalho será estruturado a partir da metodologia dedutiva, com aportes bibliográficos e pesquisa qualitativa, almejando comprovar a hipótese indicada no contexto da atual compreensão que se tem das funções reparatória, preventiva e precaucional da responsabilidade civil no ordenamento brasileiro.




    2 SISTEMAS DE INTELIGÊNCIA ARTIFICIAL E ACCOUNTABILITY: DESAFIOS DA QUARTA REVOLUÇÃO INDUSTRIAL




    Se, por um lado, não há dúvidas de que a evolução tecnológica acentuada do século XX permitiu ganhos inegáveis em eficiência e desencadeou profunda mudança de paradigma, também não se pode negar que fluxos incessantes de dados geram preocupações quanto aos riscos da hiperconectividade2, uma vez que “a IoT [Internet das Coisas] pode ser vista em diferentes dimensões pelos diferentes setores da academia e da indústria; qualquer que seja o ponto de vista, a IoT ainda não atingiu a maturidade e é vulnerável a todos os tipos de ameaças e ataques.”3 Na descrição do fenômeno em questão, Klaus Schwab enumera diversas inovações tecnológicas com empolgante potencial disruptivo: (i) tecnologias implantáveis; (ii) presença digital; (iii) a visão como uma nova interface; (iv) tecnologias vestíveis; (v) computação ubíqua; (vi) supercomputadores que cabem no bolso; (vii) armazenamento para todos; (viii) A Internet das coisas e para as coisas; (ix) casas conectadas; (x) cidades inteligentes; (xi) Big Data e tomadas de decisão; (xii) carros autoguiados; (xiii) a inteligência artificial aplicada às tomadas de decisão; (xiv) a inteligência artificial aplicada às funções administrativas; (xv) a relação entre robótica e serviços; (xvi) a ascensão das criptomoedas; (xvii) a economia compartilhada; (xviii) a relação entre governos e blockchain; (xix) impressão 3D e fabricação; (xx) impressão 3D e a saúde humana; (xxi) impressão 3D e os produtos de consumo; (xxii) seres projetados; (xxiii) neurotecnologias.4




    Em todos esses exemplos, podem ser identificados aspectos empolgantes e inerentemente relacionados ao potencial disruptivo dessas novas tecnologias, mas, em mesma proporção, são visualizáveis os riscos de sua adoção desmedida e desregrada. É nesse campo de discussões que a responsabilidade civil volta ao centro de investigação, pois, de um modo ou outro, a estruturação dogmática da tutela dos sistemas de inteligência artificial está diretamente relacionada ao implemento dessas novas tecnologias disruptivas e cada vez mais tendentes à automatização de processos que, por sua vez, dependem do processamento de grandes acervos de dados.




    O debate passa a ser norteado, nesse contexto, pelo adequado enquadramento jurídico do regime de responsabilização e pela consideração das funções da responsabilidade civil aplicáveis a cada situação.




    Em se tratando da busca por inovação, logo se pensa nas relações de consumo, posto que “as leis de responsabilidade pelo fato ou defeito de produtos ainda devem funcionar para proteger o consumidor de danos, incentivando as empresas a agirem de forma adequada para mitigar riscos previsíveis”.5




    É exatamente o espectro de previsibilidade do dano que recrudesce ou potencializa os riscos envolvidos em todo o processo de desenvolvimento de aplicações baseadas em algoritmos (que implica o fabricante/produtor), e também os usos dessas tecnologias (que implicam o proprietário/utilizador).6 Há que se considerar, portanto, a necessidade de que sejam formuladas respostas contundentes7 à suposta ‘zona cinzenta imputacional’ que se identifica nesses casos, caso contrário, como adverte Ugo Pagallo, todos os envolvidos na cadeia produtiva e de uso desses sistemas, assumiriam os riscos da responsabilidade civil por danos causados por essas máquinas, “24 horas por dia”.8




    Há, nesse cerne, um contraste entre os conceitos de risco e perigo, paralelamente pertinentes às funções preventiva e precaucional da responsabilidade civil.9 Apesar da aparente similitude linguística dos termos, nos dizeres de Mafalda Miranda Barbosa, não se deve confundir juridicamente perigo e risco, pois, “mais do que a verificação do simples perigo, estão em causa amiúde considerações ligadas à ideia de que é justo responsabilizar aquele que retira um proveito de uma atividade que com toda a probabilidade poderá causar prejuízos a terceiros.”10




    Em síntese, o perigo, de cariz mais abstrato, se mostra insuficiente para afastar a necessidade de demonstração do elemento subjetivo (culpa) na responsabilização; é imprescindível a aferição do nexo causal a partir da compreensão mais abrangente que se tem do risco. Para isso, a parametrização de deveres mais apurados (e, consequentemente, mais contingenciáveis) conduz à noção de ‘previsibilidade’, que melhor se alinha – no atual estado da técnica – à função preventiva.




    A doutrina estrangeira se vale do termo foreseeability11 para sintetizar esse elemento mesmo em contextos nos quais a teoria da culpa possa fazer mais sentido (como na averiguação de comportamento negligente do desenvolvedor de um sistema algorítmico). Não obstante, também se reconhece que é preciso ir além na busca por um critério adequado para atender à função precaucional da responsabilidade civil.




    Quando são analisados os algoritmos aplicados a atividades econômicas, a doutrina já debate a nebulosidade das contingências que demandam regulação mais específica. Nesse aspecto, o grande desafio que se enfrenta vai além da regulação voltada, por exemplo, à proteção de dados pessoais, embora seja este um importante primeiro passo, pois tem o condão de despertar olhares para a almejada accountability, como alertam Bruno Bioni e Maria Luciano: “Em poucas palavras, o saldo normativo das novas leis de proteção de dados pessoais é resultado cada vez mais de uma arquitetura precaucionária de danos. O fio condutor de todo esse processo é o acirramento da assimetria de informação”.12




    É na proteção de dados pessoais que também a doutrina europeia já identifica locus de grande valor para o debate sobre accountability:




    A accountability é um conceito com muitas dimensões. Foi caracterizado por estudiosos como sendo um conceito “evasivo” e até “camaleônico”, porque pode significar coisas muito diferentes para pessoas diferentes. Em seu significado central, accountability se refere à existência de um relacionamento pelo qual uma entidade tem a capacidade de recorrer a outra entidade e exigir uma explicação e/ou justificativa para sua conduta. Com o tempo, diferentes instrumentos de proteção de dados desenvolveram diferentes tipos de mecanismos de responsabilização. No RGPD, o princípio da accountability é usado principalmente para sinalizar que os controladores não são apenas responsáveis pela implementação de medidas adequadas para cumprir o RGPD, mas também devem ser capazes de demonstrar conformidade a pedido das autoridades de supervisão.13




    Sem dúvidas, o processamento de grandes acervos de dados desperta inegável potencial de exploração tecnológica, mas também denota enormes riscos. É preciso ressaltar que, no caso dos algoritmos, a singularidade tecnológica14 pode ser atingida – e isso será melhor analisado no tópico adiante –, mas, em síntese, ainda não se chegou ao momento no qual se poderá afirmar a existência de verdadeira simbiose entre o biológico e o tecnológico, a ponto de se ter “máquinas inteligentes” equiparáveis à complexidade da mente humana.15 Sem dúvidas, os algoritmos ainda trabalham no campo da heurística, embora não se possa simplesmente desconsiderar esse debate no atual estágio de desenvolvimento tecnológico.




    Fato é que essas estruturas ‘não inteligentes’ (artificial unintelligences, como diz Meredith Broussard16) ainda são incapazes de perceber e assimilar o mundo em toda a sua complexidade, com percepções sensoriais, discernimento moral, análise crítica da realidade e várias outras características identificadas somente nos indivíduos humanos.




    Algoritmos, mesmo quando potencializados pelo machine learning, ainda são falíveis e extremamente propensos aos erros de representação e assimilação que, pelo caráter absolutamente matemático com que processam dados, apenas realçam o desafio de encontrar meios para conciliar a responsabilidade civil e seus clássicos institutos com essa nova realidade, ainda que em caráter prospectivo.




    A centralidade dessa nova preocupação deve ser – como sempre o foi – o aspecto humano. Isso se conclui pela leitura, por exemplo, das clássicas três leis da robótica descritas por Isaac Asimov no conto “Círculo Vicioso” de sua famosa coletânea “Eu, Robô”17, que, por sua vez, inspiraram o norte-americano Jack Balkin a também formular três postulados para o enquadramento jurídico dessa complexa discussão. Foram chamadas pela doutrina de ‘leis da robótica na era do Big Data’ e são assim resumidas: (a) operadores algorítmicos devem ser fiduciários de informações em relação a seus clientes e usuários finais; (b) operadores algorítmicos têm deveres para com o público em geral; (c) operadores algorítmicos têm o dever público de não se envolverem em incômodos algorítmicos.18




    Essas três premissas devem ser internalizadas pelos desenvolvedores das aplicações para inspirar a produção do algoritmo desde seu código-fonte, o que desvela uma dimensão ética do labor de programadores e desenvolvedores.19 O mote deve ser a prevenção e, por esse motivo, estão ligadas ao papel do produtor/fabricante no mapeamento, na compreensão e no acautelamento dos riscos no processo de desenvolvimento.




    Espera-se que algoritmos complexos – especialmente por envolverem riscos intrínsecos – sejam concebidos a partir de estruturas colaborativas, nas quais a fidúcia permeie as relações entre os profissionais e as corporações diretamente envolvidos em todos os seus estágios de desenvolvimento, sinalizando a importância da confiança (trust) na acepção recíproca que Giddens nomeia de reliability ao tratar especificamente de princípios abstratos do conhecimento técnico (technical knowledge).20 Isso denota a importância da interação homem-máquina, que não deve acarretar uma preocupação aterrorizante, uma vez que, como salientam Daniel e Richard Susskind, “o futuro mais eficiente está em máquinas e seres humanos trabalhando juntos.”21




    A essência dos postulados cunhados por Balkin mostra que o esperado grau de excepcional diligência do agente que programa/desenvolve um algoritmo de IA decorre não apenas da expectativa de conformidade à regulação e à gestão de riscos (compliance), mas à atuação proativa quanto à mitigação de riscos (accountability ex ante), em concretização ao tão famoso ‘princípio responsabilidade’ há tempos defendido por Hans Jonas.22 Isso não afasta, todavia, a importância da formulação de regras de boas práticas e de governança direcionadas aos possíveis danos e ao seu enfrentamento (accountability ex post), levando em consideração a natureza, o escopo, a finalidade, a probabilidade e a gravidade dos riscos e dos benefícios decorrentes da adoção de uma tecnologia baseada em algoritmos de IA.




    O caráter cooperativo identificado nas propostas de Balkin levaram Frank Pasquale a propor uma ‘quarta lei’: (d) um robô sempre deve indicar a identidade de seu criador, controlador ou proprietário.23 Esse novo postulado concretiza o que a doutrina já sustentava como ‘princípio da explicabilidade’ – que se materializa na tradução plausível do termo inglês answerability –, direcionado a permitir que determinada máquina indique quem é seu criador e, eventualmente, também revele a identidade de seu proprietário.24




    Ora, se o risco é o elemento central de todas essas propostas, mas a noção de perigo – e a própria precaução – também instigam reflexões sobre os impactos do desenvolvimento tecnológico desenfreado, resta frisar que “o conceito, a tipologia e a gravidade dos danos que inspiram a formatação dos sistemas de responsabilidade civil ao longo dos tempos variaram sob uma perspectiva proporcional à própria transformação da sociedade.”25




    Inegavelmente, o fato de o risco ser comprovado ou potencial (hipotético) não afasta a pertinência dos princípios da prevenção e da precaução exatamente porque todo tipo de “novo dano” gera certa empolgação e, como alerta Ulrich Beck, acarreta suposições de aceitação social de novas tecnologias26 – ainda que não testadas – pelo fato de o risco, em alguma medida, se tornar inerente às diversas atividades da vida cotidiana.27




    Discutir a função precaucional da responsabilidade civil, ainda que se reconheça o processo de evolução dos algoritmos como um fenômeno mutável e suscetível a constantes alterações, implicaria impor a responsabilização a despeito da incerteza do dano. Também significaria reconhecer maior grau de opacidade em sua previsibilidade, que passaria a reger estruturas de responsabilidade civil em razão de sua plausibilidade28 e não mais da previsibilidade (foreseeability) e, com isso, o debate teorético passaria a abranger discussões mais amplas no que diz respeito ao nexo de causalidade (ou mesmo à culpa), dando ensejo a propostas variadas e que demandam compatibilização específica com o ordenamento no qual se pretenda inclui-las.




    3 A SINGULARIDADE TECNOLÓGICA NO HORIZONTE JURÍDICO: COMO COMPATIBILIZAR DEVERES EM UM PERÍODO DE TRANSIÇÃO?




    Algoritmos sofisticados, principalmente os que são robustecidos por técnicas de aprendizado profundo (deep learning)29 – com potencial acentuado em razão de tecnologias emergentes, como as comunicações 5G e a Internet das Coisas –, ainda operam no nível da heurística. Como já se registrou, algoritmos são apenas fórmulas matemáticas que indicam possibilidades para que decisões sejam tomadas em função de análise probabilística.30 Por esse motivo, o acalorado debate em torno da atribuição de “personalidade eletrônica” a máquinas não apresenta solução única, muito menos definitiva, o que impõe considerar o conceito de “singularidade tecnológica” em todo debate sobre responsabilidade civil por falhas algorítmicas.




    De fato, a expressão “inteligência artificial” acabou se popularizando como um gênero terminológico, não refletindo com exatidão o atual estado da técnica, uma vez que a natureza matemática das predições não permite dizer que um sistema algorítmico seja efetivamente inteligente.




    A mencionada “singularidade tecnológica” foi primeiramente sugerida pelo matemático Vernor Vinge.31 Segundo o autor, sua consolidação se dará no momento em que o avanço tecnológico for capaz de propiciar simbiose indistinguível entre o biológico e o tecnológico, permitindo a superação do ‘jogo da imitação’ de Turing32 e o avanço paulatino rumo à consolidação da ‘superinteligência’ descrita por Bostrom.33




    Não obstante, foi no final da década de 1990 que Ray Kurzweil explorou com maior profundidade o significado da expressão34, indicando um momento de emancipação algorítmica. Basicamente, os algoritmos se tornariam tão complexos em razão do avanço dos processos de machine e deep learning que ultrapassariam os limites da simples predição estatística e do singelo suporte à tomada de decisões em função da heurística computacional para, efetivamente, se tornarem máquinas capazes de ‘pensar’.




    Jean-Gabriel Ganascia explica:




    De acordo com Kurzweil, muito em breve estaremos baixando nossa consciência para máquinas, o que nos fornecerá uma forma de imortalidade. Isso resultará inevitavelmente da aceleração do progresso. Com efeito, segundo ele, a lei geral a que obedece toda forma de evolução, seja o desenvolvimento biológico, o aperfeiçoamento das civilizações ou o aperfeiçoamento das tecnologias, é de natureza intrinsecamente exponencial.35




    A ideia, embora remeta a alguma espécie de distopia usualmente identificada na literatura ou nos filmes de ficção científica (o que poderia ser verdadeiro nonsense para qualquer investigação jurídica36), revela mudança de paradigma que permitiria aos algoritmos – a partir de então considerados ‘singulares’ ou artificialmente inteligentes e propensos à tomada de decisões morais – agir como um humano, com pensamentos abstratos, discernimento baseado em valores e potencial discriminatório decorrente da formação de uma personalidade moldada e robustecida pelo acumulo informacional.37




    Não é por outra razão que os impactos da IA vêm sendo discutidos no contexto da Agenda 2030 de Objetivos para o Desenvolvimento Sustentável da Organização das Nações Unidas.38 O tema, entretanto, não é novo. Em 1992, Lawrence Solum publicou artigo pioneiro sobre a questão39, muito antes do avanço vertiginoso da tecnologia do século XXI. Não obstante, as inquietações ganharam forças a partir de 2015, quando a União Europeia publicou o Draft Report with recommendations on civil law rules and robotics (2015/2103), no qual já era possível notar algumas preocupações quanto aos danos causados por máquinas.




    Foi a partir desse documento que, em 16 de fevereiro de 2017, o Parlamento Europeu aprovou uma Resolução intitulada “Disposições de Direito Civil sobre Robótica”, na qual, expressamente e em caráter prospectivo, foi apresentada a possibilidade de atribuição de personalidade eletrônica a robôs (Diretriz 59, item “f”).40 Segundo Mafalda Miranda Barbosa, a proposta revelou a necessidade de que eventual e futuro regulamento seja estruturado em torno dos princípios da precaução, da reversibilidade, da segurança e da responsabilidade.41




    É preciso lembrar que “caracterizar a personalidade como um atributo jurídico não implica dizer, contudo, que o legislador possui ampla liberdade para instituir ou destituir personalidades, especialmente no que tange ao ser humano.”42 Para esse fim, a adoção de nomenclaturas específicas tem seu valor, como anota Visa Kurki:




    Certas formas emergentes de personalidade jurídica provavelmente exigirão novas nomenclaturas. Se a personalidade jurídica for estendida à IA ou a animais, surgirá a questão de ‘como chamar’ essas formas de personalidade jurídica. Novos termos ou frases, como ‘personalidade animal’ ou ‘personalidade eletrônica’, podem ser facilmente introduzidos. Tais soluções poderiam resolver possíveis questões de interpretação jurídica do conceito, da mesma forma que ‘pessoa natural’ e ‘pessoa jurídica’ são usadas, hoje, quando diferentes escopos de personalização precisam ser mantidos distintos.43




    Para o ordenamento brasileiro, esse é, enfim, um debate que concerne à viabilidade prática de eventual reparação dos danos causados por falhas algorítmicas, ainda que os conceitos de personalidade e capacidade se situem na Parte Geral do Código Civil.




    Mais do que a personalidade jurídica, o tema envolve capacidade e autonomia. Trata-se, portanto, de uma investigação não apenas sobre a personalidade jurídica, que, no caso dos algoritmos de IA, é “puramente ‘tecnológica, fundada nas potencialidades da combinação algorítmica que é fornecida ao software. Está, portanto, longe do agir ético dos humanos, em que radica o ser pessoa”.44 Ainda tratando do tema, Marcelo de Oliveira Milagres afirma que “parece que o fundamento para o reconhecimento da personalidade às máquinas autônomas é a maior viabilidade do ressarcimento dos danos decorrentes de suas ações”.45




    Tudo está a indicar a prevalência de um argumento eminentemente pragmático e não necessariamente adaptado às peculiaridades do desenvolvimento tecnológico existente ao final da segunda década do século XXI. Em suma, a “personalidade eletrônica” que se cogita atribuir a entes (ainda) não dotados de verdadeira inteligência, pelas limitações do atual estado da técnica, não encontra justificativas concretas. Sua análise é fruto da preocupação plausível que se tem quanto ao atingimento da singularidade tecnológica. A intenção é criar um ecossistema normativo adequado, antes que isso se torne um grande desafio para o Direito.




    Então, sendo certo que a singularidade tecnológica não foi atingida, propostas que buscam investigar sua compatibilidade com institutos jurídicos como a responsabilidade civil acabam conduzindo à refutação, de plano, da ideia de atribuição da “personalidade eletrônica”, pois sua adoção simplesmente parece não fazer sentido. Porém, algumas alternativas possíveis são apontadas pela doutrina especializada. Uma delas, de cariz intermediário, surgiu a partir de emblemático trabalho do alemão Jan-Erik Schirmer46 sobre a secular Teilrechtsfähigkeit da Sec. 90a do Código Civil alemão (Bürgerliches Gesetzbuch ou BGB).47




    A sugestão de Schirmer envolve considerar um robô ‘parcialmente capaz’, atribuindo-lhe “personalidade jurídica fragmentária” quase indistinta da capacidade jurídica, para que seja construída evolutivamente48, ou seja, estabelecendo-se níveis de maior ou menor capacidade jurídica até o atingimento da singularidade tecnológica como uma nova espécie de personalidade jurídica.




    Em sintonia com os contornos próprios do BGB, essa proposta se materializa na indistinção entre personalidade e capacidade, cujo acolhimento em ordenamentos diversos do alemão apresenta desafios maiores, mesmo para a tutela dos algoritmos de cariz puramente heurístico no atual estado da técnica. Não obstante, a essência da proposta faz certo sentido como medida de transição49, mesmo para ordenamentos, como o brasileiro, que distinguem a capacidade da personalidade.




    Uma segunda proposta – ainda mais recente – é detalhada pelo britânico Ryan Abbott: em obra dedicada especificamente ao tema, o autor sugere equiparar humanos e robôs em condições paritárias para que não se faça qualquer distinção, nem mesmo para fins de proteção jurídica, entre um e outro. Em abordagem consequencialista, o autor defende que, se um robô é capaz de realizar determinada atividade laborativa antes relegada apenas a humanos, deve receber o mesmo tratamento que um humano receberia, caso falhe. Sua análise é declaradamente centrada no postulado da eficiência e na meta de prevenir distorções de mercado, o que, claramente, não parece se coadunar com o atual estágio de desenvolvimento tecnológico que, como se disse, ainda não atingiu a singularidade tecnológica.50




    A despeito das ideias e propostas de transição, o que importa para o momento é reconhecer que, enquanto a mencionada singularidade tecnológica não for atingida, modelos pouco usuais poderão servir para tutelar provisoriamente determinadas situações jurídicas fragilizadas pela falta de clareza quanto à proteção que o ordenamento lhes pode haurir. É o caso das situações jurídicas de cariz existencial, como as que envolvem a discriminação algorítmica a partir de vieses.




    Lembrando os dizeres de Caitlin Mulholland, “para que uma pessoa seja obrigada a reparar um dano injusto, é fundamental que ela tenha a autonomia de atuação, isto é, tenha a capacidade de reconhecer a licitude ou ilicitude de sua conduta e, ao mesmo tempo, a habitualidade de identificar e prever a potencialidade danosa desta.”51 Nesse sentido, “parece ser excessivamente artificial – ou mera ficção científica – imaginar um robô androide perfeitamente inteligente, andando pelas ruas sem qualquer controle.”52




    A experiência recente já demonstrou que os vieses, a despeito de serem total ou parcialmente previsíveis, podem acarretar algum tipo de dano, inclusive de natureza discriminatória. Confira-se o seguinte exemplo:




    Exemplo curioso é o da tecnologia LiDAR (acrônimo de Light Radar), baseada no rastreamento da luz refletida por objetos do entorno de um veículo autônomo. A luz que retorna é absorvida por sensores para o cálculo de sua densidade (luminância), que, catalogada, alimenta de dados um algoritmo capaz de processar e projetar, em plano tridimensional, obstáculos presentes nas cercanias, deles desviando para prevenir abalroamentos. Dessa forma, utilizando-se de feixes de luz, milhões de cálculos são processados em segundos para permitir o deslocamento desses veículos sem qualquer intervenção humana, e, a partir do aprendizado de máquina (machine learning), vão se tornando mais confiáveis.53




    A tecnologia mencionada no excerto vem sendo empregada para o desenvolvimento de carros, navios e drones autônomos. Porém, notícias recentes dão conta da maior propensão desses veículos ao atropelamento de pessoas negras54 pelo fato de o feixe de luz provocar enviesamento, na medida em que pessoas negras deixam de ser identificadas nas cercanias pelo simples fato de toda a tecnologia ser dependente da luminância aferida pelo reflexo, e é sabido que cores mais escuras absorvem mais luz. Nesse ponto se dessumiria o viés algorítmico gerador de dano, em caráter totalmente previsível e representativo de riscos que poderiam ser evitados pelo implemento de outro modal tecnológico ou pelo refinamento do modelo em questão.




    Em que pese a doutrina já sinalizar uma ‘branquidão’ das tecnologias baseadas em algoritmos de IA, o exemplo do sensor baseado em luminância não permite dizer que o próprio algoritmo possa ser adjetivado como racista, pois há, em verdade, um viés a ser considerado na leitura que se faz do resultado danoso in concreto.55




    A questão, portanto, apresenta nuances próprias e extremamente complexas, demandando investigações mais profundas para a compatibilização dessa e de outras tecnologias potencialmente propensas à causação de danos em razão dos vieses, ainda que a singularidade tecnológica seja, ainda, apenas uma perspectiva no horizonte.




    4 UMA LEITURA FUNCIONAL DO TEMA: DATA-INFORMED DUTIES E O ECOSSISTEMA DE PROTEÇÃO DE DADOS




    A discussão em torno da necessidade de regulação específica para os sistemas de inteligência artificial é um tema recorrente na doutrina. Seus impactos desafiam a compreensão do próprio papel do Estado no controle do desenvolvimento tecnológico. Se, por um lado, espera-se que a pujança da inovação traga melhorias para a qualidade de vida em geral, por outro, não se nega que encarar o tema do ponto de vista regulatório é um desafio.56




    Estruturar uma abordagem abrangente e capaz de esgotar a discussão no atual estado do desenvolvimento tecnológico não parece um desafio plausível. Certamente, o tema demanda discussões mais detalhadas sobre o papel do Estado nesse complexo cenário, mas, quanto à responsabilidade civil, a doutrina vem procurando estabelecer um modelo sistemático para a delimitação dos contornos de aferição do risco no desenvolvimento de aplicações centradas em sistemas de inteligência artificial.




    Frank Pasquale sugere a parametrização de deveres informados baseados em dados (“data-informed duties”) para a criação de modelos-padrão (standards) que podem ser utilizados para embasar eventual responsabilização. Nos dizeres do autor, “[e]sses padrões são particularmente importantes devido ao potencial de que dados imprecisos e inadequados contaminem o aprendizado de máquina.”57




    Nesse aspecto, constata-se que o processo heurístico baseado em dados, se for contaminado logo nos estágios iniciais de processamento, pode gerar resultados distorcidos e enviesados. Em resumo, a curadoria de dados no antecedente (inputs) deve imperar e ser observada no curso de todo o processo algorítmico – que também deve ser auditável –, sob pena de os substratos finais obtidos no consequente (outputs) não serem confiáveis.




    Essencialmente, a parametrização de modelos-padrão deixa de depender da complexa atividade regulatória estatal para o atendimento contingencial da vasta plêiade de estruturas algorítmicas, que pode variar em diversos aspectos, e oferece maior liberdade para o desenvolvimento de métricas autorreguladas para cada tipo de atividade. Nesse contexto, seria possível trabalhar com bases comparativas que ofereceriam condições mais precisas e bem mapeadas para determinar a atuação em conformidade (compliance), com o risco equivalente devidamente aferido para o tipo de atividade algorítmica em questão.




    A proposta de Pasquale encontra sustentáculos, inclusive, em apontamentos lançados na clássica obra de Stuart Russell e Peter Norvig, que já falavam na ‘quantificação das incertezas’: “Os agentes podem precisar lidar com a incerteza, seja devido à observabilidade parcial, ao não-determinismo da incerteza ou a uma combinação dos dois.”58 Em síntese, pode-se afirmar que as conjecturas a partir das quais são concebidos os data-informed duties se alinham à já mencionada ‘quarta lei da robótica’ proposta por Pasquale (princípio da explicabilidade).59 Sua ideia reforça a necessidade de superação de um problema também descrito pelo autor, noutra obra60: o dos algoritmos de ‘caixas-pretas’ (black boxes), usualmente identificados pela utilização de técnicas de machine learning que propiciam o aprimoramento descontrolado e não supervisionado dessas aplicações, a ponto de se tornarem tão complexas que sequer seus próprios criadores as compreendem.61




    Na responsabilidade civil, o enfrentamento do ‘incerto’ e do ‘imprevisível’ não é uma novidade, pois a dogmática tradicional já lida com tais conceitos no direito ambiental, em função da aplicação da teoria do risco integral como fundamento da reparação especificamente baseada na tutela do perigo e no princípio da precaução.62




    A mesma lógica, se trasladada para o contexto dos algoritmos de IA, propiciaria algumas consequências peculiares. Sobre o tema, Yaniv Benhamou e Justine Ferland63 já apontaram a perspectiva funcional que teriam tais deveres informados baseados em dados (“data informed duties”).




    a) Uma primeira constatação dos autores é a de que, quanto às exigências imponíveis a operadores algorítmicos64, impõe-se o cumprimento de deveres de cuidado, que dizem respeito: a.1) à escolha da tecnologia, em particular à luz das tarefas a serem realizadas e das próprias competências e habilidades do operador; a.2) ao quadro organizacional previsto, em especial no que diz respeito a um acompanhamento adequado; e a.3) à manutenção, incluindo quaisquer verificações de segurança e reparos. O não cumprimento de tais obrigações poderia desencadear responsabilidade por culpa, independentemente de o operador também ser estritamente responsável pelo risco criado, a partir do implemento de determinada tecnologia.65




    b) Com relação aos produtores e fabricantes, nas relações de consumo, inclusive para os que atuam incidentalmente como operadores, na acepção respectiva que a legislação de proteção de dados atribui ao termo66, devem ser observados os seguintes padrões de conduta, segundo Benhamou e Ferland67: b.1) conceber, descrever e comercializar produtos de uma forma que lhes permita cumprir os “data-informed duties”, tornando os riscos mais previsíveis (em realce à esperada foreseeability)68; e b.2) monitorar adequadamente o produto após a sua colocação em circulação, à luz das características das tecnologias digitais emergentes, em particular a sua abertura e dependência do ambiente digital geral, incluindo a obsolescência (programada ou não), o surgimento de malware ou mesmo sua vulnerabilidade a eventuais ataques externos.




    c) A chamada supervisão, entendida no contexto do dever de monitoramento (“superior” ou “hierárquico”, que pode ser decorrente até mesmo do poder de polícia estatal69, naquilo que Pasquale denomina de “oversight” em sua nova obra70) poderia ser alcançada pela realização de auditorias e estudos do algoritmo específico, mesmo após a sua liberação ao mercado. Desse modo, como decorrência da implementação de sistemas de monitoramento supervisionados, seria esperada a identificação de anomalias e a parametrização prévia dos sistemas para “avisar” sobre a ocorrência de comportamentos inesperados, bem como pela observação das tendências específicas de evolução a partir do machine learning para prever tais comportamentos. Uma vez que tal monitoramento seja implementado, a obrigação de informar as vítimas potenciais surge como dever anexo da boa-fé objetiva.71




    d) Havendo viabilidade, os autores defendem que os produtores devem ser compelidos a incluir backdoors obrigatórios72 em seus algoritmos. Outras designações para isso são as expressões “freios de emergência por padrão” (by design), “recursos de desligamento automático” (“shut down”), ou recursos que permitam aos operadores ou usuários “desligar a IA” por comandos manuais, ou torná-la “ininteligente” ao simplesmente pressionar um botão do pânico (“panic button”). Não garantir tais ferramentas e opções poderia ser considerado um defeito de design suficiente para justificar a responsabilização por infringência ao dever geral de segurança que lhes seria imponível, o que abriria margem à tutela de danos pela responsabilidade civil por fato do produto, reconhecendo como defeituoso o algoritmo. De fato, a depender das circunstâncias, os fabricantes ou operadores também poderiam ser obrigados a “desligar” os próprios robôs como parte de suas tarefas de monitoramento e auditoria algorítmica.




    e) Semelhante aos deveres de pós-venda já existentes e que são compostos de avisos e instruções para recall de produtos defeituosos, os produtores/fabricantes também podem assumir deveres de suporte e correção – corolários da auditabilidade e da transparência73 –consentâneos com outros desenvolvimentos recentes sobre a obrigação potencial dos desenvolvedores de software de atualizar algoritmos inseguros, durante todo o tempo em que a referida tecnologia estiver no mercado (ou seja, para além de qualquer estipulação contratual sobre prazo de garantia).74




    Uma proposta alternativa à de estruturação dos data-informed duties envolve o reconhecimento da função preventiva e sua funcionalização a partir da desejável accountability75 para o desenvolvimento de sistemas de inteligência artificial. Essa ideia é colhida dos escritos do italiano Giovanni Comandé, que realçam a necessidade de transição da tradicional responsabilidade estrita (liability) para um modelo de responsabilização que se ocupe, também, das funções preventiva e precaucional, impondo a quem assume melhor posição hierárquica – quanto à assunção de deveres “informados” – o múnus de fazer escolhas e justificá-las àqueles sobre os quais incidem seus efeitos.




    Na sociedade da informação, a accountability representa uma ‘cultura’76 (mais, portanto, que um dever) e seus efeitos ultrapassam os da mera ‘prestação de contas’ (como se poderia cogitar a partir da tradução literal do termo) pelas escolhas feitas. Ampliando o escopo desse debate, nova menção é devida ao ‘princípio responsabilidade’ descrito por Hans Jonas para conjecturar a accountability como ‘virtude’.77 Trata-se, portanto, da expectativa legítima de que o agente responda, nas esferas apropriadas (política, civil, criminal, administrativa, ética, social), por suas possíveis falhas e pelas deficiências de suas escolhas (especialmente se forem escolhas informadas).78




    Primando pela proteção da confiança79, a discussão sobre accountability contempla aspectos éticos que passam a ser reinterpretados para a aplicação de sistemas de inteligência artificial no campo de investigação que concerne à necessidade de regulação específica. Ao invés de normatizar “como” devem ser criados, aplicados e fiscalizados os algoritmos, esse modelo mais aberto cria nichos específicos nos quais faz mais sentido estabelecer guidelines mais abstratas, com grau de generalização suficiente para orientar o desenvolvimento tecnológico sem ceifá-lo da ambientação profícua ao seu livre florescimento.




    Esse fenômeno é o que se nota na União Europeia, que tem publicado relatórios sobre IA com esse caráter. Foram publicados três documentos em 2020: o primeiro, com o título Civil liability regime for Artificial Intelligence (PE 654.178), enfatizou-se a importância dos princípios e da parametrização de deveres para tratar da responsabilidade civil na IA;80 o segundo documento, chamado de European framework on ethical aspects of Artificial Intelligence, robotics and related tecnologies (PE 654.179) 81, definiu premissas quanto à accountability, tendo concluído que “falta um instrumento de accountability para garantir a proteção eficaz dos valores fundamentais na UE”82; o terceiro se direcionou mais especificamente à proteção da propriedade intelectual algorítmica (2020/2015(INI)).83




    Mais recentemente, em 20 de janeiro de 2021, o Parlamento propôs diretrizes para a utilização civil e militar de algoritmos de IA e definiu que, em áreas como a militar, a justiça e a saúde, “a IA nunca deve substituir ou isentar os humanos da sua responsabilidade”.84




    O tema certamente comporta discussões, pois “permite diferentes níveis de responsabilidade: inversão do ônus da prova, seguro obrigatório, fundos, restrições regulatórias, sanções criminais.”85 Tais alternativas podem ser melhor apresentadas noutros estudos, especialmente aquela concernente aos seguros obrigatórios, haja vista a clara dificuldade que ainda se enfrenta quanto à identificação de viabilidade patrimonial para a reparação de danos, mesmo se reconhecida a “personalidade eletrônica”.




    Como se disse anteriormente, as relações envolvendo a colocação de produtos baseados em algoritmos de IA no mercado serão, via de regra, relações de consumo86, impondo considerar toda a construção dogmática existente para atividades de risco ao se trabalhar com accountability.




    A título exemplificativo, questões como o ônus da prova devem ser analisadas com cautela.87 Isso porque o Brasil, “ao contrário do direito comunitário europeu, adota uma presunção relativa de defeito do produto, por força do dano sofrido pelo consumidor, dispensando-se este de sua prova cabal.”88 Noutros termos, invertido o ônus, eventual comprovação de inexistência de defeito recairá sobre o fornecedor, e, mesmo que se convolasse em caso fortuito, este seria considerado fortuito interno pela leitura que se faz dos riscos do desenvolvimento, não afastando o dever de indenizar, tampouco o mitigando.




    Naturalmente, ainda que não se tenha atingido a singularidade tecnológica, para que se torne mais plausível a discussão sobre a imputação de responsabilidade civil a máquinas e robôs89 ou para a construção de uma teoria em torno da “personalidade eletrônica”90, o debate sobre a extensão do risco no contexto das relações de consumo continuará a envolver esforço investigativo quanto aos limites de sua assunção.




    E, de fato, esse é um debate que vem se robustecendo: Bruno Bioni e Maria Luciano, já citados no início desse artigo, ressaltam que atividades de risco que envolvem dados pessoais já são vistas como “portas de entrada” para o debate sobre accountability91, pois sinalizam a tendência de transição para um regime mais amplo de responsabilidade civil, que abrange outras funções e realça a governança em suas estruturas de aferição do risco.92 Isso corresponderia exatamente ao que se está a sustentar com escoro nas doutrinas de Pasquale e Comandé.




    No Regulamento (UE) 2016/679 (Regulamento Geral sobre a Proteção de Dados), essa estrutura já existe e inspirou, no Brasil, a edição da Lei nº 13.709, de 14 de agosto de 2018 (Lei Geral de Proteção de Dados Pessoais), que trata do tema em seus arts. 6º, X (princípio da responsabilidade e prestação de contas), 46 (segurança da informação), 50 e 51 (governança e boas práticas).93




    Novamente, cabe menção a Hans Jonas e ao ‘princípio responsabilidade’:




    Mas o próprio homem passou a fazer parte dos objetos da tecnologia. O homo faber aplica sua arte a si mesmo e está prestes a inventar uma nova fabricação do inventor e criador de tudo o mais. Esta conclusão de seu poder de dominação, que pode muito bem significar uma vitória sobre o homem, esta instalação final da arte acima da natureza, provoca o esforço final do pensamento ético que nunca antes teve que considerar alternativas que são objeto de uma escolha face ao que se considerava o dado definitivo da constituição do homem.94




    A precaução traz ares de incerteza a um debate no qual o incerto flerta com a ideia de segurança e permanência dos valores humanos. Como anota Shannon Vallor, para os tempos de hoje, a dúvida que paira envolve o discernimento necessário para que se cultive o que será necessário amanhã: “Can we cultivate the will, and the wisdom, to do today what is needed for tomorrow?”95 De um lado, busca-se tutelar aquilo que, embora seja uma criação humana, instiga e desafia o próprio homem e seus limites; de outro, surge a accountability como paradigma de reforço à proliferação de verdadeira cultura baseada no mapeamento de riscos e na conformação das estruturas de pesquisa, produção e desenvolvimento de novas tecnologias, com vistas ao aumento do rol de contingências previsíveis e à conversão de perigos em riscos, ou do incerto em plausível para que se possa aliviar esse dilema. 96




    Atividades norteadas pela função precaucional têm o objetivo de “obter o maior grau possível de prevenção de danos, comprometendo minimamente outros valores igualmente relevantes, como a livre iniciativa e o desenvolvimento econômico.”97 Se os algoritmos não são capazes de “pensar”, mas são suficientemente avançados para tomar decisões “resultantes de uma combinação de inputs de programação não originária”98, uma leitura ampliativa do conceito de ‘responsabilidade’ poderá ao menos nortear a solução de problemas como “a opacidade decisória, a falta de explicação quanto aos critérios utilizados e a herança de inputs viciados, enviesados e preconceituosos, o que culmina na produção de discriminações injustificadas.”99 É o que se espera com o fomento à accountability.




    5 CONCLUSÃO




    Não se tem respostas definitivas quanto aos desafios que ainda pairam sobre o desenvolvimento dos sistemas de inteligência artificial no atual estado da técnica. O conceito de singularidade tecnológica vem sendo debatido há décadas e houve notável evolução algorítmica desde que Kurzweil o explorou, mas ainda não se tem máquinas inteligentes ou pensantes. Não obstante, debater as perspectivas dessa disrupção ainda se faz necessário até mesmo para que caminhos regulatórios compatíveis sejam diagnosticados.




    É inegável que o tema ainda suscitará muitos questionamentos, mas o avanço rumo à consagração da função precaucional da responsabilidade civil parece ser realmente necessário para a compatibilização do desenvolvimento tecnológico com a necessária proteção e prevenção dos vieses algorítmicos, especialmente a partir da proliferação de uma cultura de accountability que possa ser reconhecida como virtude.




    Soluções intermediárias são valiosos temas para o debate e para a propagação de questionamentos profícuos sobre a compatibilização das regras existentes no ordenamento com os desafios vislumbráveis a médio prazo. A cumulação de deveres informados (os data-informed duties descritos por Pasquale) com a parametrização de riscos a partir do reforço de rotinas lastreadas em accountability pode propiciar configuração coerente com as três premissas sugeridas por Balkin e a quarta, indicada por Pasquale.




    Não há que se falar nesses postulados como ‘novas leis da robótica’, mas premissas para a adequada compreensão das limitações do atual estágio de desenvolvimento tecnológico (embora continue evoluindo) e, em paralelo, da insuficiência de certos paradigmas do próprio ordenamento para, isoladamente, garantirem a tutela de riscos relacionados a sistemas de inteligência artificial falíveis. A hipótese se confirma exatamente por isso, revelando a importância de profícuo debate sobre o desenvolvimento tecnológico e até mesmo sobre a perspectiva – absolutamente teorética – de atingimento da singularidade tecnológica para fins de reconhecimento de pretensa “personalidade eletrônica”.




    Para além disso, outros debates fundamentais deverão ser travados em estudos específicos, inclusive para a compatibilização do regime de proteção aos consumidores e às relações de consumo com os riscos inerentes ao desenvolvimento de algoritmos. Igualmente, ressalta-se a necessidade de que sejam discutidos temas como a atribuição e a inversão do ônus da prova, a definição de dogmática específica para um “supervisor” da IA, ou a própria criação de regime de seguros obrigatórios.




    Tudo isso se convola na desejável ampliação da compreensão que se tem sobre os desafios desses algoritmos, que se acirrarão com o incremento da complexidade pelo machine e pelo deep learning, indicando a importância da introjeção da ética nos processos de desenvolvimento, implementação e fiscalização de seu uso.
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