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 INTRODUCTION TO THE QUESTIONS AND SURVEY OF THE BOOK

ONE EVENING WHEN my daughter was about two and my wife was pregnant with my son, I gave my wife a break by taking my daughter to the mall. We went to her favorite place, the pet shop, to look at all the animals. While we were there, a clerk was showing a snake—some kind of python—to two teenage boys. As these boys were trying to get up the nerve to touch the snake—all the while needling each other about who was the more manly—my daughter asked if she could pet the snake. She reached up and stroked it gently. The boys were ashamed at being shown up by a toddler girl. 

Well, yes, I’m a proud father; but I have another reason for telling you this story. I find in it a parable for the way many Christians approach sci-ence: we fear it. We fear it, I think, for two main reasons: first, because we found science classes hard in school. That is something we have in common with everyone, including those who do not share our Christian commitment; but the second reason touches on our faith directly: we fear that science will somehow undermine our faith. The fact that many writers hostile to Christianity—such as Richard Dawkins and Carl Sagan—make just that point, only adds to the fear. 

I think my daughter’s interest in the python models true Christianity better than these common fears do. Her curiosity about the little wriggler, and her delight in touching it—which is how she feels about most animals, including bugs—were untainted by any fears or misgivings. And in this book I will argue that this is just how it ought to be: in fact, if we have a proper hold on Christian belief we will love the natural world and respect the study of it; and by it we will also come to these studies with full mental vigor, confident that God’s truth can hold up under any challenge—and not only that, but also that his truth will both illuminate and enrich those studies. 

But of course to support this positive view of the sciences, and of Christians’ active work in them, I will have to consider just what is a “proper hold on Christian belief,” and that is what I aim to do in this book. I will start by looking into some of the philosophical issues that come into play in this discussion. This is because we need to know what faith and science are, how they relate to one another, and what claims either has a right to make about “truth.” My theme, which I will develop throughout the book, is that good science and good faith both need sound critical thinking. 

From there I will move on to discuss the biblical teaching that most impacts our view of science: namely the teaching about creation—how the universe came into being; and about providence—how God keeps the universe in being and interacts with it, and how he expects us to interact with it. And of course this raises questions about the age of the earth, miracles, psychology, and evolution—the places that most people think of as conflicts between faith and science; so I will go on to discuss these topics. 

I will finish by considering what it means to live in a created world. That is, I will outline a Christian view of the world, give some ideas about educating children in the sciences, and reflect on how Christians can impact their culture in this arena. 

You can see how I have arranged the material: philosophical issues, then theological ones, then areas where science and faith interact, and finally the conclusion. Some of my students who read a draft of this book wondered why I didn’t arrange it by topic—so that, for example, the chapters discussing the biblical view of the age of the earth (chapters 4–7) would lead directly into the chapter on cosmology and geology (chapter 15). My reason is that the chapters on interaction depend on a wide range of theological and philosophical discussions. But if you prefer to read the chapters in that order, go right ahead; but, whatever you do, please be sure to read chapters 2–3 first. If you’re like me, you want to get to the real stuff, and skip the preliminaries; but these chapters are not preliminaries, they are crucial to my overall case. 

I am writing this book for people who do not have specialist training in theology or philosophy. I think, for example, of Christian parents who want to know how their children should study science; of college students thinking about entering the sciences, or challenged in their faith by them; of teachers and those who write books for children. I would also be pleased if any who have doubts about Christianity, because of what the spokesmen for science tell them, might read this book and find that believing in Christ is reasonable after all. Finally, I have Christian friends who are scientists, and they mostly feel that their non-Christian colleagues at work think they’re crazy for their faith, and the people they share their pews with think they’re suspect for their scientific work: I’d like to help them achieve some sense of peace. 

This means I will restrict myself to ordinary language and keep technical terms to a minimum. (I have done without footnotes altogether. If you want to pursue things further—or to make sure that I’ve done my homework—I’ve included “Notes and Comments” for each chapter as an appendix. ) But in all this I intend to translate the discussion for your benefit, not to dumb it down. Some of the issues are complicated, and we can’t do justice either to them or to God or to those we love if we don’t want to think them out. I aim, then, to help you do some serious think-ing: but so does Jesus, who wants his followers to be “wise as to what is good” as well as “innocent as to what is evil” (Rom. 16:19; compare Matt. 10:16). As C. S. Lewis said, Christ “wants a child’s heart, but a grown-up’s head. He wants us to be simple, single-minded, affectionate, and teachable, as good children are; but he also wants every bit of intelligence we have to be alert at its job, and in first-class fighting trim.”

You may feel that I’ve given you more material than you want. My defense is that I am concerned to help with how to think about these questions, even more than what to think. 

When I need to discuss a disputed point of biblical interpretation, I will generally use a fairly literal translation such as the English Standard Version (ESV), or sometimes the New American Standard Version (NASB) or the Revised Version (RV). Citations of the Apocrypha/ Deuterocanonical books will be from the New American Bible (NAB) or Revised Standard Version (RSV), or from the RV if I need greater literalism. Unless I mark a Bible quotation otherwise, I’m using the ESV. 

I write from the standpoint of “mere Christianity”: that is, I write as a Christian who shares in common with all Christians such basic convictions
 as: the Bible is God’s special revelation to man; the ecumenical creeds (such as the Apostles’ Creed, Nicene Creed, Athanasian Creed) express the Bible’s teaching about Christ and the Trinity; and Christ saves his people and calls them to pursue holiness and to serve him in the church and in the world. For all that divides Christians from one another, these common beliefs give them a common cause: to combat the unbelief that riddles our contemporary world. I sympathize with the elf Haldir in Tolkien’s Lord of the Rings, who apologized for having to treat the Fellowship of the Ring with suspicion when they entered Lothlórien: “Indeed in nothing is the power of the Dark Lord more clearly shown than in the estrangement that divides all those who still oppose him.” This means that I will stick with the Bible; if I cite a church’s confession, it is because it says nicely what needs to be said, not because it in itself settles the discussion. 

There are a few points in the theology section where I cannot claim to speak for all believers, but have to take sides in disputes that divide them. I have generally indicated when this is so. 

Don’t misunderstand me: I am a loyal member of my denomination, and think its distinctives matter a great deal; but presenting them is not my goal in this book. I have found spiritual help in a wide range of Christian authors: the ardent Roman Catholics Blaise Pascal, Romano Guardini, and G. K. Chesterton; the staunch Protestants J. Gresham Machen, John Murray, and Francis Schaeffer; and the irenic Anglicans C. S. Lewis and J. I. Packer—not to mention the giants Thomas Aquinas, Martin Luther, and John Calvin. (I am sorry to say that my reading in Eastern writers is primarily limited to the exegetical writings of Chrysostom and Theophylact. ) I hope to give back to the whole church something of what I have gained. 

You deserve to know who I am and what right I have to write this book. I was born in the Baby Boom generation and grew up in a nominally Christian home, receiving a decent education in good public schools. I have always been interested in science, math, and languages. I was an amateur herpetologist as a teenager (I loved snakes, lizards, turtles, frogs, and salamanders; bless my mother for putting up with me), and went to MIT where I got my bachelor’s and master’s degrees in electrical engineering. I came to a living Christian faith during my second year there. After a few years of work I went to seminary, and then earned a Ph. D. in Hebrew linguistics (which is a “science”) in a department of Oriental studies at an English university. I now teach at a theological seminary; and besides the usual classes in Biblical studies (I am at heart a grammarian of Hebrew and Greek), I also teach a class called “Christian Faith in an Age of Science.” I have been studying and writing about Genesis 1–3 for several years now, and have also written a technical book on nature and miracle (The God of Miracles). My wife and I have two children, and at present we school them at home. As I write this, my daughter wants to be a veterinarian, and my son wants to be an inventor—both noble careers. I can’t think of anything I want more than for these children to grow up serving Christ faithfully in this world. 

Annette, a friend of ours, provoked me to write this one day, when she phoned us to ask what she should teach her children about fossils and the history of the earth. I had intended to write a technical book on science and faith (as I indicated in the footnotes of The God of Miracles), but Annette’s question made me think that a book on a general level would do more good. If God wills, I’ll yet write that other, more technical, book. 
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PHILOSOPHICAL ISSUES
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SCIENCE, FAITH, AND
 RATIONALITY


A Short Course in Good Thinking


THE IMPORTANCE OF PHILOSOPHY

This chapter and the next cover some issues in the philosophy of science; but if I’m going to write about that, I’d better first defend myself against a flurry of objections. If I don’t defend myself, you might easily fall prey to the temptation to skip these chapters so you can get right to the red meat. But these chapters are foundational to most of what I will argue later, so please bear with me. 

Philosophers, with their endless questions and uncertainties, frustrate people in the sciences: if these philosophers had any experience in the lab, they wouldn’t get so hung up over whether the scientist actually knows anything or deserves to be believed. In my six years as an undergraduate and graduate student at MIT, never did anyone official suggest that any of us would learn something worth knowing from a philosopher. So why should I think there is anything to be gained from even mentioning philosophy?

And in the Christian world there won’t be a much warmer reception. Doesn’t Scripture warn us not to be taken captive through philosophy (Col. 2:8)? Isn’t philosophy just the wisdom of this world, which gets in the way of genuine faith (1 Cor. 1:21)?

Let me start my defense by saying that there is a difference between phi-losophy and philosophers. Philosophy is the discipline that studies how to think clearly: to know what is a good argument that deserves our agreement because it makes its point, and what is a bad argument that we should reject. 

If an ornithologist (a scientific bird-watcher) tells me that my favorite canary is safe with his falcon, I want to know how he knows: is it just because he’s never seen his falcon go for a canary, or what? This is, as it turns out, a question in the philosophy of science: has the ornithologist made a sound con clusion? Actually, in matters of faith we have similar issues: if someone tells me I should (or should not) have my children baptized, I want to know how he arrived at his opinion. That, too, is a kind of philosophical question, one in the subject that theologians call “hermeneutics” and “theological method”; but at bottom it’s all about drawing sound conclusions. 

G. K. Chesterton put it well:

Men have always one of two things: either a complete and conscious philosophy or the unconscious acceptance of the broken bits of some incomplete and often discredited philosophy. . . . Philosophy is merely thought that has been thought out. It is often a great bore. But man has no alternative, except between being influenced by thought that has been thought out and being influenced by thought that has not been thought out. 

In reference to a man who responds to miracle claims with, “But my dear fellow, this is the twentieth century!” Chesterton observed:

In the mysterious depths of his being even that enormous ass does actually mean something. The point is that he cannot really explain what he means; and that is the argument for a better education in philosophy. 

Now if we look at it this way, we can see that what Paul warned the early Christians about was bad philosophy, namely the kind that kept people from believing that the Christian message is true. And what about the philosophy that my fellow MIT students and I despised? Is that bad philosophy too—or were we following a bad philosophy of our own? To answer that we need this chapter. 

Here is my basic claim, which I intend to develop throughout this book: our conclusions, whether in science or in religious faith or in any other area, are sound only to the extent that they follow the principles of good reasoning. (Just what those principles are will come soon. ) In this I am following the lead of C. S. Lewis, who observed,

The distinction thus made between scientific and non-scientific thoughts will not easily bear the weight we are attempting to put on it. . . . The physical sciences, then, depend on the validity of logic just as much as metaphysics [philosophy] or mathematics. If popular thought feels ‘science’ to be different from all other kinds of knowledge because science is experimentally verifiable, popular thought is mistaken. . . . We should therefore abandon the distinction between scientific and non-scientific thought. The proper distinction is between logical and non-logical thought. 

I put the last two sentences in italics because they sum up my case. Science and faith are “good” to the extent that they obey the rules of rationality. So the key to a solidly Christian way of thinking about science is sound critical thinking. 

Now there are two groups who will disagree
 with this idea. Some will say that science defines what rationality is. The answer to that is simple: they have made a claim, and the way to decide whether the claim is true or not is to evaluate whether it makes sense. So the very claim itself has to answer to the rules for rationality. Others will say that there is no such thing as “rationality,” because that is a human invention (this group is called “postmodern”). The problem with that objection is that in everyday life we know it’s not true: we know that getting hit by a flying stone is bad news, and typically we take steps to avoid it; we know that some materials make better knives than others (flint is better than sand, and steel is even better). A good philosophy will start from everyday rationality and build on it, and refine it. The principles of sound thinking that come next are just such a development. 

PRINCIPLES OF SOUND THINKING

To return to my example of the ornithologist, how will I know whether I should believe his assurances about his falcon and my canary—that is, how will I know whether or not I am reasonable to believe him? And the answer is, of course, if he has followed the rules for drawing sound conclusions from his experiences. So then: what are the rules?

To begin with, we need to understand what are the parts of an argument. (I use the word “argument” to mean the process of drawing a conclusion, not the quarrels that erupt between brothers and sisters. ) Then we can decide whether the parts are all in good working order. 

The first part of the argument is its data—that is, the raw facts. What has my bird-watching friend seen his falcon eat? What has he seen it pass by even when it’s hungry? A good argument has data that are honestly reported—no fudging, no editing out of inconvenient facts—and are as complete as possible. It is of course a judgment call when someone decides what is “complete enough”; in fact, that is one thing that makes science interesting, because people do not always agree in their judgment calls, and sometimes people make mistakes in them. It is often true that my data are second-hand: someone reports it and I believe it. (Much of what I know about the animal world comes from such reports—Audubon Society Field Guides, documentary films, and so on. ) In this case my data are good if I have sound reason to believe that the source is trustworthy. 

The second part of the argument is the premises—the things you take for granted, often without even thinking about them. Both I and the ornithologist take it for granted that falcons eat something; we also, based on our experience of falcons and birds like them, assume that they eat other animals. So some premises may seem too obvious to need stating; but we have to be careful even then: what’s obvious to you may not be obvious to me, and not only because I’m thickheaded. For example, suppose someone says, “The universe started either by the Big Bang or by divine creation.” He’s taking for granted a number of things, such as that creation and a Big Bang are the only alternatives, and that creation by means of a Big Bang is not possible. He’s also taking for granted that the universe exists, and that it started. Our speaker has taken these assumptions as starting points, perhaps because he has thought it through before, or perhaps because he hasn’t. But in any case he owes it to you to acknowledge his premises and expose them to evaluation. 

I want to introduce a special kind of premise that I call a touchstone truth. By this I mean the sort of thing you have to take for granted before you can even start thinking: you take for granted that you exist, that you are a self (which means that you make real choices that matter, and that when you reason soundly you come to valid conclusions), and that other selves exist and can communicate with you. (These are just examples: there may be more. ) I call them “touchstones” because if they’re not true then there’s no way you’ll know if anything else is true. It follows that if someone contradicts one of these touchstone truths, then his argument falls apart. You don’t have to argue to prove that a touchstone truth is a valid premise, although you may have to show that some particular belief has the right to touchstone status. (You can see that some premises do need to be shown valid. )

Here is an example of why I call these premises touchstone truths: J. B. S. Haldane, a British biologist who in the early twentieth century helped develop what is now known as neo-Darwinism, said:

If my mental processes are determined wholly by the motions of atoms in my brain, I have no reason to suppose that my beliefs are true. . . and hence I have no reason for supposing my brain to be composed of atoms. 

The notion that our thoughts are determined by the way the atoms in our brains move about is called “materialism”; and if materialism is true, then I cannot know whether my thoughts are true. It also follows that my choices are the products of these atomic movements as well, so that they cannot really be called “choices” at all (who thinks a rock chooses to fall when I let it go?). But this means that my belief that I am a self is false. The trouble is, you have to rely on that belief to argue that materialism is true. So we’re far more reasonable to conclude that materialism is false (or if it’s true, who cares?). 

The next part of an argument for us to consider is its terms—the definitions of the words used for the argument. We want to know if they are clear or not; if they are used consistently; and if they are standard usage for the words, or specific to one person or a small group. We have to recognize that most words have more than one meaning, and in order to know what someone is saying we have to know which meaning he is using. For example, in Mere Christianity C. S. Lewis has a chapter on “The Great Sin,” which is pride. But, as he shows, the word “pride” has more than one meaning: the sin of pride is that of comparing yourself to others in order to prove that you’re superior to them, and of wanting the world to revolve around you. But there’s a “pride” that we take, say, in our parents or children or school; and if by that we mean that we “have a warm-hearted admiration for” them, that’s not the sin of pride—though we may be boring if we talk too much about them. (We may, of course, commit the sin of pride if we use our children’s talents to prove how superior we are. ) We also have to be careful of taking a word that is in ordinary use and giving it a peculiar sense that no one ever uses: for example, some historians use the word “history” to mean an account of things without any reference to God. In such a case they could say, “Even though ‘In the beginning God created the heavens and the earth’ is not a historical statement, I’m not saying it didn’t happen”—and this sounds to most people like nonsense. 

You will find that in the chapters that follow, I keep trying to make sure we know what we mean by our terms. I realize that this may make me tiresome—J. Gresham Machen once acknowledged, “nothing makes a man more unpopular in the controversies of the present day than an insistence upon definition of terms”—but I want us to think clearly. 

The fourth part of an argument is the logic—the process of arranging conclusions in a step-by-step sequence to produce an inference. If I add two marbles to a cup holding two marbles, it is sound logic to believe that the cup now has four marbles in it (taking as a premise that no one is interfering). If I see a hawk eating a rabbit, I infer that at least this hawk eats rabbits from time to time; but if I watch a number of hawks in different places eat rabbits, I infer that rabbit is part of their diet. (To have an idea of how big a part of their diet it is requires that I compare the number of rabbit kills to the number of other kinds of kills. ) If the last cookie is missing from the cookie jar, it is reasonable to suppose that someone took it; but it is not reasonable to blame my brother, who lives two thousand miles away. To know whom to hold responsible I need to know who has been in the kitchen since I last checked, and something of the habits of the potential suspects. My children don’t pinch cookies from the jar, while my wife does snack on them; so she’s the most logical candidate. 

There are different kinds of inference: the marble example is deductive, depending on the rules of math, while the hawk diet is inductive, making generalizations from observations. The who-ate-the-cookie example is more complicated; it is like what detectives do, and we can call it a historical inference, trying to explain the cause of a specific event in terms of what I know about the possible causes. We have to follow the rules for the particular kind of inference we’re making. 

The fifth part of an argument is its scope—the realm of ideas in which our inference is supposed to apply. We might also call this the with-respect-to-whatness of our inference. (Sometimes the best way to answer a question is with “With respect to what?”) For example, if an astronomer tells you that the earth is not the center of the universe, his scope is the realm of physical location. If a theologian tells you that the earth is the center of the universe, his scope is the realm of God’s attention. To say that these two have contradicted each other you have to show that they have similar scopes—and I think anyone who tries to show such a thing with these two statements is talking foolishness. 

And finally, there is the gradation of confidence—what level of confidence I am entitled to give this conclusion in view of the data, the premises, and the kind of inference. For example, if I have seen two hawks eat nothing but rabbits, I can be confident that they eat rabbits. But if I want to be confident that hawks primarily eat rabbit, I have to watch many hawks, and see what they do when given a choice between rabbit and squirrel, and find out if hawks live where rabbits don’t. In the case of adding marbles to the cup, my inference is certain provided my premise that no one interferes is solid. In the case of the missing cookie, the level of confidence to which I am entitled depends on whether I have considered all the options, and how well I know the possible suspects. 

If you study critical thinking or logic you will get a list of “fallacies” to look out for. These fallacies generally have to do with failures to be careful in one or more of the components of sound thinking that we are discussing. For example, the “fallacy of equivocation” happens when we use a word without paying attention to the distinction of meanings: it is a problem in the “terms” component, and our “pride” example illustrates an equivocation if we call being “proud” of my daughter’s courage when she gets a painful shot an instance of sinful pride. The fallacy called “non sequitur” (Latin for “it does not follow”) is a problem in the “logic” component: if I see a hawk catching a rabbit, it does not follow from this fact that the same hawk—let alone other hawks—will not eat squirrels. 

There’s a Latin phrase that warns us against a very common logical mis-take: abusus usum non tollit, “abuse does not take away proper use.” The idea is that we must distinguish between the actual idea we are discussing, and the trappings that wrap around it. For example, people have used the Bible to defend the African slave trade; but the only way that fact can be a sound argument against the Bible is if defending the slave trade is part and parcel of the Bible’s teaching. If defense of slavery is an abuse of biblical teaching, then we can say that defending the slave trade is inconsistent with the Bible. People have also used Darwinism to defend racism; and the only way that can be a sound argument against Darwinism is if the racism is bound up with the very essence of Darwinism. The English proverb that goes along with this is “one bad apple doesn’t spoil the whole bunch”: you can’t refute Christianity, or Darwinism, or anything else, just by pointing to the buffoons who have used it for base purposes; you have to examine the ideas themselves. (Recall how I began this chapter by making a distinction between philoso-phy and philosophers. )

There is another kind of logic problem that we need to think about, because of how it applies to the sciences—especially to those with a historical component. Suppose you find a stone on the ground, and after looking at its sharp edges you decide that some person sharpened it. You then want to figure out why he sharpened it and how it came to be where you found it. In each of these inferences—that it was sharpened, the purpose it was sharpened for, and what train of events led to it being where you found it, your reasoning probably follows a sequence like this: you imagine a scenario, you look for reasons to support or refute that scenario, you consider other possible scenarios, and you try to support or reject each of those scenarios. For example, to decide that someone sharpened the stone, you imagine some natural process—say, wind and weather—that could have made it sharp like it is. You test that scenario by asking whether these natural processes produce such a clear pattern, and whether they would have made the stone in such an oblong shape. You don’t think so—and besides, you’ve seen other similar stones that you know were sharpened by a person. 

The key thing is that you have to give reasons to go from “I can imagine this scenario” to “this is a possible chain of events that led to this,” and from there to “this is the likely chain of events.” Unless you can give those reasons, you don’t have the logical right to make the shift. 

TESTING A TRUTH CLAIM

When I am faced with a claim that something is true, how can I know whether or not to believe it? Well, I should at least decide whether or not the argument that produced the truth claim is sound. Now, just because the argument might have some flaws in its components doesn’t mean that the conclusion is untrue. For example, I have seen an argument for the truthfulness of Scripture based on fulfilled prophecy, where I disagreed with the writer’s way of interpreting prophecy (which was an unargued premise for him), and therefore thought his argument was a bad one—but I still think that Scripture is true. To show that this writer’s conclusion about the truthfulness of Scripture is false would require someone to show that the flaws in his argument undermine his conclusion altogether, or else to show that there is a better explanation for the data of prophecy (which doesn’t happen in the case of Scripture’s truthfulness). 

Can we go beyond deciding that an argument is not simply false, to deciding that it is likely true? I think we can, if the argument meets the following conditions. 

(a) The set of data is large enough, and the conclusion covers all of the data. For example, I have observed enough hawks and accurately reported what I have seen them eat. 

(b) The argument openly says what premises must be true for the argument to hold, and offers reasonable grounds for believing those premises. For example, my premise that no one is interfering with the marbles in the cup is good if I am looking inside the cup. 

(c) The argument covers the data without introducing unnecessary complicating assumptions. This is often called Ockham’s razor: it means that the simplest conclusion that covers the facts is to be preferred. For example, when the cookie is missing, it is simpler to suppose one person pinched it than to imagine a UN conspiracy. 

(d) The logic of the argument is sound and self-consistent. 

(e) When the conclusion challenges other beliefs I hold, it shows why the other beliefs are wrong; but in any case it is consistent with my touchstone beliefs. This is just another way of saying that reasonable people don’t want to hold contradictory beliefs if they can avoid it. For example, if I thought hawks ate only rodents like mice and chipmunks and then I saw hawks eating rabbits—rabbits aren’t rodents, they’re lagomorphs, with two pairs of upper front teeth instead of one pair— then I have to reject my previous belief. But if someone argues from brain science that my beliefs are determined by the chemical properties of my brain, than I should reject the argument, even if the advocate wears a lab coat—because it contradicts a touchstone belief. 

Sometimes, though, even if my other belief is not a touchstone, I might hold on to it and reject the new conclusion. For example, if my detective work on the missing cookie leads me to conclude that a space alien pinched the cookie with a transporter beam, I may decide that my disbelief in transporter beams is strong enough to make it reasonable to reject the conclusion. If a psychologist tells me that a tendency to alcoholism is related to one’s genes, and I think it is a moral issue, I have to be careful to sort out just what is and is not in conflict. (I will look at this kind of question when I discuss the human and social sciences. )

(f) It lists the possible refutations and counterarguments fairly and honestly, and answers them. For example, someone might argue that the cookie disappeared because my son broke his habit of not pinching from the cookie jar; but if his habit is well-established, and he denies having done so, and he is truthful, and I know that my wife gets hungry, then the counter explanation doesn’t look promising. 

(g) It helps if we can describe a way of testing it. For example, if I have concluded
 that hawks eat rabbits, I should be able to set up a blind in a place where there are hawks and rabbits, and see it happen. I could test the two marbles plus two marbles gives four example, too, if I wanted to—but, since it’s a deductive inference, I wouldn’t be testing the inference itself but instead would be testing my premise that nothing is interfering. 

In the rest of this book I will put these principles to work to help us achieve good faith and good science. 

But for now I want to emphasize again that this is what you do—or at least should do—every day. 

A WORD ABOUT RATIONAL CHRISTIAN FAITH

I have stressed that good faith as well as good science needs sound rational thinking. I know that many will either not understand this just yet or will think they are reading something heretical: after all, faith is in the heart, not the head, they will say. Or they will point out that God reveals Christianity through Scripture, not through human reason. I will talk more in the next chapter about what “faith” is, and how it relates to reason. Before I move on, though, let me say a few things in clarification, so that you don’t hear what I’m not saying. 

To begin with, by “reason” and “rationality” I don’t mean what theologians usually mean when they contrast reason with revelation: they are speaking of the process of reasoning that takes for its premise the notion that only what we can discover by study without God’s help is reasonable. I am instead speaking of the process of thinking soundly in general. So this objection is based on failure to be clear that I use the word “reason” with a different meaning than the objector does. In fact I don’t believe for a second that it is at all “reasonable” to do without God’s help in understanding his world!

Another thing to clarify: I haven’t at this point said anything about the role of reasoning in how we come to believe in Christ; instead I have been focusing on the responsibility every convinced Christian has, to use and develop his reasoning ability in service to his faith and life. I will come back in a later chapter to the role of rational arguments in coming to faith. 

The theological discipline that studies how to use rational arguments to support faith is called apologetics. Christians don’t all agree on what place these arguments should play in bringing someone to believe in God. Some say that no arguments are needed; some say that sound faith requires evidence; some say that you have to challenge the unbeliever’s worldview before he can even think rightly about God. 

One of the things that distinguishes these schools of thought is their answer to the question, “Where does belief in God come in?” Some say that belief in God is actually a datum—that is, you just know God directly, and what you need is to get in touch with that knowledge that you’ve been suppressing. Others say that belief in God is a premise—unless you take God’s existence for granted, you have no basis for sound reasoning of any sort. Still others say that belief in God is an inference—a conclusion from a chain of reasoning—which is why you need evidence and strong arguments. 

As it turns out, each of these schools of thought has something to offer—rather than “either-or” I prefer the “both-and” approach. This is because these different schools seem to mean different things by “belief in God” (an expression we’ll examine in the next chapter). 
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MUST SCIENCE AND FAITH
 BE AT ODDS?

IN THIS CHAPTER I will examine some of the issues in the philosophy of science that come into play when we think about the interaction of science and faith. The first of these issues is the definition of “science” as well as that of “faith.” This will lead us to look at some of the questions of proper scientific method, the connection between science and knowledge, and the possible operating relationships between science and faith. 

In each of these areas I will start by giving what I take to be the most common way of thinking in our culture, and show how this leads to problems if we try to analyze it. I will then offer a way of thinking that serves us better. 

DEFINING “SCIENCE”

Would you be surprised to learn that defining “science” is actually controversial? Well, it is—because if we want to be any more informative than “what scientists do,” we run into all kinds of difficulties. Philosophers do not agree on whether there is something like a “scientific method” that unites all the different sciences; and they also don’t agree on what is the essence of science that would allow you to define it. Further, many of them disagree over the connection between “science” and “knowledge.” And finally, a good definition should help us to distinguish between what is scientific, and what is not—but that creates problems because “scientific” is a power word in our culture. If you’re a scientist people have to listen to you, and if you’re not—well, no one wants to be dismissed as “unscientific.” In a case like this, it’s easy to set up a definition that sneaks in any number of philosophical premises that need to be examined. As I told you in the last chapter, I am one of those who often finds philosophers tiresome and unhelpful; but here they have a point. I think we can arrive at a reasonable definition of science, but we do need to be careful. 

I recall being taught as a boy that “science” is, at its simplest, the collecting of data from observations of the world, and then the organizing of those observations in a way that leads to a generalization called a “law.” The best laws are in the form of an equation that allows you to predict what will happen next. The thing that makes science so superior to everything else, I was told, is that it is “objective,” which means it is free from bias and not subject to disagreement (I think of the character in Chesterton’s Father Brown story who says, “I don’t believe in anything; I’m a man of science”). Christian, Buddhist, and atheist will all agree that the ball traveled 25. 6 meters. This makes science a safer path to knowledge than any other kind of study, such as religion or philosophy, which can never get anywhere because they are so full of disagreements: “scientific proof” is the end of disagreement. 

My hunch is that this definition captures the elements of the popular view of science; it was certainly the standard view of science in my college days. The three features that stand out are the empirical nature of the work (the collection of data), the production of laws, and the objectivity (or freedom from all bias). 

The big problem with this kind of definition is that it’s not true to what scientists do. In the first place, we have neglected the fact that scientists are people, and no one is free of all bias—nor should they be. The search for laws actually takes for granted that such laws exist: it is biased in favor of finding mathematical regularity in nature. (I think that the biblical teaching on creation and providence make this bias quite reasonable, as we’ll see later. ) But even more importantly, many scientists have held to their ideas with the persistence of a bulldog even when it looked like they were wrong. Some cosmologists (physicists who study the origin and history of the universe) dislike the Big Bang theory because it implies a beginning to the universe—and such an idea is repulsive to them. 

Speaking of cosmologists, Stephen Hawking, in his book A Brief History of Time, writes about the assumption that the universe looks the same in every direction as seen from any other galaxy, just as it does when seen from ours. He says,

We have no scientific evidence [note: what does he mean by that?] for, or against, this assumption. We believe it only on grounds of modesty: it would be most remarkable if the universe looked the same in every direction around us, but not around other points in the universe!

In other words, they’re biased in favor of modesty (good thing, too). Unfortunately, for many in our culture, “bias” is a negative word, because we think it leads us to distort our view of the world, like “rose-colored glasses.” As Sherlock Holmes said more than once, “It is a capital mistake to theorize before you have all the evidence—it biases the judgment.” But
 not every bias distorts: some biases can help us decide ahead of time what is worth paying attention to and what is not. As Holmes said in another story, “It is of the highest importance in the art of deduction to be able to recognize out of a number of facts which are incidental and which are vital.” I am biased against the possibility that the number of puppies in a litter has anything to do with the number of legs the father has, so I would never pay anyone money to study what the relationship is. But some biases can distort: people who think that all human behavior can be explained by our genes have a bias that blinds them to moral realities. So we cannot promise that “science” is without bias; and we have to assess—by critical thinking—whether that leads to sound or unsound conclusions. 

The second way that the popular definition of science causes trouble is its emphasis on laws, or regularities. Some sciences do in fact concern themselves with such regularities: Newton’s laws of motion, as well as quantum mechanics and relativity, are examples of laws. But what about theories of the origin of the universe, or the geological history of a mountain range, or the history of life on this planet? These are unique historical events, and what makes them interesting is exactly their uniqueness: and yet we usually group cosmology, geology, and evolutionary biology among the sciences. (We may think that these events were produced by regularities, but that is a philosophical assumption, which I will address later. ) So we have to allow science to study both the regularities and the unique historical chains of cause-and-effect. 

Finally, the bit about the empirical nature of the work is good, so long as we are reasonable about what data we might legitimately consider. The science writer John Gribbin, in Almost Everyone’s Guide to Science, draws on the famous physicist Richard Feynman to get a crisp definition of science:

That is what science, and scientific models, are all about. If it disagrees with experiment it is wrong. 

Gribbin here limits the empirical data to the kind you can collect in an experiment—and that’s clearly wrong. Does this mean that the guy who hides in a blind and watches animals to see their natural behavior, is no scientist? And what place does this have for the sciences that study unique events? Are they not sciences either? It is much better to speak of “observation” or “experience,” recognizing that “experiments” are a special kind of experience (and an artificial one at that, since they purposely exclude “irrelevant” factors). It’s even better to speak of observations that are “publicly accessible”—that is, anyone else can get the same data. For example, you can come over to my house and watch the birds and squirrels, and see if what I report about them is true. You can mix the same five chemicals at the same temperature, and blow up your lab just like I did mine. Mind you, this kind of data isn’t the only kind there is: I know what I dreamed about last night and you only have my report. In research projects that involve this kind of data (say, to discover the connection between rapid eye movement and dreaming), the researcher really only has access to the person’s report—and that’s the part that is publicly accessible. 

No one has a problem with physics, chemistry, geology, and biology being sciences (they are often called “natural” or even “hard” sciences); but what should we do about “social” sciences such as linguistics, sociology, and anthropology, or the “human” sciences such as physiology or psychology? Admittedly, people in the “soft” sciences want the social prestige that comes from being called “scientists,” just as some in the “hard” sciences want to be able to exclude them as not really science; but we should look for some definition that is not part of a social strategy. 

This last point brings up a further difficulty in definition. Most of us want to have some way of distinguishing between those who do legitimate work and those who don’t. We’d like to be able to say that the cranks and quacks aren’t “real” scientists, so that we don’t have to believe them. Some people whose theories put them on the fringe (such as UFO researchers) would like to be called scientists so that we will hesitate to dismiss them. Similarly, there are many who want to keep some ideas out of the science classroom, such as any criticism of Darwinism, by calling them “religion” or “philosophy” and not “science” (and the sub-text is, if it’s not science no one needs to believe it). So the scramble for the right to use the prestige title compounds the def-initional difficulties. 

We can find some help from the history of usage. We get our word “science” from the Latin word scientia. The great scholars of the Middle Ages—who built on the ideas of the Greek philosophers, especially Aristotle (who lived from 384 to 322 B. C. )—used scientia to speak of a particular area of disciplined and rational study, worthy of the investment of the time and energy it took to gain knowledge. These areas of study included such fields as physics, biology, mathematics, ethics, politics, grammar, theology, and what we now call philosophy. When we use the word “science” today, we tend to focus on the natural or physical sciences, such as physics, chemistry, and biology, and to leave mathematics as a tool rather than a science. The term “scientist” was apparently coined by the Cambridge philosopher-scientist William Whewell (1794–1866) and appears in his 1840 book, The Philosophy of the Inductive Sciences, “to describe a cultivator of science.” Generally, our culture tends to treat physics, which is heavily mathematical and able to make very accurate predictions, as the prime example of “true science”; some even go so far as to make it the prime example of “true knowledge.” (This explains the pressure on the “soft” sciences such as sociology to put their results in mathematical form. ) Though the principles I set out in the previous chapter should lead us to resist such a tendency, we are foolish not to be aware of it. 

Further, we can throw into the mix a clarification that C. S. Lewis offered: 

Strictly speaking there is, I confess, no such thing as ‘modern science’. There are only particular sciences, all in a stage of rapid change, and sometimes inconsistent with one another. 

Lewis correctly represents both the history of usage of the word “science” and the practice of modern scientists. He also shows why John Gribbin is talking nonsense when he says,

Both evolution and the Big Bang (and all the rest) are based on the same principles, and you can’t pick and choose which bits of the scientific story you are going to accept. 

There is no reason for us to accept this before we look into the specifics, and there is every reason to suppose that this makes no sense at all. It is quite possible that the Big Bang theory satisfies the criteria for sound thinking while evolutionary theory does not—and vice versa. The hidden premise—that there is one “scientific story”—needs to be brought into the light. 

A few paragraphs ago I mentioned that the medieval sciences involved disciplined and rational study. This brings up two other aspects that we normally think belong to science: discursive reasoning and distantiation.  “Discursive reasoning” means that you can put your reasons into words and defend them. (This is not the only way to knowledge, of course: you can recognize your daughter’s voice even if you can’t say why you know it’s hers. )

“Distantiation” means you try to put some emotional distance between yourself and the object of your study, so that you can keep your cool and think clearly. (Holmes warned Watson, “It is of the first importance not to allow your judgment to be biased by personal qualities. . . . The emotional qualities are antagonistic to clear reasoning.”) We may agree with those who say there’s no such thing as pure neutrality—and who would want to meet someone who had no commitments?—but we can distance ourselves and be self-critical. The idea is that we should be honest, and willing to follow the evidence wherever it leads. We ought further to say that this is an ideal, and scientists—being human—don’t always meet it. 

If we put all these things together, we can see that “science” typically involves publicly accessible data, discursive reasoning, and personal distantiation. We can then come up with the following definition of “science”:

A science is a discipline in which one studies features of the world around us,
 and tries to describe his observations systematically and critically. 

Some sciences focus on the regularities (the laws), while others focus on chains of cause-and-effect that produced unique events (the histories). It helps us to group them into those that study the material world (the natural or physical sciences, such as physics, chemistry, biology, geology, astronomy), those that study human beings (the human sciences, such as anatomy, physiology, and psychology), and those that study the ways that humans interact (the social sciences, such as linguistics, textual hermeneutics, anthropology, and sociology). If we still want to use the word “science” as an umbrella for all these activities, we may, but we should be wary of the pitfalls that such a usage can lead us into. 

If we describe the sciences this way, we will find several advantages for thinking clearly. The first is that it captures the empirical nature of the work, and reminds us as well that science is a human activity. It also makes the sciences subject to the rules of sound thinking. 

This kind of description will also help us when we are faced with statements that begin with, “Science says. . .” We will immediately ask, “Which science?” And then we will move on to see that “a science” doesn’t say anything; scientists do. So then we can ask, “Which scientists? And have they reasoned so well that I should believe them?” This is especially helpful when someone makes a statement on behalf of all science; or when an expert in one science (say, physics) tries to speak authoritatively about some other field (say, linguistics or psychology): just because he’s a scientist doesn’t mean I am obligated to believe him. (Of course, if someone speaks as an expert in his own field, then I ought to pay closer attention. )

But I will be honest: this description has one big disadvantage, namely that most people don’t use the word “science” that way. I think that’s because most people aren’t aware of the problems we have been talking about; but in any case we have to listen to them and hear what they mean by the words they use, and help them to see why the description here has advantages over popular usage. Because I think the popular usage leads to fuzzy thinking, I don’t intend to go along with it. 

In any case, the first thing to do when someone mentions science is to figure out what he means by it, and whether he has said anything sensible. For example, Sherlock Holmes called himself a scientific detective; and he meant that he was careful in his collection of information, and that he had an extensive knowledge of how things work, and that he was rigorous in his process of reasoning. Since his intent was to contrast his methods with the haphazard guesswork of the official police, he was saying something worth saying. 

On the other hand, Father Brown exposed the idiocy of the American Grandison Chace, who spoke of the “science of detection,” with the following critique:

Science is a grand thing when you can get it; in its real sense it is one of the grandest words in the world. But what do these men mean, nine times out of ten, when they use it nowadays? When they say detection is a science? When they say criminology is a science? They mean getting outside a man and studying him as if he were a gigantic insect: in what they would call a dry impartial light, in what I should call a dead and dehumanized light. . . . So far from being knowledge, it’s actually suppression of what we know. It’s treating a friend as a stranger, and pretending that something familiar is really remote and mysterious. It’s like saying that a man has a proboscis between the eyes, or that he falls down in a fit of insensibility once every twenty-four hours. 

In this case the “scientific” approach meant that you didn’t use all the information at your disposal—and if that’s science, it’s bad science, because it’s irrational. 

DEFINING “FAITH”

If we are looking for what most people mean when they use the word “faith,” I’ll bet that the definition of faith in Webster’s New World College Dictionary (4th edition) nails it:

1. unquestioning belief that does not require proof or evidence;

2. unquestioning belief in God, religious tenets, etc. 

And in the list of synonyms under “belief,” they say that faith “implies complete, unquestioning acceptance of something even in the absence of proof and, especially, of something not supported by reason.”

Well, we can’t expect a dictionary to be a manual of theology; but don’t ever read these definitions into any biblical passage, please! I have found J. Gresham Machen’s book What Is Faith? to be more helpful than the dictionary if we want to know the traditional Christian view of faith, and I recommend it to you. 

When biblical writers (and responsible Christians) use the word “faith,” they are usually speaking in one of two ways. The first sense of “Christian faith” is trust toward God because you are persuaded that he is trustworthy. The second sense is “the faith,” that is, the set of truths that Christians believe. Let’s talk about each of these in turn. 

We’ll begin with the first sense, “faith-as-trust.” This idea of faith has two dimensions: to begin with, it is directed toward a person; the Bible writers tell us to believe in God, to trust that he speaks true words and to entrust ourselves to him. The other dimension is that it is rational: we become persuaded of God’s trustworthiness because he gives us things to believe and reasons for trusting him. You can see why Christians think of faith as a moral matter: it goes beyond accepting certain things as true (believing that), to committing oneself to a person (believing in). This also shows why some people will not become Christian believers: they don’t want to give themselves to God, and this is not a purely intellectual matter. 

This leads to a subject that could take pages, but that I’ll just outline: namely, that in the Bible, reasoning and knowing are functions of what it calls the “heart.” When Bible writers speak of the heart, they’re speaking about the center of our inner life, from which we do all our thinking, feeling, and choosing. As Proverbs 4:23 puts it,

Keep your heart with all vigilance,
 for from it flow the springs of life. 

There’s much more to say, but for now we have to see that when we think and know, it is the heart at work. This means that our discursive reasoning is a function of the heart, and the other functions—our feelings, our commitments— can come into play (for better or for worse). Hence we can distinguish these different functions of the heart, but I don’t think we can separate them. And this means that our heart’s disposition—our loyalties, our likes and dislikes—will play a part in our thinking and knowing. I don’t consider this to be a shortcoming, but it does mean we have to be honest (remember what I said about distantiation). 

Therefore when it comes to faith, no sound Christian would really think that the intellectual content of his or her faith is separate from the relational commitment to God. 

The Old Testament commonly appeals to the great things God has done for his people, in order to remind them of the reasons for their trust: for example, Psalm 136 lists the creation, the deliverance from Egypt, the giving of the promised land, and the constant care for his people as reasons why Israel should keep their faith in God, even in trouble. In the New Testament, Jesus says (John 10:37-38),

“If I am not doing the works of my Father, then do not believe [or have faith in] me; but if I am doing them, even though you do not believe me, believe the works, so that you may know and understand that the Father is in me and I am in the Father.”

No shunning of evidence here!

You see too that this faith has content: we believe that certain things are true about God. (We could probably take “mere Christianity”—to use C. S. Lewis’s term—as the solid core of these truths, and we build other beliefs around that. )

We can learn a lot about faith by thinking of our trust in other people. I am sorry to admit it, but I have teased my daughter by serving her a bowl of ice cream and then picking up the spoon as if I were going to eat it myself. The first time I did it she was alarmed; but when she saw that I wouldn’t really eat it—and I reminded
 her that I’m her daddy who loves her—she never worried about it again. And when I pulled the same trick on her younger brother, she settled him down by reminding him that it’s Daddy and we don’t need to worry about it. 

But they have also learned that they can trust me to be looking out for their best interests, and that they can show their trust by obedience—even when they don’t understand why I have given a command. For example, we read books as a family before bedtime—books like The Hobbit or The Secret Garden. One evening we got to an exciting part, but had to stop because it was time for the kids to go to sleep. My son was displeased, telling me that it was a cliffhanger (it wasn’t as bad as he thought, though). He was focused on the short-term goal of relieving the suspense of the story; I was looking to the bigger picture of what he’s like the next day if he doesn’t get enough sleep. At his level of development, the bigger picture didn’t mean anything to him. I found a reasonable break in the story, and asked him to trust my judgment and go to bed. To trust and obey would be rational for him. 

Now God never teases us; he assures us that he always has good, wise, holy, and loving reasons for what he does—but he doesn’t promise to tell us what those reasons are. Instead, because we have learned that he is trustworthy, we can take him at his word and keep on trusting him—and this means, keep on obeying his commands as we know we should. 

C. S. Lewis hit the target when he said,

Faith, in the sense in which I am here using the word, is the art of holding on to things your reason has once accepted, in spite of your changing moods. For moods will change, whatever view your reason takes. 

Now let’s turn to the second sense in which biblical authors use the word “faith”: they speak of “the faith,” that is, as the set of truths that Christians believe. When Paul says that he has “kept the faith” (2 Tim. 4:7), or when he wants Timothy to be “nourished on the words of the faith” (1 Tim. 4:6, NASB), this is the sense he is using. These truths are contained in the Scripture, and no serious Christian claims that he understands everything in the Scripture (for example, how the Trinity works, or the way the human and divine natures of Christ are joined); nor does he claim that he must understand them in every detail and prove them philosophically before he accepts them. Instead, the process of accepting the faith involves faith-as-trust: in the final analysis, I believe the Scripture because it has shown itself to be the reliable voice of the God who gave it, who is himself reliable. (That doesn’t mean I don’t try to understand, and to justify as well as I can, what the Bible teaches; but it does mean that I recognize my limitations. )

Now this discussion will help us because a number of conclusions follow from it. One conclusion is that faith and reason are not at odds with each other. Faith is in fact rational behavior: given who God is, and the reasons he’s given for trusting him, it’s unreasonable not to trust him. It is true that faith goes beyond what I can verify; but that’s true of every kind of relational faith: when I married my wife, I trusted her claim to love me. How else could I verify it but by taking the “risk” (though I would never call it that)? Was that unreasonable? No: to have waited until I could verify her love would have been unreasonable. As Blaise Pascal observed,

Reason would never submit unless it judged that there are occasions when it ought to submit. It is right, then, that reason should submit when it judges that it ought to submit. 

Not only does reason help faith, but faith helps reason: I see my life more clearly because of my faith in God. For example, we often hear encouragements to serve the rest of humanity, and I agree that this is good, but a secular mind gives me no reason why it is good. As Machen pointed out,

The [human] race is worthy of a man’s service not if it is composed of mere creatures of a day, whose life is essentially like the life of the beasts, but only if it is composed of men with immortal souls. 

I think most people can recognize the duty to serve others; and solid faith supplies the reason that actually energizes the service. 

Another conclusion is that doubt is not always the same as lack of faith. Many of the Psalms (Psalm 73 is a good example) express deep distress over God’s mysterious ways of running the world, and some people would use the word “doubt” to describe the feelings there. (There we go again: what do we mean by our words?) In the midst of this distress, however, the psalmist holds on tightly to his loyalty toward God—the Psalms are prayers and hymns after all. If we resolve our doubts of this kind—using our reason as well as our prayers and our Christian friends—our faith grows stronger. On the other hand, if by “doubt” we mean divided or wavering loyalty, then this kind of doubt is dangerous to faith (just like divided loyalty is dangerous to a marriage). This kind of doubt hasn’t come from our reason, but from our emotions; and the remedy is repentance. 

The last helpful conclusion that I’ll mention is that our discussion shows us where confidence and assurance fit in. That is, I can be assured in my faith-as- trust because I am confident of the person I trust. And the solid core content of this faith does not change unless I decide the whole thing is rubbish. On the other hand, I should never claim to be so confident that I know every bit of the faith that I won’t be willing to reconsider it. I ought to hold views on other things beyond the core content of the faith, say on baptism or predestination or church government; but how tightly I hold to these other views should be related to how well I have thought them through. (As I said before, that doesn’t make them unimportant or divisive or any of those things: but we do have to keep them in perspective. )

PREMISES OF THE METHODS OF SCIENCE

Does being a scientist commit me to certain premises beyond the touchstone truths? And if it does, what are those premises? In our discussion of bias, we have seen that of course we must take for granted that we can find regularities in nature; for some of these regularities we assume that mathematical equations are legitimate descriptions. We have also seen that we are biased in favor of simpler solutions. 

None of these biases is (or at least should be) controversial. But here I want to examine a few issues that should be controversial, especially because they affect the way science and faith will interact with each other. 

The first of these issues is what is called “methodological naturalism.” In order to understand it we can start by citing a description of science from the National Science Teachers Association (NSTA):

Science is a method of explaining the natural world. It assumes the universe operates according to regularities and that through systematic investigation we can understand these regularities. The methodology of science emphasizes the logical testing of alternate explanations of natural phenomena against empirical data. Because science is limited to explaining the natural world by means of natural processes, it cannot use supernatural causation in its explanations. Similarly, science is precluded from making statements about supernatural forces, because these are outside its provenance. Science has increased our knowledge because of this insistence on the search for natural causes. 

I have highlighted the key phrases: Science assumes the universe operates according to regularities and science is limited to explaining the natural world by means of natural processes. These statements seem to hide a very debatable premise: namely that the scientific approach to describing everything is “methodological naturalism”—we require that all our descriptions be in terms of natural causes only. This premise is debatable because the statement makes no distinction between the study of regularities and the study of historical events. That is, it may be a quite right, when we are studying a regularity such as the laws of motion, to assume that the steel balls always move in the same way when the forces on them are the same. (That’s how we can call the right ball and pocket in a game of pool. )

But if we’re talking about a historical event—well, that’s a lot tougher. For example, if I see a scratch on my son’s leg, I think I’m on solid ground to suppose that he scraped his leg on something hard and sharp—that natural causes can explain how the scratch got there on his skin. But should I consider his thoughts and choices a “natural process”?
 Well, I don’t mind, so long as you don’t mean “purely material process” (remember Father Brown’s lecture to Grandison Chace). But the NSTA hasn’t made it clear what it means by “natural process”: it seems to include it under “regularity,” and, as we’ll see when we talk about human nature, that won’t account for human reason and choice. 

And what of such events as the origin of the universe, or of life? What about the parting of the Red Sea, or the resurrection of Jesus? Must we insist that science can only describe these in terms of natural processes and the orderly function of regularities? The only way this insistence is rational is if we know beforehand that only natural factors are involved. And if we don’t know that—well, then such insistence is not rational, and we have no reason to suppose the story it tells is true. Under those circumstances, we have done science a disservice by wrenching it away from rationality. 

So the NSTA statement involves a premise that it should have explained and defended. And to defend the premise, it would have had to make a philosophical claim about natural processes being adequate to explain everything we study—in fact that’s a theological claim, too, since it touches on the ways we’re allowed to imagine God’s interaction with the world. In other words, the NSTA statement actually has made a statement about supernatural forces (it claims they’re irrelevant to science), exactly what it says science may not do. It contradicts itself. 

What the statement needed to say in order to be more reasonable was that the natural, human, and social sciences take natural causes as far as they can go in describing the world around us. The scientist as a scientist does not have to say whether God or gods were involved in the events they study. We will come back to this in our chapter on “Science, Providence, and Miracle.” 

You will of course notice that the NSTA statement also assumes a definition of “science” that creates problems as well: they are defining science by the methods of the natural sciences when those sciences are describing regularities. I have no doubt that they would not follow Aristotle and call ethics a science; but I cannot tell from their description whether psychology meets the criteria for a science. 

I think that I can guess what the NSTA people were trying to accomplish, though: they wanted to preserve a kind of “ordinary science” that doesn’t depend on whether you’re a Christian, Jew, Hindu, or atheist. When you’re looking at how billiard balls move, or studying quarks and leptons, or designing new drugs, your religious commitment should not affect your results—and if those commitments affect what you’re willing to work on, well, that’s ethics, not physics or chemistry. I suppose they also wanted to allow physicists, say, to speak about the Big Bang without having to say whether or not this is a creation event (that is, without having to commit themselves to saying the event was supernatural). This can be helpful because it keeps science from being pressed into service either in the cause of atheism or in the cause of Christian apologetics. If that’s the sort of thing they were after—and anyone who’s ever worked in a research lab will welcome such goals—they failed, because they overstated their position. The effort to promote methodological naturalism—appealing only to natural processes in your explanations—slides over into philosophical naturalism—the belief that natural processes are all there is. 

The next issue to discuss is called reductionism. Reductionism is the view that, in order to explain something, you have to explain how its components work. For example, you can describe the way a virus attacks you by describing the way it gets inside your cells: its chemistry fits the chemistry of your cell membranes in such a way that it is allowed to get inside. You can then go deeper to describe the chemical bonds that produce the shapes, and the electron interactions, and so on until you get to the most elementary particles and forces. So we have explained something biological in terms of its chemistry, and have explained the chemistry in terms of its physics. (This is one reason physics is considered the science that underlies all others: it studies the things at the bottom of this ladder. )

Like naturalism, reductionism comes in both the methodological kind and the philosophical kind. The methodological kind says, as a matter of method we study the complex in terms of the simple. The philosophical kind says that at bottom, there is nothing but the simple components (some call it “nothing-buttery”). 

Even the methodological kind of reductionism can lead to foolishness. For example, you can understand the workings of my watch by talking about the physics that underlies the LCD numbers and the semi-conductor chips, but that hardly explains why the watch tells time: someone has imposed a pattern on the components, that makes use of the physics and makes the parts work together to achieve some goal. But this working together involves more than the physics of the components. So the reduction tells only part of the story, and hence the method isn’t very good if what we want is the true story. 

Philosophical reductionism is just what the name says: it is a philosophical position, not a scientific result or a necessary premise for science. It says that this purring cat in my lap is really a set chemical reactions. I say it is really a cat, a living structure built out of its chemical components and their reactions. 

The last issue we will examine is the role of modeling in science. When you make a scientific description, you have to make a model—you decide which features of the subject you’re studying are important, and which you can leave out. For example, if you are studying the motion of billiard balls on a table, you can leave out the colors of the balls. You will probably also assume the balls are perfectly round, and you might even leave out the effects of friction. It is probably reasonable to ignore these factors for the sake of having a model you can work with. If you are studying human behavior, though, you would be silly to leave out color—in American society, color has a deep impact on a person’s experiences. 

Reductionism, as we have seen, works by leaving the pattern out of the model it makes, and is therefore an inadequate kind of modeling. Some psychologists study the electrical and chemical reactions in the brain when people think or feel in different ways. They then go on to speak as if these thoughts and feelings are the electro-chemical reactions they have studied. In other words, they have made a model that leaves things out, and then have acted as if the model was all there is. There is a famous parable about a man studying deep-sea life using a net with a three-inch mesh. After bringing up many samples, the man concluded that there was no deep-sea fish that was smaller than three inches in length. Our method of “fishing”—our scientific model—sets limits on what we can find. 

Our culture is obsessed with measurable things, as if that alone guaranteed objectivity. But it would be laughable to decide that, since you can’t measure the strength of one’s will, you can ignore it in a “scientific” description of a man. 

SCIENCE AND KNOWLEDGE

All of this raises the question of what the relationship is between science and knowledge. Of course some think that science is the only path to knowledge (and that is usually linked to a naturalistic worldview). There are others who deny that science produces knowledge at all—either because its basis in experiment always leaves you wondering whether you have done enough trials, or because the world is not knowable anyhow. 

The big difficulty in all of this is to define “knowledge”—and that’s as tricky as defining “science”! If we mean, as some do, to know something in all its details without error or precommitment, well, then, no one knows anything (except, apparently, that they don’t know anything). But no one except a philosopher ever means that when he says he “knows” something or someone. I know that I am sitting here in front of the keyboard. I know that my daughter has brown hair that shows red highlights in the sun. There have been times when in talking with my children about a difficulty, I have known just why they behave the way they do. I believe it is right to say I know my wife and children—though I don’t know everything about them. By that I mean that I know that they think and feel in some ways and not in others, and I can base my own behavior on these known patterns. 

But let’s think about some other examples. Suppose I ask my daughter if she slept well last night, and she says “yes,” and I
 believe her. May I say that I know she slept well? And try this one: one winter morning I looked into the backyard and saw a hawk on the ground, stooping over and tugging at something with its beak. A couple of hours later I went outside and found dozens of feathers scattered all around where the hawk had been. I checked with the local Department of Conservation to be sure I identified the hawk rightly (it was a red-tailed). “Knowing” what I know about their eating habits (to be precise, believing the booklet that the Department sent me), I inferred that the hawk had caught and eaten a bird—probably a mourning dove or mockingbird, based on the color of the feathers. Now, then: do I know that the hawk ate a bird there?

When philosophers talk about knowing, they often contrast it with believing and inferring. I find this confusing because they usually don’t use the words in the same way that we do in ordinary speech. So let’s just think about the English verb “to know.” There are four basic patterns in which we use the verb. 

1. I know that <a> is true

Think of some sentences in this pattern: “I know that I’m sitting here”; “I know that my wife and children love me”; “I know that I don’t own a dog”; “I know that a squirrel made these tracks in the snow”; “I know that the hawk ate a bird.” In each case, I’m saying that I have a good reason to believe that <a> is true. There seems to be some idea of a threshold of confidence level, though: in the last sentence, if I’m not sure, I might say, “I think that the hawk ate a bird.” This threshold varies with context—it probably depends on just how important the topic is. (It matters more to me whether my wife and children love me, than whether a hawk ate a bird, so I set the confidence bar higher for that. )

2. I know how to do <b>

A sample sentence would be, “I know how to cook eggs.” The idea is that I have a skill, and can reliably carry out the actions needed to bring about some goal. 

3. I know <person c>

Consider some sentences: “I know Diane”; “I know George, but not well.” The idea is that I have experience of the way person <c> behaves—and that my experience is enough for me to be able to say what her likes and dislikes are, how she thinks, what principles govern her actions. The sentence “I know God”—in a Christian context—includes all this, with love and delight. 

4. I know <d> from <e>

For example, “I know good apples from bad” means that I know what the difference is, or how to tell the difference—which makes this a variation either from pattern 1 or from pattern 2. 

When we are talking about science, we’re generally talking about pattern 1; so our question is, Does scientific study lead us to “know that” some statement is true—say, that hawks eat birds, or that the earth is 41/2 billion years old? What we are asking is, Does it give us good reason to believe that such a statement is true?

When we’re using pattern 2 (know how to do) and pattern 3 (know a person), we’re building on knowledge that, and taking it further. 

Some philosophers, as I said, distinguish between knowing, inferring, and believing: I know things that I observe directly; I infer things when I draw conclusions; I believe things that others tell me. Now, I don’t think this distinction corresponds to ordinary usage either, but it does introduce a useful distinction. I have no reason to doubt that lions eat wildebeests, or that bears hole up for the winter, even though I have never seen one do so. Nor do I have reason to doubt that squirrels eat acorns—even though, strictly speaking, I have only seen a few do so, and I am making a generalization. I don’t doubt that Romans executed certain criminals by crucifixion. Nor do I doubt that the hawk I saw ate a bird. Am I wrong to refer to these items as “knowledge”? I don’t think so, but I should recognize that there are different categories of knowledge—knowledge by direct observation (I have seen squirrels eat acorns), knowledge by believing reliable reports (others tell me they have seen squirrels eat acorns), and knowledge by inference (I conclude that squirrels in general eat acorns when they can find them). 

So how can we apply these ideas to science? Well, it follows that I can say without embarrassment that I know things scientifically. I know a part of what squirrels eat; I know how to sink a billiard ball (the angle of incidence equals the angle of reflection, as I learned in high school physics). I know how the Greek and Hebrew verb tenses are used. 

This also helps us to see where science fits in to the general project of knowing. Science, as I argued earlier, depends on discursive reasoning; and discursive reasoning depends on accepting touchstone truths (such as that reasoning is valid). But this means I know some things apart from discursive reasoning—I know that I exist, I know what I dreamed last night, I know my wife’s voice. But also, not all discursive reasoning is science—because, for instance, the data might not be publicly accessible. When I try to figure out why I’m tired, and then realize it’s because I woke up too early because I had a yucky dream and couldn’t go back to sleep—well, that’s all very rational, but I wouldn’t call it “science.” This means that we have a ladder: knowing-in-general, which includes discursive reasoning, which in turn includes science. The higher the rung, the broader is the coverage. And each lower rung is subject to the rules of the rungs above it: that is, discursive reasoning depends on things that I know directly; science depends on discursive reasoning. This shows why I have to evaluate scientific results for the quality of their reasoning; it also shows why I can’t make science—or discursive reasoning—the be-all-and-end-all of knowing. Each has its place. 

The common thread in the things I listed above—what squirrels eat; how billiard balls travel; how verb tenses are used—is that I can see them with my own eyes (or can accept others’ eyesight) and test them in my experience. But what about things I can’t test this way—such as the existence of protons and electrons, or the shape of a molecule, or the components of a distant star? These things result from a chain of inferences based on their effects—in the examples given, mostly electronic measurements. Now, this in itself isn’t bad: if I see deer tracks in the woods I know by inference that a deer has gone by (unless someone is pulling a gag). So really the inference is as good as the chain of reasoning that produced it, and we’re back to the features of sound thinking in chapter 2. For example, cosmologists think the universe has lots of what they call “dark matter”: but the only way to detect it is by its gravitational effects (that’s why they call it “dark”: you can’t see it). Likewise, how can we find planets around other stars, when they’re too far away for us to see them? Astronomers look for wobbles in the movements of a star, assuming that the gravitational pull of a planet causes the wobble. 

But things are a bit more complicated than that. Remember that science proceeds by making models; and this means that the inference takes for granted that we have made a good model. If we want to be really careful, we should say “matter behaves as if it were made of protons and electrons and other stuff, and I don’t see any reason to doubt that it really is”; “molecules reflect X-rays as if they had such-and-such a shape”; and so on. If my model for the motion of billiard balls doesn’t include the friction from the table (as it commonly doesn’t in high school physics), then the model is not good enough for the real world. 

The work of Thomas Kuhn, a historian of science, comes in here. He used the term “paradigm” for the generally accepted models of a scientific community. Most of the time scientists are filling in the details of these models, and sometimes the problems with a model get so severe that the only thing to do is to adopt a new model and chuck the old one. For example, in the Middle Ages, people thought that the earth was a sphere, fixed in the middle of the universe, and that the stars and planets were stuck in crystalline spheres that rotated around the earth. They also thought that all change took place within the orbit of the moon; outside that orbit, nothing changed. This was their model; science involved figuring out how the stars moved along the surfaces of the spheres to give us the patterns we observe. In 1572 Tycho Brahe found that a “new star” had appeared, and he called it a “nova” (that’s
 Latin for “new”: today we’d call it a supernova). This was also the age of Copernicus (1473–1543), who suggested that the earth revolves around the sun. The model that we hold today—we go around our sun, which is a star in the Milky Way, which is a galaxy among innumerable others—looks like it does a better job of accounting for the observations. 

Another feature of Kuhn’s notion of paradigms, though, is that paradigms don’t actually get you nearer to the truth: they just gain general acceptance and set new problems for scientists to work on. The topic is too big for me to do it justice here; I’ve put a critical review of Kuhn’s theory in an appendix to this book. For now I’ll say that I don’t think he’s really made his case, but he has done us the service of showing how many different factors are involved when a scientific model gets accepted. 

And then there is the problem of our generalizations: when can we make a sound one, and when should we refrain from making a generalization? For example: in every American presidential election since 1940, the outcome of the election is tied to whether the Washington Redskins win their last home game before the election: if they win, the party in power stays in power, and if they lose, the party out of power wins the election. The record is 100 percent, and has been since the 1940s. Since the football game comes first, we can say that it “predicts” the outcome of the election, can’t we? (Some columnists complained that George Bush’s campaign slacked off a bit just before the November 2000 election, and they almost lost because of it: do you suppose that the Redskins’ loss that year made them too cocky about winning?)

Another example: the natives of the New Hebrides in the South Pacific observed that people in good health usually had body lice, while sick people very often did not; hence, they concluded, body lice produce good health. 

Both of these generalizations are unsound, despite the force of the statistics (that is, the apparent grounding in solid empirical data). What makes a statistical generalization sound or not is the presence of an explanation—can we give a reason why the relationship should be so? As to the football example, no one has a reason that makes any sense, and so no sensible person will waste time looking for some deeper connection. In the case of body lice in the New Hebrides, what we know—or think we know—about body lice makes it hard to swallow; and once we think it through, we find another explanation that fits the data and is more consistent with what else we know. As Darrell Huff put it in his How to Lie with Statistics,
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