
   [image: Cover: Being You: A New Science of Consciousness by Anil Seth]


   
      
         [image: alt]

      

   


   
      
         
            Further praise for Being You:

            ‘A wide-ranging synthesis pulling together disparate strands from philosophy, science, literature, personal experience and speculation – this latter being the most exciting for me, despite some proposals being as yet unproven. Seth proposes to explain not just what and how we are, but – probably provocative for some folks – why we are the way we are. Why do we have the feeling of continually being the same person? (When obviously I, at least, am not.) Why do we have this feeling of being self-aware? What is it for? Hugely inspirational.’ David Byrne

            ‘Truly compelling … The treatment of consciousness on offer is eclectic and delivered with a particular kind of generosity … A potent account of embodied sentience and selfhood. An account that is rendered irresistible by the author’s gentle and inclusive arguments.’ Professor Karl Friston, University College London (the world’s most cited neuroscientist)

            ‘A fascinating book. A joy to read. Anil Seth explores fundamental questions about consciousness and the self from the perspective of a philosophically informed neuroscientist. Highly recommended.’ Nigel Warburton, author of A Little History of Philosophy

            ‘A wonderfully accessible and comprehensive account of how our minds capture the world, and how that makes us who we are.’ Sean Carroll, author of Something Deeply Hiddenii

            ‘What makes you, you? What explains your consciousness and sense of self? In this remarkable and groundbreaking work, Anil Seth offers a surprising answer, rooted in the new science of the predictive brain. Compulsory reading for anyone who wants to better understand their inner “beast machine”.’ Andy Clark, author of Surfing Uncertainty

            ‘In this lucid and thought-provoking exploration of the nature of consciousness, Seth takes us closer than ever to making sense of our experience of being conscious selves. A must-read.’ Anil Ananthaswamy, award-winning journalist and author of Through Two Doors at Once and The Man Who Wasn’t There

            ‘Seth is uniquely placed to truly advance our understanding of one of humanity’s deepest riddles.’ Chris Anderson, Curator of TED

            ‘Anil Seth is one of the world’s leading consciousness researchers – his take on the subject is unique and refreshing, and his talks and writing always exciting, accessible, and engaging.’ Christof Koch, President and Chief Scientific Officer of the Allen Institute for Brain Science, Seattle
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            The Brain—is wider than the Sky—

            For—put them side by side—

            The one the other will contain

            With ease—and You—beside—

                          Emily Dickinsonvi
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1
            Prologue

         

         Five years ago, for the third time in my life, I ceased to exist. I was having a small operation and my brain was filling with anaesthetic. I remember sensations of blackness, detachment, and falling apart …

         General anaesthesia is very different from going to sleep. It has to be; if you were asleep, the surgeon’s knife would quickly wake you up. States of deep anaesthesia have more in common with catastrophic conditions like coma and the vegetative state, where consciousness is completely absent. Under profound anaesthesia, the brain’s electrical activity is almost entirely quietened – something that never happens in normal life, awake or asleep. It is one of the miracles of modern medicine that anaesthesiologists can routinely alter people’s brains so that they enter and return from such deeply unconscious states. It’s an act of transformation, a kind of magic: anaesthesia is the art of turning people into objects.

         The objects, of course, get turned back into people. So I returned, drowsy and disoriented but definitely there. No time seemed to have passed. Waking from a deep sleep, I am sometimes confused about the time, but there is always the impression that at least some amount of time has gone by, of a continuity between my consciousness then and my consciousness now. Under general anaesthesia, things are different. I could have been under for five minutes, five hours, five years – or even fifty. And ‘under’ doesn’t quite express it. I was simply not there, a premonition of the total oblivion of death, and, in its absence of anything, a strangely comforting one.

         General anaesthesia doesn’t just work on your brain, or on your mind. It works on your consciousness. By altering the delicate 2electrochemical balance within the neural circuitry inside your head, the basic ground state of what it is to ‘be’ is – temporarily – abolished. In this process lies one of the greatest remaining mysteries in science, and in philosophy too.

         Somehow, within each of our brains, the combined activity of billions of neurons, each one a tiny biological machine, is giving rise to a conscious experience. And not just any conscious experience, your conscious experience, right here, right now. How does this happen? Why do we experience life in the first person?

         I have a childhood memory of looking in the bathroom mirror, and for the first time realising that my experience at that precise moment – the experience of being me – would at some point come to an end, and that ‘I’ would die. I must have been about eight or nine years old, and like all early memories it is unreliable. But perhaps it was at this moment that I also realised that if my consciousness could end, then it must depend in some way on the stuff I was made of – on the physical materiality of my body and my brain. It seems to me that I’ve been grappling with this mystery, in one way or another, ever since.

         As an undergraduate student at Cambridge University in the early nineties, a teenage romance with physics and philosophy broadened into a fascination with psychology and neuroscience, even though at the time these fields seemed to avoid, even outlaw, all mention of consciousness. My PhD research took me on a long and unexpectedly valuable detour through artificial intelligence and robotics, before a six-year stint at the Neurosciences Institute in San Diego, on the shores of the Pacific, finally delivered the chance to investigate the brain basis of consciousness directly. There, I worked with the Nobel Laureate Gerald Edelman – one of the most significant figures in bringing consciousness back into view as a legitimate scientific focus.

         Now, for more than a decade, I’ve been Co-Director of a 3research centre – the Sackler Centre for Consciousness Science at the University of Sussex – nestled among the gentle green hills of the South Downs by the seaside city of Brighton. Our Centre brings together neuroscientists, psychologists, psychiatrists, brain imagers, virtual reality wizards and mathematicians, and philosophers, all of us trying to open new windows onto the brain basis of conscious experience.

         
            —

         

         Whether you’re a scientist or not, consciousness is a mystery that matters. For each of us, our conscious experience is all there is. Without it there is nothing at all: no world, no self, no interior and no exterior.

         Imagine that a future version of me, perhaps not so far away, offers you the deal of a lifetime. I can replace your brain with a machine that is its equal in every way, so that from the outside, nobody could tell the difference. This new machine has many advantages – it is immune to decay, and perhaps it will allow you to live forever.

         But there’s a catch. Since even future-me is not sure how real brains give rise to consciousness, I can’t guarantee that you will have any conscious experiences at all, should you take up this offer. Maybe you will, if consciousness depends only on functional capacity, on the power and complexity of the brain’s circuitry, but maybe you won’t, if consciousness depends on a specific biological material – neurons, for example. Of course, since your machine-brain leads to identical behaviour in every way, when I ask new-you whether you are conscious, new-you will say yes. But what if, despite this answer, life – for you – is no longer in the first person?

         I suspect you wouldn’t take the deal. Without consciousness, it may hardly matter whether you live for another five years or 4another five hundred. In all that time there would be nothing it would be like to be you.

         Philosophical games aside, the practical importance of understanding the brain basis of consciousness is easy to appreciate. General anaesthesia has to count as one of the greatest inventions of all time. Less happily, distressing disturbances of consciousness can accompany brain injuries and mental illnesses for the increasing number of us, me included, who encounter these conditions. And for each one of us, conscious experiences change throughout life, from the blooming and buzzing confusion of early life, through the apparent though probably illusory and certainly not universal clarity of adulthood, and on to our final drift into the gradual – and for some, disorientingly rapid – dissolution of the self as neurodegenerative decay sets in. At each stage in this process you exist, but the notion that there is a single unique conscious self (a soul?) that persists over time may be grossly mistaken. Indeed, one of the most compelling aspects of the mystery of consciousness is the nature of self. Is consciousness possible without self-consciousness, and if so would it still matter so much?

         Answers to difficult questions like these have many implications for how we think about the world and the life it contains. When does consciousness begin in development? Does it emerge at birth, or is it present even in the womb? What about consciousness in non-human animals – and not just in primates and other mammals, but in otherworldly creatures like the octopus and perhaps even in simple organisms such as nematode worms or bacteria? Is there anything it is like to be an Escherichia coli, or a sea bass? What about future machines? Here, we ought to be concerned not just about the power that new forms of artificial intelligence are gaining over us, but also about whether and when we need to take an ethical stance towards them. For me, these questions evoke the uncanny sympathy I felt when watching Dave Bowman destroy 5HAL’s personality in the film 2001: A Space Odyssey, by the simple act of removing its memory banks, one by one. In the greater empathy elicited by the plight of Ridley Scott’s replicants in Blade Runner there is a clue about the importance of our nature as living machines for the experience of being a conscious self.

         
            —

         

         This book is about the neuroscience of consciousness: the attempt to understand how the inner universe of subjective experience relates to, and can be explained in terms of, biological and physical processes unfolding in brains and bodies. This is the project that has captivated me throughout my career, and I believe it has now reached a point at which glimmerings of answers are beginning to emerge.

         These glimmerings already change, and change dramatically, how we think about conscious experiences of the world around us, and of ourselves within it. The way we think about consciousness touches every aspect of our lives. A science of consciousness is nothing less than an account of who we are, of what it is to be me, or to be you, and of why there is anything it is like to ‘be’ at all.

         The story I will tell is a personal view, shaped over many years of research, contemplation, and conversation. The way I see it, consciousness won’t be ‘solved’ in the same way that the human genome was decoded, or the reality of climate change established. Nor will its mysteries suddenly yield to a single eureka-like insight – a pleasant but usually inaccurate myth about how scientific understanding progresses.

         For me, a science of consciousness should explain how the various properties of consciousness depend on, and relate to, the operations of the neuronal wetware inside our heads. The goal of consciousness science should not be – at least not primarily 6– to explain why consciousness happens to be part of the universe in the first place. Nor should it be to understand how the brain works in all its complexity, while sweeping the mystery of consciousness away under the carpet. What I hope to show you is that by accounting for properties of consciousness, in terms of mechanisms in brains and bodies, the deep metaphysical whys and hows of consciousness become, little by little, less mysterious.

         I use the word ‘wetware’ to underline that brains are not computers made of meat. They are chemical machines as much as they are electrical networks. Every brain that has ever existed has been part of a living body, embedded in and interacting with its environment – an environment which in many cases contains other embodied brains. Explaining the properties of consciousness in terms of biophysical mechanisms requires understanding brains – and conscious minds – as embodied and embedded systems.

         In the end, I want to leave you with a new conception of the self – that aspect of consciousness which for each of us is probably the most meaningful. An influential tradition, dating back at least as far as Descartes in the seventeenth century, held that non-human animals lacked conscious selfhood because they did not have rational minds to guide their behaviour. They were ‘beast machines’: flesh automatons without the ability to reflect on their own existence.

         I don’t agree. In my view, consciousness has more to do with being alive than with being intelligent. We are conscious selves precisely because we are beast machines. I will make the case that experiences of being you, or of being me, emerge from the way the brain predicts and controls the internal state of the body. The essence of selfhood is neither a rational mind nor an immaterial soul. It is a deeply embodied biological process, a process that underpins the simple feeling of being alive that is the basis for all 7our experiences of self, indeed for any conscious experience at all. Being you is literally about your body.

         This book is divided into four parts. In the first part, I explain my approach to the scientific study of consciousness. This part also deals with the question of conscious ‘level’ – of how conscious someone or something can be – and with progress in attempts to ‘measure’ consciousness. The second part takes on the topic of conscious ‘content’ – of what you are conscious of, when you are conscious. Part three turns the focus inwards, to the self, and to all the varied experiences that conscious selfhood entails. The fourth and final part – ‘other’ – explores what this new way of understanding consciousness can say about other animals, and about the possibility of sentient machines. By the end of the book, you’ll understand that our conscious experiences of the world and the self are forms of brain-based prediction – ‘controlled hallucinations’ – that arise with, through, and because of our living bodies.

         
            —

         

         Despite his tarnished reputation among neuroscientists, Sigmund Freud was right about many things. Looking back through the history of science, he identified three ‘strikes’ against the perceived self-importance of the human species, each marking a major scientific advance that was strongly resisted at the time. The first was by Copernicus, who showed with his heliocentric theory that the Earth rotates around the sun, and not the other way around. With this dawned the realisation that we are not at the centre of the universe; we are just a speck somewhere out there in the vastness, a pale blue dot suspended in the abyss. Next came Darwin, who revealed that we share common ancestry with all other living things, a realisation that is – astonishingly – still resisted in some parts of the world even today. Immodestly, Freud’s third strike 8against human exceptionalism was his own theory of the unconscious mind, which challenged the idea that our mental lives are under our conscious, rational control. While he may have been off target in the details, Freud was absolutely right to point out that a naturalistic explanation of mind and consciousness would be a further, and perhaps final, dethronement of humankind.

         These shifts in how we see ourselves are to be welcomed. With each new advance in our understanding comes a new sense of wonder, and a new ability to see ourselves as less apart from, and more a part of, the rest of nature.

         Our conscious experiences are part of nature just as our bodies are, just as our world is. And when life ends, consciousness will end too. When I think about this, I am transported back to my experience – my non-experience – of anaesthesia. To its oblivion, perhaps comforting, but oblivion nonetheless. The novelist Julian Barnes, in his meditation on mortality, puts it perfectly. When the end of consciousness comes there is nothing – really nothing – to be frightened of.

         
            
281Notes

            meditation on mortality: Barnes (2008).
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            1

            The Real Problem

         

         What is consciousness?

         For a conscious creature, there is something that it is like to be that creature. There is something it is like to be me, something it is like to be you, and probably something it is like to be a sheep, or a dolphin. For each of these creatures, subjective experiences are happening. It feels like something to be me. But there is almost certainly nothing it is like to be a bacterium, a blade of grass, or a toy robot. For these things, there is (presumably) never any subjective experience going on: no inner universe, no awareness, no consciousness.

         This way of putting things is most closely associated with the philosopher Thomas Nagel, who in 1974 published a now legendary article called ‘What is it like to be a bat?’ in which he argued that while we humans could never experience the experiences of a bat, there nonetheless would be something it is like for the bat, to be a bat.* I’ve always favoured Nagel’s approach because it emphasises phenomenology: the subjective properties of conscious experience, such as why a visual experience has the form, structure, and qualities that it does, as compared to the subjective properties of an emotional experience, or of an olfactory experience. These properties are sometimes also called qualia in philosophy: 12the redness of red, the pang of jealousy, the sharp pain or dull throb of a toothache. 

         For an organism to be conscious, it has to have some kind of phenomenology for itself. Any kind of experience – any phenomenological property – counts as much as any other. Wherever there is experience, there is phenomenology; and wherever there is phenomenology, there is consciousness. A creature that comes into being only for a moment will be conscious just as long as there is something it is like to be it, even if all that’s happening is a fleeting feeling of pain or pleasure.

         We can usefully distinguish the phenomenological properties of consciousness from its functional and behavioural properties. These refer to the roles that consciousness may play in the operations of our minds and brains, and to the behaviours an organism is capable of, by virtue of having conscious experiences. Although the functions and behaviours associated with consciousness are important topics, they are not the best places to look for definitions. Consciousness is first and foremost about subjective experience – it is about phenomenology.

         This may seem obvious, but it wasn’t always so. At various times in the past, being conscious has been confused with having language, being intelligent, or exhibiting behaviour of a particular kind. But consciousness does not depend on outward behaviour, as is clear during dreaming and for people suffering states of total bodily paralysis. To hold that language is needed for consciousness would be to say that babies, adults who have lost language abilities, and most if not all non-human animals lack consciousness. And complex abstract thinking is just one small part – though possibly a distinctively human part – of being conscious.

         Some prominent theories in the science of consciousness continue to emphasise function and behaviour over phenomenology. Foremost among these is the ‘global workspace’ theory, which has 13been developed over many years by the psychologist Bernard Baars and the neuroscientist Stanislas Dehaene, among others. According to this theory, mental content (perceptions, thoughts, emotions, and so on) becomes conscious when it gains access to a ‘workspace’, which – anatomically speaking – is distributed across frontal and parietal regions of the cortex. (The cerebral cortex is the massively folded outer surface of the brain, made up of tightly packed neurons.†) When mental content is broadcast within this cortical workspace, we are conscious of it, and it can be used to guide behaviour in much more flexible ways than is the case for unconscious perception. For example, I am consciously aware of a glass of water on the table in front of me. I could pick it up and drink it, throw it over my computer (tempting), write a poem about it, or take it back into the kitchen now that I realise it’s been there for days. Unconscious perception does not allow this degree of behavioural flexibility.

         Another prominent theory, called ‘higher-order thought’ theory, proposes that mental content becomes conscious when there is a ‘higher-level’ cognitive process that is somehow oriented towards it, rendering it conscious. On this theory, consciousness is closely tied to processes like metacognition – meaning ‘cognition about cognition’ – which again emphasises functional properties over phenomenology (though less so than global workspace theory). Like global workspace theory, higher-order thought theories also emphasise frontal brain regions as key for consciousness.

         Although these theories are interesting and influential, I won’t have much more to say about either in this book. This is because they both foreground the functional and behavioural aspects of consciousness, whereas the approach I will take starts from 14phenomenology – from experience itself – and only from there has things to say about function and behaviour. 

         The definition of consciousness as ‘any kind of subjective experience whatsoever’ is admittedly simple and may even sound trivial, but this is a good thing. When a complex phenomenon is incompletely understood, prematurely precise definitions can be constraining and even misleading. The history of science has demonstrated many times over that useful definitions evolve in tandem with scientific understanding, serving as scaffolds for scientific progress, rather than as starting points, or ends in themselves. In genetics, for example, the definition of a ‘gene’ has changed considerably as molecular biology has advanced. In the same way, as our understanding of consciousness develops, its definition – or definitions – will evolve too. If, for now, we accept that consciousness is first and foremost about phenomenology, then we can move on to the next question.

         
            —

         

         How does consciousness happen? How do conscious experiences relate to the biophysical machinery inside our brains and our bodies? How indeed do they relate to the swirl of atoms or quarks or superstrings, or to whatever it is that the entirety of our universe ultimately consists in?

         The classic formulation of this question is known as the ‘hard problem’ of consciousness. This expression was coined by the Australian philosopher David Chalmers in the early 1990s, and it has set the agenda for much of consciousness science ever since. Here is how he describes it:

         
            It is undeniable that some organisms are subjects of experience. But the question of how it is that these systems are subjects 15of experience is perplexing. Why is it that when our cognitive systems engage in visual and auditory information-processing, we have visual or auditory experience: the quality of deep blue, the sensation of middle C? How can we explain why there is something it is like to entertain a mental image, or to experience an emotion? It is widely agreed that experience arises from a physical basis, but we have no good explanation of why and how it so arises. Why should physical processing give rise to a rich inner life at all? It seems objectively unreasonable that it should, and yet it does.

         

         Chalmers contrasts this hard problem of consciousness with the so-called easy problem – or easy problems – which have to do with explaining how physical systems, like brains, can give rise to any number of functional and behavioural properties. These functional properties include things like processing sensory signals, selection of actions and the control of behaviour, paying attention, the generation of language, and so on. The easy problems cover all the things that beings like us can do and that can be specified in terms of a function – how an input is transformed into an output – or in terms of a behaviour.

         Of course, the easy problems are not easy at all. Solving them will occupy neuroscientists for decades or centuries to come. Chalmers’ point is that the easy problems are easy to solve in principle, while the same cannot be said for the hard problem. More precisely, for Chalmers there is no conceptual obstacle to easy problems eventually yielding to explanations in terms of physical mechanisms. By contrast, for the hard problem it seems as though no such explanation could ever be up to the job. (A ‘mechanism’ – to be clear – can be defined as a system of causally interacting parts that produce effects.) Even after all the easy problems have been ticked off, one by one, the hard problem will remain untouched. ‘[E]ven when we 16have explained the performance of all the functions in the vicinity of experience – perceptual discrimination, categorization, internal access, verbal report – there may still remain a further unanswered question: Why is the performance of these functions accompanied by experience?’

         The roots of the hard problem extend back to ancient Greece, perhaps even earlier, but they are particularly visible in René Descartes’ seventeenth-century sundering of the universe into mind stuff, res cogitans, and matter stuff, res extensa. This distinction inaugurated the philosophy of dualism, and has made all discussions of consciousness complicated and confusing ever since. This confusion is most evident in the proliferation of different philosophical frameworks for thinking about consciousness.

         Take a deep breath, here come the ‘isms’.

         My preferred philosophical position, and the default assumption of many neuroscientists, is physicalism. This is the idea that the universe is made of physical stuff, and that conscious states are either identical to, or somehow emerge from, particular arrangements of this physical stuff. Some philosophers use the term materialism instead of physicalism, but for our purposes they can be treated synonymously.

         At the other extreme to physicalism is idealism. This is the idea – often associated with the eighteenth-century Bishop George Berkeley – that consciousness or mind is the ultimate source of reality, not physical stuff or matter. The problem isn’t how mind emerges from matter, but how matter emerges from mind.

         Sitting awkwardly in the middle, dualists like Descartes believe that consciousness (mind) and physical matter are separate substances or modes of existence, raising the tricky problem of how they ever interact. Nowadays few philosophers or scientists would explicitly sign up for this view. But for many people, at least in the West, dualism remains beguiling. The seductive intuition that 17conscious experiences seem non-physical encourages a ‘naïve dualism’ where this ‘seeming’ drives beliefs about how things actually are. As we’ll see throughout this book, the way things seem is often a poor guide to how they actually are.

         One particularly influential flavour of physicalism is functionalism. Like physicalism, functionalism is a common and often unstated assumption of many neuroscientists. Many who take physicalism for granted also take functionalism for granted. My own view, however, is to be agnostic and slightly suspicious.

         Functionalism is the idea that consciousness does not depend on what a system is made of (its physical constitution), but only on what the system does, on the functions it performs, on how it transforms inputs into outputs. The intuition driving functionalism is that mind and consciousness are forms of information processing which can be implemented by brains, but for which biological brains are not strictly necessary.

         Notice how the term ‘information processing’ sneaked in here unannounced (as it also did in the quote from Chalmers a few pages back). This term is so prevalent in discussions of mind, brain, and consciousness that it’s easy to let it slide by. This would be a mistake, because the suggestion that the brain ‘processes information’ conceals some strong assumptions. Depending on who’s doing the assuming, these range from the idea that the brain is some kind of computer, with mind (and consciousness) being the software (or ‘mindware’), to assumptions about what information itself actually is. All of these assumptions are dangerous. Brains are very different from computers, at least from the sorts of computers that we are familiar with. And the question of what information ‘is’ is almost as vexing as the question of what consciousness is, as we’ll see later on in this book. These worries are why I’m suspicious of functionalism.

         Taking functionalism at face value, as many do, carries the striking implication that consciousness is something that can be 18simulated on a computer. Remember that for functionalists, consciousness depends only on what a system does, not on what it is made of. This means that if you get the functional relations right – if you ensure that a system has the right kind of ‘input–output mappings’ – then this will be enough to give rise to consciousness. In other words, for functionalists, simulation means instantiation – it means coming into being, in reality.

         How reasonable is this? For some things, simulation certainly counts as instantiation. A computer that plays Go, such as the world-beating AlphaGo Zero from the British artificial intelligence company DeepMind, is actually playing Go. But there are many situations where this is not the case. Think about weather forecasting. Computer simulations of weather systems, however detailed they may be, do not get wet or windy. Is consciousness more like Go or more like the weather? Don’t expect an answer – there isn’t one, at least not yet. It’s enough to appreciate that there’s a valid question here. This is why I’m agnostic about functionalism.

         There are two more ‘isms’, then we’re done.

         The first is panpsychism. Panpsychism is the idea that consciousness is a fundamental property of the universe, alongside other fundamental properties such as mass/energy and charge; that it is present to some degree everywhere and in everything. People sometimes make fun of panpsychism for claiming things like stones and spoons are conscious in the same sort of way that you or I are, but these are usually deliberate misconstruals designed to make it look silly. There are more sophisticated versions of the idea, some of which we will meet in later chapters, but the main problems with panpsychism don’t lie with its apparent craziness – after all, some crazy ideas turn out to be true, or at least useful. The main problems are that it doesn’t really explain anything and that it doesn’t lead to testable hypotheses. It’s an 19easy get-out to the apparent mystery posed by the hard problem, and taking it on ushers the science of consciousness down an empirical dead end.

         Finally, there’s mysterianism, which is associated with the philosopher Colin McGinn. Mysterianism is the idea that there may exist a complete physical explanation of consciousness – a full solution to Chalmers’ hard problem – but that we humans just aren’t clever enough, and never will be clever enough, to discover this solution, or even to recognise a solution if it were presented to us by super-smart aliens. A physical understanding of consciousness exists, but it lies as far beyond us as an understanding of cryptocurrency lies beyond frogs. It is cognitively closed to us by our species-specific mental limitations.

         What can be said about mysterianism? There may well be things we will never understand, thanks to the limitations of our brains and minds. Already, no single person is able to fully comprehend how an Airbus A380 works. (And yet I’m happy to sit in one, as I did one time on the way home from Dubai.) There are certainly things which remain cognitively inaccessible to most of us, even if they are understandable by humans in principle, like the finer points of string theory in physics. Since brains are physical systems with finite resources, and since some brains seem incapable of understanding some things, it seems inescapable that there must be some things which are the case, but which no human could ever understand. However, it is unjustifiably pessimistic to pre-emptively include consciousness within this uncharted domain of species-specific ignorance.

         One of the more beautiful things about the scientific method is that it is cumulative and incremental. Today, many of us can understand things that would have seemed entirely incomprehensible even in principle to our ancestors, maybe even to scientists and philosophers working just a few decades ago. Over time, mystery 20after mystery has yielded to the systematic application of reason and experiment. If we take mysterianism as a serious option we might as well all give up and go home. So, let’s not.

         These ‘isms’ provide different ways of thinking about the relationship between consciousness and the universe as a whole. When weighing their merits and demerits, it’s important to recognise that what matters most is not which framework is ‘right’ in the sense of being provably true, but which is most useful for advancing our understanding of consciousness. This is why I tend towards a functionally agnostic flavour of physicalism. To me, this is the most pragmatic and productive mindset to adopt when pursuing a science of consciousness. It is also, as far as I am concerned, the most intellectually honest.

         
            —

         

         Despite its appeal, physicalism is by no means universally accepted among consciousness researchers. One of the most common challenges to physicalism is the so-called ‘zombie’ thought experiment. The zombies in question here are not the brain-munching semi-corpses from the movies – our zombies are ‘philosophical zombies’. But we need to get rid of them all the same, since otherwise the prospect of a natural, physicalist explanation of consciousness is dead in the water before we get started.

         A philosophical zombie is a creature that is indistinguishable from a conscious creature, but which lacks consciousness. A zombie Anil Seth would look like me, act like me, walk like me and talk like me, but there would be nothing it is like to be it, no inner universe, no felt experience. Ask zombie Anil if he is conscious, and he will say, ‘Yes, I’m conscious.’ Zombie Anil would even have written various essays on the neuroscience of consciousness, including some thoughts about the questionable relevance of philosophical 21zombies to this topic. But none of this would involve any conscious experience whatsoever.

         Here’s why the zombie idea is supposed to provide an argument against physicalist explanations of consciousness. If you can imagine a zombie, this means you can conceive of a world that is indistinguishable from our world, but in which no consciousness is happening. And if you can conceive of such a world, then consciousness cannot be a physical phenomenon.

         And here’s why it doesn’t work. The zombie argument, like many thought experiments that take aim at physicalism, is a conceivability argument, and conceivability arguments are intrinsically weak. Like many such arguments, it has a plausibility that is inversely related to the amount of knowledge one has.

         Can you imagine an A380 flying backwards? Of course you can. Just imagine a large plane in the air, moving backwards. Is such a scenario really conceivable? Well, the more you know about aerodynamics and aeronautical engineering, the less conceivable it becomes. In this case, even a minimal knowledge of these topics makes it clear that planes cannot fly backwards. It just cannot be done.‡

         It’s the same with zombies. In one sense it’s trivial to imagine a philosophical zombie. I just picture a version of myself wandering around without having any conscious experiences. But can I really conceive this? What I’m being asked to do, really, is to consider the capabilities and limitations of a vast network of many billions of neurons and gazillions of synapses (the connections between neurons), not to mention glial cells and neurotransmitter gradients and other such neurobiological goodies, all wrapped into a 22body interacting with a world which includes other brains in other bodies. Can I do this? Can anyone do this? I doubt it. Just as with the A380, the more one knows about the brain and its relation to conscious experiences and behaviour, the less conceivable a zombie becomes.§ 

         Whether something is conceivable or not is often a psychological observation about the person doing the conceiving, not an insight into the nature of reality. This is the weakness of zombies. We are asked to imagine the unimaginable, and through this act of illusory comprehension conclusions are drawn about the limits of physicalist explanation.

         
            —

         

         We’re now ready to meet what I call the real problem of consciousness. This is a way of thinking about consciousness science that has taken shape for me over many years, assimilating and building on the insights of many others. Addressing the real problem is, I believe, the approach by which a science of consciousness is most likely to succeed.

         According to the real problem, the primary goals of consciousness science are to explain, predict, and control the phenomenological properties of conscious experience. This means explaining why a particular conscious experience is the way it is – why it has the phenomenological properties that it has – in terms of physical mechanisms and processes in the brain and body. These explanations should enable us to predict when specific subjective 23experiences will occur, and enable their control through intervening in the underlying mechanisms. In short, addressing the real problem requires explaining why a particular pattern of brain activity – or other physical process – maps to a particular kind of conscious experience, not merely establishing that it does. 

         The real problem is distinct from the hard problem, because it is not – at least not in the first instance – about explaining why and how consciousness is part of the universe in the first place. It does not hunt for a special sauce that can magic consciousness from mere mechanism (or the other way around). It is also distinct from the easy problem(s), because it focuses on phenomenology rather than on function or behaviour. It doesn’t sweep the subjective aspects of consciousness away under the carpet. And because of its emphasis on mechanisms and processes, the real problem aligns naturally with a physicalist worldview on the relationship between matter and mind.

         To clarify these distinctions, let’s ask how the different approaches might attempt to explain the subjective experience of ‘redness’.

         From an easy problem perspective, the challenge is to explain all the mechanistic, functional, and behavioural properties associated with experiencing redness: how specific wavelengths of light activate the visual system, the conditions under which we say things like ‘that object is red’, typical behaviour at traffic lights, how red things sometimes induce emotional responses of a particular kind, and so on.

         Left untouched by the easy problem approach, by design, is any explanation of why and how these functional, mechanistic, and behavioural properties should be accompanied by any phenomenology whatsoever – in this case, the phenomenology of ‘redness’. The existence of subjective experience, as opposed to no experience, is the dominion of the hard problem. No matter how much 24mechanistic information you’re given, it will never be unreasonable for you to ask, ‘Fine, but why is this mechanism associated with conscious experience?’ If you take the hard problem to heart you will always suspect an explanatory gap between mechanistic explanations and the subjective experience of ‘seeing red’.

         The real problem accepts that conscious experiences exist and focuses primarily on their phenomenological properties. For example: experiences of redness are visual, they usually but not always attach to objects, they seem to be properties of surfaces, they have different levels of saturation, they define a category among other colour experiences though they can smoothly vary within that category, and so on. Importantly, these are all properties of the experience itself, not – at least not primarily – of the functional properties or behaviours associated with that experience. The challenge for the real problem is to explain, predict, and control these phenomenological properties, in terms of things happening in the brain and body. We would like to know what it is about specific patterns of activity in the brain – such as the complex looping activity in the visual cortex¶ – that explains (and predicts, and controls) why an experience, such as the experience of redness, is the particular way it is, and not some other way. Why it is not like blueness, or toothache, or jealousy.

         Explanation, prediction, and control. These are the criteria by which most other scientific projects are assessed, regardless of how mystifying their target phenomena might initially appear. Physicists have made enormous strides in unravelling the secrets of the universe – in explaining, predicting, and controlling its properties – but are still flummoxed when it comes to figuring out what the universe is made of or why it exists. In just the same way, consciousness science can make great progress in shedding light on 25the properties and nature of conscious experiences without it being necessary to explain how or why they happen to be part of the universe in which we live. 

         Nor should we necessarily expect scientific explanations always to be intuitively satisfying. In physics, quantum mechanics is notoriously counterintuitive but is nonetheless widely accepted as providing our current best grip on the nature of physical reality. It could equally be that a mature science of consciousness will allow us to explain, predict, and control phenomenological properties without ever delivering the intuitive feeling that ‘yes, this is right, of course it has to be this way!’

         Importantly, the real problem of consciousness is not an admission of defeat to the hard problem. The real problem goes after the hard problem indirectly, but it still goes after it. To understand why this is so, let me introduce the ‘neural correlates of consciousness’.

         
            —

         

         It still amazes me how disreputable consciousness science was, even just thirty years ago. In 1989, one year before I started my undergraduate degree at Cambridge University, the leading psychologist Stuart Sutherland wrote: ‘Consciousness is a fascinating but elusive phenomenon. It is impossible to specify what it is, what it does, or why it evolved. Nothing worth reading has been written on it.’ This damning summary appeared in no lesser place than the International Dictionary of Psychology, and it captures the attitude to consciousness that I often encountered in my first steps into academia.

         Elsewhere, far away from Cambridge and though I did not know it at the time, the situation was more promising. Francis Crick (the co-discoverer, with Rosalind Franklin and James Watson, of the molecular structure of DNA) and his colleague Christof Koch, 26who were both based in San Diego in California, were setting out what would become the dominant method in the rise of consciousness science – the search for the neural correlates of consciousness.

         The gold-standard definition of a neural correlate of consciousness, or NCC, is ‘the minimal neuronal mechanisms jointly sufficient for any one specific conscious percept’. The NCC approach proposes that there is some specific pattern of neural activity that is responsible for any and every experience, such as the experience of ‘seeing red’. Whenever this activity is present, an experience of redness will happen, and whenever it isn’t, it won’t.

         The great merit of the NCC approach is that it offers a practical recipe for doing research. To identify an NCC, all you need to do is concoct a situation in which people sometimes have a particular conscious experience, and at other times do not, while making sure that these conditions are otherwise as closely matched as possible. Given such a situation, you then compare activity in the brain between the two conditions, using brain imaging methods such as functional magnetic resonance imaging (fMRI) or electroencephalography (EEG).|| The brain activity specific to the ‘conscious’ condition reflects the NCC for that particular experience.

         The phenomenon of ‘binocular rivalry’ offers a helpful example. In binocular rivalry, a different image is shown to each eye – perhaps a picture of a face to the left eye and a picture of a house to the right eye. In this situation, conscious perception doesn’t settle on a weird face-house chimera. It flips back and forth between the face and the house, dwelling for a few seconds on each. First you see a house, then a face, then a house again … and so on. What’s 27important here is that conscious perception changes even though the sensory input remains constant. By looking at what happens in the brain, it’s therefore possible to distinguish brain activity that tracks conscious perception from activity that tracks whatever the sensory input happens to be. The brain activity that goes along with the conscious perception identifies the NCC for that perception. 

         The NCC strategy has been impressively productive over many years, delivering reams of fascinating findings, but its limitations are becoming apparent. One problem is that it is difficult, and perhaps in the end impossible, to disentangle a ‘true’ NCC from a range of potentially confounding factors, the most important of which are those neural happenings that are either prerequisites for, or consequences of, an NCC itself. In the case of binocular rivalry, brain activity that goes along with the conscious perception may also track upstream (prerequisite) processes like ‘paying attention’ and, on the downstream side, the verbal behaviour of ‘reporting’ – of saying that you see a house or a face. Although related to the flow of conscious perception, the neural mechanisms responsible for attention and verbal report – or other prerequisites and downstream consequences – should not be confused with those that are responsible for the conscious perception itself.

         The deeper problem is that correlations are not explanations. We all know that mere correlation does not establish causation, but it is also true that correlation falls short of explanation. Even with increasingly ingenious experimental designs and ever more powerful brain imaging technologies, correlation by itself can never amount to explanation. From this perspective, the NCC strategy and the hard problem are natural bedfellows. If we restrict ourselves to collecting correlations between things happening in the brain and things happening in our experience, it is no surprise that we will always suspect an explanatory gap between the physical and the phenomenal. But if we instead move beyond establishing 28correlations to discover explanations that connect properties of neural mechanisms to properties of subjective experience, as the real problem approach advocates, then this gap will narrow and might even disappear entirely. When we are able to predict (and explain, and control) why the experience of redness is the particular way it is – and not like blueness, or like jealousy – the mystery of how redness happens will be less mysterious, or perhaps no longer mysterious at all.

         The ambition of the real problem approach is that as we build ever sturdier explanatory bridges from the physical to the phenomenological, the hard-problem intuition that consciousness can never be understood in physical terms will fade away, eventually vanishing in a puff of metaphysical smoke. When it does we will have in our hands a satisfactory and fully satisfying science of conscious experience.

         What justifies this ambition? Consider how the scientific understanding of life has matured over the last century or two.

         
            —

         

         Not so long ago, life seemed as mysterious as consciousness does today. Scientists and philosophers of the day doubted that physical or chemical mechanisms could ever explain the property of being alive. The difference between the living and the non-living, between the animate and the inanimate, appeared so fundamental that it was considered implausible that it could ever be bridged by mechanistic explanations of any sort.

         This philosophy of vitalism reached a peak in the nineteenth century. It was supported by leading biologists like Johannes Müller and Louis Pasteur, and it persisted well into the twentieth century. Vitalists thought that the property of being alive could only be explained by appealing to some special sauce: a spark of 29life, an élan vital. But as we now know, no special sauce is needed. Vitalism today is thoroughly rejected in scientific circles. Although there are still many things about life that remain unknown – how a cell works, for example – the idea that being alive requires some supernatural ingredient has lost all credibility. The fatal flaw of vitalism was to interpret a failure of imagination as an insight into necessity. This is the same flaw that lies at the heart of the zombie argument.

         The science of life was able to move beyond the myopia of vitalism thanks to a focus on practical progress – to an emphasis on the ‘real problems’ of what being alive means. Undeterred by vitalistic pessimism, biologists got on with the job of describing the properties of living systems, and then explaining (also predicting and controlling) each of these properties in terms of physical and chemical mechanisms. Reproduction, metabolism, growth, self-repair, development, homeostatic self-regulation – all became individually and collectively amenable to mechanistic explanation. As the details became filled in – and they are still being filled in – not only did the basic mystery of ‘what is life’ fade away, the very concept of life ramified so that ‘being alive’ is no longer thought of as a single all-or-nothing property. Grey areas emerged, famously with viruses but now also with synthetic organisms and even collections of oil droplets, each of which possess some but not all of the characteristic properties of living systems. Life became naturalised and all the more fascinating for having become so.

         This parallel provides both a source of optimism and a practical strategy for addressing the real problem of consciousness.

         The optimism is that today’s consciousness researchers may be in a situation similar to that facing biologists, studying the nature of life, just a few generations ago. What counts as mysterious now may not always count as mysterious. As we get on with explaining the various properties of consciousness in terms of their underlying 30mechanisms, perhaps the fundamental mystery of ‘how consciousness happens’ will fade away, just as the mystery of ‘what is life’ also faded away.

         Of course, the parallel between life and consciousness is not perfect. Most conspicuously, the properties of life are objectively describable, whereas the explanatory targets of consciousness science are subjective – they exist only in the first person. However, this is not an insurmountable barrier; it mostly means the relevant data, because they are subjective, are harder to collect.

         The practical strategy stems from the insight that consciousness, like life, is not just one single phenomenon. By shifting the focus away from life as one big scary mystery, biologists became less inclined to desire, or to require, one humdinger eureka of a solution. Instead, they divided the ‘problem’ of life into a number of related but distinguishable processes. Applying the same strategy to consciousness, in this book I will focus on level, content, and self as the core properties of what being you is all about. By doing so, a fulfilling picture of all conscious experience will come to light.

         
            —

         

         Conscious level concerns ‘how conscious we are’ – on a scale from complete absence of any conscious experience at all, as in coma or brain death, all the way to vivid states of awareness that accompany normal waking life.

         Conscious content is about what we are conscious of – the sights, sounds, smells, emotions, moods, thoughts, and beliefs that make up our inner universe. Conscious contents are all varieties of perception – brain-based interpretations of sensory signals that collectively make up our conscious experiences. (Perception, as we will see, can be both conscious and unconscious.)

         Then there’s conscious self – the specific experience of being you, 31and the guiding theme of this book. The experience of ‘being a self’ is a subset of conscious contents, encompassing experiences of having a particular body, a first-person perspective, a set of unique memories, as well as experiences of moods, emotions, and ‘free will’. Selfhood is probably the aspect of consciousness that we cling to most tightly, so tightly that it can be tempting to confuse self-consciousness (the experience of being a self) with consciousness itself (the presence of any kind of subjective experience, of any phenomenology, whatsoever).

         In making these distinctions, I am not proposing that these aspects of consciousness are completely independent. In fact, they are not, and figuring out how they relate presents another significant challenge for consciousness science.

         Nonetheless, dividing up the real problem of consciousness in these broad terms has many benefits. By providing distinct targets for explanation, it becomes more feasible to propose possible mechanisms able to do the required jobs of explanation, prediction, and control. Equally important, it pushes back against the limiting idea that consciousness is just ‘one thing’ – a single intimidating mystery that might elude scientific explanation altogether. We will instead see how different properties of consciousness come together in different ways, across species and even among different people. There are as many different ways of being conscious as there are different conscious organisms.

         Eventually, the hard problem itself may succumb, so that we will be able to understand consciousness as being continuous with the rest of nature without having to adopt any arbitrary ‘ism’ stating by fiat how phenomenology and physics are related.

         This is the promise of the real problem. To see how far it can take us, read on.32

         
            Notes

            global workspace theory: Baars (1988); Dehaene & Changeux (2011); Mashour et al. (2020); Shanahan (2010).

            degree of behavioural flexibility: Another way to think of global workspace theory is as a theory of ‘access consciousness’, as compared to ‘phenomenal consciousness’. Phenomenal consciousness refers explicitly to experience. Access consciousness emphasises cognitive functions over experience. When a mental state is ‘access conscious’ it means that the mental state is available for all sorts of cognitive functions including reasoning, decision making, and the control of behaviour. See Block (2005).

            higher-order thought theories: There are many varieties of higher-order theories. See R. Brown et al. (2019); Fleming (2020); Lau & Rosenthal (2011).

            definition of a gene has changed: Portin (2009).

            Here is how he describes it: Chalmers (1995a), p. 201.

            Chalmers contrasts this: More recently, Chalmers has introduced the ‘meta-problem’ of consciousness, which is the problem of why people think there is a hard problem of consciousness (Chalmers, 2018). The meta-problem is actually a version of the easy problem, since it is about explaining behaviour – in this case the verbal behaviour of people who express belief in a hard problem of consciousness. One thing I like about the meta-problem is that one can appreciate that it is a problem, and study it, whatever metaphysical stance one takes about consciousness itself.

            A ‘mechanism’: Craver & Tabery (2017).

            [E]ven when we have explained: Chalmers (1995a), p. 203, italics in original.

            they can be treated synonymously: The difference between physicalism and materialism is largely historical. Materialism is an older word than physicalism. Some people also argue that physicalism is a ‘linguistic thesis’ 282(that every linguistic statement is equivalent to some physical statement), whereas materialism is a more general claim about the nature of things. See Stoljar (2017).

            take physicalism for granted: Although most functionalists are physicalists, it is possible to be a functionalist without being a physicalist.

            Brains are very different: Matthew Cobb’s engrossing The Idea of the Brain (2020) relates the history of how brain function has been interpreted using the dominant technology of the day (and sometimes the other way around).

            A computer that plays Go: Silver et al. (2017). The story of the original program, AlphaGo, is beautifully told in a film of the same name: https://www.alphagomovie.com/. Some might quibble that these programs are more accurately described as playing ‘the history of Go’ rather than Go itself.

            there’s a valid question: A more sophisticated version of this argument has been developed by John Searle in his famous ‘Chinese room’ thought experiment. I didn’t use this example here because Searle’s argument is targeted primarily at intelligence (or ‘understanding’) rather than consciousness (Searle, 1980).

            an empirical dead end: The philosopher John Perry said: ‘If you think about consciousness long enough, you either become a panpsychist or you go into administration.’ Perhaps the problem lies in only thinking, rather than doing (science). For an articulate defence of panpsychism, I recommend Galileo’s Error by Philip Goff (2019). Perry’s quote appears in a 2018 article in Quartz by Olivia Goldhill: qz.com/1184574/the-idea-that-everything-from-spoons-to-stones-are-conscious-is-gaining-academic-credibility.

            mysterianism: McGinn (1989).

            no human could ever understand: For an argument against the view that some things will always lie beyond human understanding, see Deutsch (2012).

            most intellectually honest: There is one more ‘ism’ which deserves mention, though it is a more informal ‘ism’ than those discussed in the main text. Illusionism is the view that (phenomenal) consciousness is an introspective illusion – that when we introspect about conscious states we misrepresent them as having phenomenal properties – qualia – that in fact they do not have. On one reading, which I disagree with, illusionism says that conscious states do not really exist. On another, which I am more sympathetic to, illusionism says that conscious experiences exist but are not what we think they are. It is possible, though not clear, that this reading of illusionism is compatible with what I will say in this book. For more on illusionism see Frankish (2017).283

            any conscious experience whatsoever: There are at least two types of philosophical zombie. ‘Behavioural zombies’ are indistinguishable from their conscious counterparts from the outside – in terms of their behaviour. ‘Neurological zombies’ add the additional fantasy of being identical to a conscious creature also from the inside. A neurological zombie has the same internal structure, and may also be made out of the same electrochemical wetware as the conscious creature that it is a zombie version of. All varieties of zombie entirely lack consciousness.

            a vast network: Gidon et al. (2020); Herculano-Houzel (2009).

            imagine the unimaginable: Zombie defenders may respond that it is only their logical possibility that matters, not their conceivability given the laws of physics in this particular universe. I disagree. A backwards-flying A380 may be logically possible given alternative principles of aerodynamics but accepting this doesn’t shed any light on how a real A380 actually flies, in this world, with the laws of physics and aerodynamics that we actually have. What I want to know is how a real brain (and body, and so on), abiding by the laws of physics in this universe, actually shapes and gives rise to conscious experience in this universe.

            the insights of many others: The ‘real problem’ way of putting things is not new – at least not entirely. Chalmers himself described similar strategies in the form of the ‘mapping problem’ (Chalmers, 1996) and the ‘principle of structural coherence’ (Chalmers, 1995a), which forms part of his original description of the hard problem. There is also a long and highly influential body of work in ‘neurophenomenology’ which attempts to match phenomenological properties to aspects of the brain and its activity (Thompson, 2014; Varela, 1996). There are, however, differences in emphasis between these positions (Seth, 2009, 2016b).

            Nothing worth reading has been written: Sutherland (1989).

            become the dominant method: Crick & Koch (1990). Around the same time, the American philosopher Daniel C. Dennett published his influential Consciousness Explained (1991). Reading this book in the early 1990s was, for me, a turning point. It remains a rumbustious and enlightening read. See LeDoux et al. (2020) and Seth (2017, 2018) for more on the history of consciousness science.

            minimal neuronal mechanisms: Crick & Koch (1990).

            NCC for that particular experience: Note that NCCs are usually interpreted as relating to specific brain regions, but this need not be the case. The definition 284of an NCC relates to a neural mechanism which could be implemented across a range of brain regions. For a given NCC, the brain circuits involved may even change over time (G. M. Edelman & Gally, 2001).

            brain activity that goes along: A subtlety here is that brain regions that show up in binocular rivalry studies are often associated with transitions between conscious perceptions, which is important because perception of change is not the same thing as change of perception. See Blake et al. (2014). This distinction is revisited in chapter 6.

            it is difficult: These problems have been talked about for years, but were generally either dismissed as irrelevant or otherwise swept under the carpet. Two papers from 2012 finally crystallised the issue: Aru et al. (2012); de Graaf et al. (2012).

            should not be confused: Some experiments have made valiant attempts to distinguish conscious perception from attention, and from behavioural report. The results from so-called ‘no report’ paradigms, in which volunteers do not make behavioural reports about what they perceive, are particularly intriguing. In many of these studies, the remaining NCC does not include the frontal brain regions that are central to theories like the global workspace theory and higher-order thought theory. See Frässle et al. (2014); Tsuchiya et al. (2015); and Raccah et al. (2021) for a recent discussion.

            fully satisfying science: Another way of putting this ambition comes from the philosophers Susan Hurley and Alva Noë, who distinguish between ‘comparative’ explanatory gaps, which have to do with explaining why different experiences have the specific phenomenological properties that they do, and the ‘absolute’ explanatory gap, which is the (hard) problem of why and how there is such a thing as phenomenology at all. We can think of the real problem as exhaustively addressing comparative explanatory gaps in order to resolve, and perhaps dissolve, the absolute explanatory gap. See Hurley & Noë (2003).

            Vitalists thought: Vitalism holds that ‘living organisms are fundamentally different from non-living entities because they contain some non-physical element or are governed by different principles than are inanimate things’ (Bechtel & Williamson, 1998). Even today a majority of pre-school-age children tend to prefer vitalist explanations of life over other more modern explanations (Inagaki & Hatano, 2004). The historical parallels between vitalism and the science of consciousness have been particularly vigorously explored by the philosopher Patricia Churchland (Churchland, 1996).

            one humdinger eureka: The yearning for a eureka solution may partly account for the persistent appeal of theories of consciousness based on quantum mechanics, 285most of which trace back to the mathematician Roger Penrose’s The Emperor’s New Mind, published in 1989. While it can’t be ruled out that some future quantum-based theory may have something useful to say about consciousness, the attempts so far seem to me to evince a false syllogism: Quantum mechanics is mysterious, consciousness is mysterious, therefore they must be related.

         

         
            * This paper is one of the most influential in all philosophy of mind. According to Nagel, ‘an organism has conscious mental states if and only if there is something that it is like to be that organism – something it is like for the organism’. Nagel (1974), p. 2 (italics in original).

            † Each hemisphere of the cerebral cortex has four lobes. The frontal lobes are at the front. The parietal lobes are towards the back and off to the sides. The occipital lobes are at the back, and the temporal lobes are at the sides, near the ears. Some people identify a fifth lobe – the limbic lobe – deep inside the brain.

            ‡ A helicopter, which can fly backwards, is not a plane. I was oddly happy to discover that the origin of the word ‘helicopter’ is not a combination of ‘heli’ and ‘copter’, as I’d always assumed, but rather ‘helico’ (spiral) and ‘pter’ (wing). They make much more sense now.

            § The adult human brain contains an estimated 86 billion neurons, and about a thousandfold more connections. If you counted one connection every second it would take you nearly 3 million years to finish. What’s more, it’s increasingly apparent that even single neurons are capable of carrying out highly complex functions all by themselves.

            ¶ The visual cortex is in the occipital lobe, at the back of the brain.

            || Functional MRI (fMRI) measures a metabolic signal (blood oxygenation) related to neural activity – it offers high spatial detail but is only indirectly related to what neurons do. EEG measures the tiny electrical signals generated by the activity of large populations of neurons near the cortical surface. This method tracks brain activity more directly than fMRI, but with lower spatial specificity.
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