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Preface





This book has its origin in dissatisfaction and a puzzle. The dissatisfaction is with the public image of science and with much of the writing about science in the media as well as that by academics including philosophers and sociologists. The puzzle is why the nature of science should be so misunderstood and why non-scientists have so much difficulty understanding scientific ideas. This lack of understanding seemed to be linked to a certain fear of and even hostility to science itself.


So I have tried to present science in a new light, which I hope will help to resolve some of these problems. By dealing with so broad a topic as the nature of science, I have inevitably touched on areas in which I have no formal training such as philosophy, psychology and history. I am by profession a research biologist in the field of embryology, and my approach can best be characterized as that used in natural history. I have therefore sought much advice, some of which is acknowledged below, and I am very grateful to everyone who has helped me. I am also indebted to Warwick University for inviting me to give the 1990 Radcliffe Lectures on ‘Science: An Unnatural History’, which laid the foundations for what is presented here.


I thank Percy Cohen, Stephen Cang, Patricia Farrar, Christopher Gardner, Jonathan Glover, Mary and Jack Herberg, Judy Hicklin, Frank James, Jonckheere, Roger Jowell, Michael Kidron, Roland Littlewood, Lauro Martines, Arthur Miller, Timothy McDermott and Mary Tuck.


Maureen Maloney needs special thanks for her patience in preparing the manuscript.


I am also specially indebted to my editors, Bob Davenport and, foremost, Susanne McDadd.






















Introduction







Knowledge has killed the sun, making it a ball of gas with spots … The world of reason and science … this is the dry and sterile world the abstracted mind inhabits.


D. H. Lawrence


Modern science … abolishes as mere fiction the innermost foundations of our natural world: it kills God and takes his place on the vacant throne so henceforth it would be science that would hold the order of being in its hand as its sole legitimate guardian and so be the legitimate arbiter of all relevant truth … People thought they could explain and conquer nature – yet the outcome is that they destroyed it and disinherited themselves from it.


Vaclav Havel


A public that does not understand how science works can, all too easily, fall prey to those ignoramuses … who make fun of what they do not understand, or to the sloganeers who proclaim scientists to be the mercenary warriors of today, and the tools of the military. The difference … between … understanding and not understanding … is also the difference between respect and admiration on the one side, and hate and fear on the other.


Isaac Asimov





Science is arguably the defining feature of our age; it characterizes Western civilization. Science has never been more successful nor its impact on our lives greater, yet the ideas of science are alien to most people’s thoughts. It is striking that about half the population of the United States does not believe in evolution by natural selection and that a significant proportion of British citizens does not think the earth goes round the sun. And I doubt that of those who do believe the earth moves round the sun, even one person in 100,000 could give sound reasons for their conviction (the evidence and the arguments for such a belief are in fact quite complex). Indeed, many people accept the ideas of science because they have been told that these ideas are true rather than because they understand them. No wonder the nature of science is so poorly understood. Instead it is viewed with a mixture of admiration and fear, hope and despair, seen both as the source of many of the ills of modern industrial society and as the source from which cures for these ills will come.


Some of the anti-science attitudes are not new: Mary Shelley’s Dr Frankenstein, H. G. Wells’s Dr Moreau and Aldous Huxley’s Brave New World, for example, are evidence of a powerfully emotive anti-science movement. Science is dangerous, so the message goes – it dehumanizes; it takes away free will; it is materialistic and arrogant. It removes magic from the world and makes it prosaic. But note where these ideas come from – not from the evidence of history, but from creative artists who have moulded science by their own imagination. It was Mary Shelley who created Frankenstein’s monster, not science, but its image is so powerful that it has fuelled fears about genetic engineering that are very hard to remove.


Current attitudes to science indicate both ambivalence and polarization. Surveys confirm that there is much interest in, and admiration for, science, coupled with an unrealistic belief that it can cure all problems; but there is also, for some, a deep-seated fear and hostility, with several lines of criticism. Science is perceived as materialist and as destructive of any sense of spiritual purpose or awareness; it is held responsible for the threat of nuclear warfare and for the general disenchantment with a modern industrial society that pollutes and dehumanizes. The practitioners of science are seen as cold, anonymous and uncaring technicians. The fear of genetic engineering and the manipulation of embryos looms large, and the image of Dr Frankenstein is increasingly embellished. The image of scientists themselves remains as stereotyped and inaccurate as ever: when not crazy, they appear bedecked in a white coat, wearing spectacles, and wielding a test-tube. The media usually present scientists as totally anonymous and character-free and give little insight into the way in which they work. Scientists are still widely perceived as being like Mr Gradgrind in Charles Dickens’s Hard Times, interested only in facts and yet more facts, the collection of which is the hallmark of the scientific enterprise, and the overwhelming burden of which seems to drive them into increasingly obscure specializations. Almost as misleading is the idea that there is a ‘scientific method’ that provides a formula which, if faithfully followed, will lead to discovery. Any idea of creativity in science – which is rare – is linked, romantically and falsely, with that of artistic creativity.


Thirty years ago, C. P. Snow suggested that there were two separate cultures: one relating to science and the other to the arts and humanities. He was criticized for his use of the term ‘culture’. Some people even argue that science is not part of culture at all: following Nietzsche’s claim that science, with its reductionism and materialism, has deprived man of his special status, it seems to some that only an idea of culture that actually excludes science can restore man’s dignity. Whatever the definition of culture, however, Snow was right in emphasizing that the ‘culture’ of science was different. What he did not do was to give any insight into why this should be.


Some of the hostility to science may be explained by the American literary critic Lionel Trilling’s comment on the difficulty non-scientists have in understanding science: ‘This exclusion of most of us from the mode of thought which is habitually said to be the characteristic achievement of the modern age is bound to be experienced as a wound to our intellectual self-esteem.’


The central theme presented in this book is that many of the misunderstandings about the nature of science might be corrected once it is realized just how ‘unnatural’ science is. I will argue that science involves a special mode of thought and is unnatural for two main reasons, which are developed in Chapter 1. Firstly, the world just is not constructed on a common-sensical basis. This means that ‘natural’ thinking – ordinary, day-to-day common sense – will never give an understanding about the nature of science. Scientific ideas are, with rare exceptions, counter-intuitive: they cannot be acquired by simple inspection of phenomena and are often outside everyday experience. Secondly, doing science requires a conscious awareness of the pitfalls of ‘natural’ thinking. For common sense is prone to error when applied to problems requiring rigorous and quantitative thinking; lay theories are highly unreliable.


In establishing the unnatural nature of science, it is essential to distinguish between science and technology, particularly since the two are so often confused. The evidence for the distinction, discussed in Chapter 2, comes largely from history. Technology is very much older than science, and most of its achievements – from primitive agriculture to the building of great churches and the invention of the steam engine – have in no way been dependent on science. Even the mode of thought in technology is very different from that of science.


Once the distinction between science and technology is recognized then the origins of science in Greece take on a special significance, which is the subject of Chapter 3. The peculiar nature of science is responsible for science having arisen only once. Even though most, if not all, of Aristotle’s science was wrong – he can be thought of as the scientist of common sense – he established the basis of a system for explaining the world based on postulates and logical deduction. This was brilliantly exploited by Euclid and Archimedes. By contrast the Chinese, often thought of as scientists, were expert engineers but made negligible contributions to science. Their philosophies were essentially mystical, and it may have been rationality and a concept of laws governing nature that allowed science to develop in the West.


Since science is unique, it is to be expected that scientific creativity has its own special characteristics quite different from those of the arts, as we shall see in Chapter 4. Scientific genius is often characterized by a ‘psychic courage’ which requires scientists to include in their ideas assumptions for which they have very little evidence. Scientific creativity is, of course, not understood, and one should be sceptical both of the suggestion that it involves merely a sort of problem-solving that can be done by computers and of the theory that it is heavily dependent on chance, characterized under the rubric of serendipity.


Because any scientific discovery can be made only once, scientific research generates intense competition, even though in the long term most scientists are anonymous, or their names are recorded only in a historical context. But the essential social nature of science, discussed in Chapter 5, engenders cooperation too. New ideas have to be accepted by consensus of the scientific community – and because there is often a reluctance to surrender current views, scientists may be unwise to abandon their ideas at the first indication they have been falsified. Scientists also judge theories on their explanatory value, simplicity and fruitfulness.


It might be thought that either philosophers or sociologists would have been able to illuminate the nature of science and why it has been so successful. Alas, not only have they failed to do so but some have instead provided what they regard as good reasons for doubting whether science really does provide an understanding of the way in which the world works, as we shall see in Chapter 6. Fortunately for science, these philosophical claims have no relevance to science and can be ignored. There are numerous ‘styles’ for doing science: the only constant is the need to measure one’s ideas against the real world.


But it must be admitted that it is not always easy to explain the confidence with which one can distinguish science from non-science. One approach, discussed in Chapter 7, is to recognize that some areas are premature or too primitive for scientific investigation. Just as in the seventeenth and eighteenth centuries the great debate about the nature of the development of the embryo – whether all organs were preformed or actually were made during development – could not be resolved until other advances in biology had been made, so the claims made for the scientific nature of psychoanalysis may be premature given the current state of knowledge about the brain, particularly since the mechanisms that psychoanalysis proposes are little different from the phenomena they attempt to explain, as was also the case in early embryology. Claims for paranormal phenomena are easily dealt with because the evidence is so poor, but a special problem is raised by religion: while religious belief is incompatible with science, many scientists are deeply religious. An explanation of this paradox in the difference between natural and unnatural thinking.


There remains the major problem that scientific knowledge is perceived as being dangerous. Was it not responsible for nuclear warfare and the current unease about genetic engineering? Using the history of the atomic bomb and of eugenics as examples, Chapter 8 discusses the social obligations of science and argues that many of the so-called new ethical problems are merely reflections of a failure to understand the nature of science.


While science provides our best hope for solving many major problems such as environmental pollution and genetic diseases, it does have its limits, and these and the need for a more accurate public perception of science’s nature and processes are discussed in Chapter 9.


Science can be quite uncomfortable to live with – at least for some people. It offers no hope for an afterlife, it tolerates no magic and it doesn’t tell us how to live. But there is no good reason to believe, with D. H. Lawrence, that scientific understanding creates a ‘dry and sterile world’ by apparently removing all mystery. To quote Einstein, ‘the greatest mystery of all is the (partial) intelligibility of the world.’ And science itself can be very beautiful.



















1


Unnatural Thoughts





It is often held that science and common sense are closely linked. Thomas Henry Huxley, Darwin’s brilliant colleague, spoke of science as being nothing more than trained common sense. ‘Science is rooted in the whole apparatus of common-sense thought’ was the optimistic claim of the philosopher and mathematician Alfred North Whitehead. However reasonable they may sound, such views are, alas, quite misleading. In fact, both the ideas that science generates and the way in which science is carried out are entirely counterintuitive and against common sense – by which I mean that scientific ideas cannot be acquired by simple inspection of phenomena and that they are very often outside everyday experience. Science does not fit with our natural expectations.


Common sense is not a simple thing: it reflects an enormous amount of information that one has gained about the world and provides a large number of practical rules – many of them quite logical – for dealing with day-to-day life. It is so much a part of everyday life that one seldom thinks about it. It will be considered shortly.


An immediate problem in comparing common sense with science is, of course, defining what is meant by ‘science’. Providing a rigorous definition is far from easy, and the best way to advance at this stage is by example.


Physics is probably a good way of showing what is meant by science: it tries to provide an explanation of nature – the world we live in – at the most fundamental level. It aims to find explanations for an enormous variety of phenomena – the movement of all objects; the nature of light and sound, heat and electricity; the fundamental constitution of matter – in terms of as few principles as possible. Rigorous theories are constructed which explain observed phenomena, and these theories must be capable of being tested by both confirmation and attempts to falsify them. It is also an absolute requirement that theories must be capable of modification, or even abandonment, when evidence demands it. In this process, all the phenomena must be capable of observation by independent observers, for scientific knowledge is public knowledge.


Science always relates to the outside world, and its success depends on how well its theories correspond with reality. Criteria for a good theory – in addition to explaining observations and predicting new ones – include relative simplicity and elegance, and as scientists themselves repeatedly point out, a good theory should raise interesting new questions.


For Einstein, the object of all science was ‘to coordinate our experiments and bring them into a logical system’. In this endeavour, mathematics plays a fundamental role for expressing scientific ideas in quantitative terms: for the nineteenth-century physicist Lord Kelvin, one could only really claim to know something if one could measure what one was speaking about and express it in numbers. While his was an extreme view, and can certainly be shown to be wrong, the attempt to express ideas with mathematical rigour underlies much of scientific endeavour. Newton’s laws of motion provide a wonderful triumph of this approach: with a few basic laws of motion together with mathematics it is possible to explain an enormous range of movements – from those of the planets to those of billiard and tennis balls.


The physics of motion provides one of the clearest examples of the counter-intuitive and unexpected nature of science. Most people not trained in physics have some sort of vague ideas about motion and use these to predict how an object will move. For example, when students are presented with problems requiring them to predict where an object – a bomb, say – will land if dropped from an aircraft, they often get the answer wrong. The correct answer – that the bomb will hit that point on the ground more or less directly below the point at which the aircraft has arrived at the moment of impact – is often rejected. The underlying confusion partly comes from not recognizing that the bomb continues to move forward when released and this is not affected by its downwards fall. This point is made even more dramatically by another example. Imagine being in the centre of a very large flat field. If one bullet is dropped from your hand and another is fired horizontally from a gun at exactly the same time, which will hit the ground first? They will, in fact, hit the ground at the same time, because the bullet’s rate of fall is quite independent of its horizontal motion. That the bullet which is fired is travelling horizontally has no effect on how fast it falls under the action of gravity.


Another surprising feature of motion is that the most natural state for an object is movement at constant speed – not, as most of us think, being stationary. A body in motion will continue to move forever unless there is a force that stops it. This was a revolutionary idea first proposed by Galileo in the early seventeenth century and was quite different from Aristotle’s more common-sense view, from the fourth century BC, that the motion of an object required the continuous action of a force. Galileo’s argument is as follows. Imagine a perfectly flat plane and a perfectly round ball. If the plane is slightly inclined the ball will roll down it and go on and on and on. But a ball going up a slope with a slight incline will have its velocity retarded. From this it follows that motion along a horizontal plane is perpetual, ‘for if the velocity be uniform it cannot be diminished or slackened, much less destroyed.’ So, on a flat slope, with no resistance, an initial impetus will keep the ball moving forever, even though there is no force. Thus the natural state of a physical object is motion along a straight line at constant speed, and this has come to be known as Newton’s first law of motion. That a real ball will in fact stop is due to the opposing force provided by friction between a real ball and a real plane. The enormous conceptual change that the thinking of Galileo required shows that science is not just about accounting for the ‘unfamiliar’ in terms of the familiar. Quite the contrary: science often explains the familiar in terms of the unfamiliar.


Aristotle’s idea of motion – that it requires the constant application of a force – is familiar to us in a way that Galileo’s and Newton’s never can be. So it is not surprising that, when asked to indicate the forces on a ball thrown up, many students imagine an upward force to be present after the ball leaves the hand, whereas the truth is that at all stages after the ball leaves the hand it experiences only a downward force due to gravity. This is no simple problem and even Galileo got it wrong, though he did recognize that there was a problem. Newton’s second law provides the explanation. Forces acting on a body cause it to accelerate, so forces can either increase or decrease its speed. When a ball is thrown up, it would continue upwards forever if there were no forces like friction or gravity to slow it down. The force of gravity acts to accelerate the ball towards the earth – which is equivalent to a retardation in the ball’s movement away from the earth – so the ball is slowed down and eventually reverses its upwards motion.


The naïve views held by the students are very similar to the ‘impetus’ theory put forward by Philoponus in the sixth century and by John Buridan in the fourteenth century. This theory assumes that the act of setting an object in motion impresses on that object a force or impetus that keeps it in motion. Persistence of thinking in terms of impetus over the three hundred years since Newton shows how difficult it is to assimilate a counter-intuitive scientific idea.


The nature of white light is another counter-intuitive example from physics which was also discovered by Newton. Newton showed that ordinary white light is a mixture of different kinds of light, each of which we see as coloured. When all the colours of the rainbow are combined, the result is white.


Yet another example is provided by the phlogiston theory in the eighteenth century, which addressed the problem of what happens when an object burns. In Aristotelian terms, and common sense, when anything burns, something clearly leaves the burning object. This something was thought to be phlogiston. Again common sense is misleading, for an essential feature of burning is that oxygen is taken up rather than something being released.


Even something as simple as the mechanism involved in the spread of a dye in water does not accord with common sense. Consider placing a drop of ink, or a dye, at one end of a trough of water. In time, the dye will spread across all of the water. Why does it spread? It might seem that there is something about the high concentration at one end ‘driving’ the dye away. In fact, on the contrary, the spread is all due to the random motion of the dye molecules; if one could follow the movement of any single molecule, one would not be able to determine the direction in which the dye spreads. Again, is it intuitive that temperature, hot and cold, reflects a similar underlying property related to the vibration of molecules?


Science also deals with enormous differences in scale and time compared with everyday experience. Molecules, for example, are so small that it is not easy to imagine them. If one took a glass of water, each of whose molecules were tagged in some way, went down to the sea, completely emptied the glass, allowed the water to disperse through all the oceans, and then filled the glass from the sea, then almost certainly some of the original water molecules would be found in the glass. What this means is that there are many more molecules in a glass of water than there are glasses of water in the sea. There are also, to give another example, more cells in one finger than there are people in the world. Again, geological time is so vast – millions and millions of years – that it was one of the triumphs of nineteenth-century geology to recognize that the great mountain ranges, deep ravines and valleys could be accounted for by the operation of forces no different from those operating at present but operating over enormous periods of time. It was not necessary to postulate catastrophes.


A further example of where intuition usually fails, probably because of the scale, is provided by imagining a smooth globe as big as the earth, round whose equator – 25,000 miles long – is a string that just fits. If the length of the string is increased by 36 inches, how far from the surface of the globe will the string stand out? The answer is about 6 inches, and is independent of whether the globe’s equator is 25,000 or 25 million miles long.


There are rare exceptions to the rule that all scientific ideas are contrary to common sense. Ohm’s law is the best example: the greater the resistance of an electric circuit, the greater is the voltage required to drive a current through the circuit. This does accord with everyday expectation. Generally, however, the way in which nature has been put together and the laws that govern its behaviour bear no apparent relation to everyday life. The laws of nature just cannot be inferred from normal day-to-day experience. Even that the earth goes round the sun is accepted more by authority than by genuine understanding – to provide the evidence is no trivial matter. As Bertrand Russell pointed out, we all start from a ‘naïve realism’, believing that things are what they seem. Thus we think that grass is green, that stones are hard and that snow is cold. But physics teaches us that the greenness of grass, the hardness of stones and the coldness of snow are not the greenness, hardness and coldness that we know in our own experience, but something very different. The same may even be true of economics – the Nobel laureate James Meade would like his tombstone to bear this epitaph: ‘He tried to understand economics all his life, but common sense kept getting in the way.’


That science is an unnatural mode of thought, even disconcerting, was clearly understood by Aristotle:




In some ways, the effect of achieving understanding is to reverse completely our initial attitude of mind. For everyone starts (as we have said) by being perplexed by some fact or other: for instance … the fact that the diagonal of a square is incommensurable with the side. Anyone who has not yet seen why the side and the diagonal have no common unit regards this as quite extraordinary. But one ends up in the opposite frame of mind … for nothing would so much flabbergast a mathematician as if the diagonal and side of a square were to become commensurable.





Aristotle was referring to the fact that according to Pythagoras’s theorem the diagonal of a square is a multiple of the square root of 2, and this is not a whole number but has as many figures after 1.4142 … as you would wish to calculate.


But, in a way, to speak of the unnatural nature of scientific ideas is almost a circular statement: if scientific ideas were natural, they would not have required the difficult and protracted techniques of science for their discovery. All the examples so far refer to relatively simple scientific principles. When one enters the world of cosmology, with its black holes and with the suggestion – or rather conviction – that the universe had its origin in a ‘big bang’ – that the universe was created in a few minutes in the distant past – then the science is beyond being counter-intuitive and becomes incomprehensible, or even magical, for those not trained in physics. Again, the world of the subatomic particles is full of ideas that have no correspondence to everyday life. This is a world where every electron – the smallest charged particle which is a constituent of all matter – is identical and where Heisenberg’s uncertainty principle operates: there is no way of devising a method for pinpointing the exact position of the particles which make up atoms without sacrificing some precision about how fast they are moving. In this subatomic world, the rules for the behaviour of the subatomic particles are governed by quantum mechanics, in which the sort of causality we are familiar with no longer applies and the unpredictability of some events, such as radioactive decay, is a feature of the theory. Even Einstein could not accept this apparent lack of causality and the role of chance – hence his famous aphorism ‘God does not play dice.’


It is one of the most unnatural features of science that the abstract language of mathematics should provide such a powerful tool for describing the behaviour of systems both inanimate, as in physics, and living, as in biology. Why the world should conform to mathematical descriptions is a deep question. Whatever the answer, it is astonishing.


Because so much of science is based on mathematics, it is not easy to explain scientific ideas in ordinary language. Moreover, understanding science is a hierarchical process: it is extremely difficult to understand the more advanced concepts until the basic concepts have been mastered. It is often even difficult to put the concepts into everyday language, particularly in physics, where mathematics plays a crucial role: there need not necessarily be a simple translation from mathematical formulations into concepts that make sense in terms of observable objects. It is this that makes quantum mechanics, black holes and much of physics inaccessible to most people. The same is also true of, for example, chemistry. Most chemical formulae which show the structural relations between the atoms, do not easily translate into common language. The formula for cholesterol, for example, conveys little to the non-chemist.


The basic concepts of molecular biology are no more intuitive than those of physics, and, since I will on several occasions use these concepts to illustrate ideas about science, it is necessary to describe some of them in a little detail.


That DNA is the genetic material – the physical basis of heredity – is quite well known. Involving no mathematics, its role is one of the easiest of the basic ideas of science to explain, yet it is really quite complex, and is built on a technical background. Even to recognize that there was something which might be identifiable as the genetic material required the work of a large number of scientists. People had long been aware that children resemble their parents, in both the human and animal world, but the nature of the mechanism which brought this about was not really understood until this century. Theories to explain this, from Aristotle onwards, included the idea of the transfer of some insubstantial ‘pneuma’ as the agent of inheritance, the idea that the father’s contribution is the only significant factor, and the idea that the environment of the parents was a major determinant of the physical character of the offspring. Only towards the end of the last century did it become clear that chromosomes – string-like structures within the bag-like nucleus of the cell – could be the physical basis of heredity. It was only in the 1870s that the spermatozoa, which had first been seen under the microscope 200 years earlier, were at last recognized as being not parasites, as had been thought, but the means of providing the egg with the male genetic material. These discoveries required painstaking observation, ingenious experiments and technology such as microscopes. There was nothing in these basic discoveries that could have been expected from any normal experience of the world.


The identifying of DNA as the genetic material and of its role in controlling the behaviour of the cell required a further set of discoveries that were not based simply on biological experiments but also required quite complex physics and chemistry. Chemists had some time ago worked out the chemical composition of DNA – that it was made up essentially  of four different smaller substances, or bases. But it was the discovery in 1953 of the structure of DNA – how the bases are arranged – which provided quite new insights. The structural analysis was based on X-ray diffraction, which is a technique used by physicists and chemists to obtain information about the three-dimensional arrangement of the atoms that are present in a molecule. An X-ray beam is shone through a crystal of the material and the rays that emerge give a complex, but characteristic, pattern of spots on a photographic plate. The spots reflect the way in which the X-rays were deflected as they passed through the crystal, and with skill and mathematical techniques it is possible, from these deflections, to work out the arrangement of the atoms.


James Watson and Francis Crick worked out the structure of DNA from both its chemical properties and X-ray diffraction. They required an enormous amount of background knowledge, and they worked very hard to get the answer. The result was a beautiful surprise, because it at once made clear one of the key features of life – replication. DNA is a very long string-like molecule made up of two strands twisted round each other in the form of a double helix. Each strand is made up of the four different bases, whose arrangement has two important features. Firstly, the bases are arranged in a very strict order unique to each individual along both strands, and the fundamental properties of DNA are determined by the particular sequence of bases. Secondly, the bases in one strand have a unique and complementary relationship to the bases in the other strand. Each base can only match with its complementary base. So, once the sequence of bases in one strand is specified, so too is the sequence of bases in the other strand. This provides the fundamental mechanism for replication: the two strands are unwound and then separated; then the cell synthesizes a complementary strand on each, by linking free bases (which are always present) to their complementary partner and then joining them up. This unexpected mechanism for the replication of DNA provides the essential basis for the replication of life itself, but this very simple description does no justice at all to the complex chemical events that are actually involved in the process.


The strict sequence of bases not only permits accurate replication but also provides the mechanism whereby DNA, as the genetic material, controls the behaviour of the cell. Cell behaviour is largely determined by a class of molecules called proteins. There are thousands of different proteins in the cell, and they are essential for all the key chemical reactions in the cell as well as providing the building blocks for the cell structures such as the filaments that generate muscle contractions. The character of a cell is entirely determined by which proteins it contains, and so the presence or absence of specific proteins controls cell behaviour.


DNA contains the code for all the proteins in the cell – a code in the sense that the sequence of the four bases in the DNA can be translated into a sequence of the twenty amino acids from which proteins are made. The properties of a protein are determined by the sequence of the string of amino acids from which it is made up. Thus the DNA of the cell is like a book which contains the recipe for every protein; the life of the cell, its character, is determined by which recipes are ‘read’, which proteins are made.


This elegant and universal mechanism is the basis for life, and on it rests all of biological science, genetics, cell biology, development and evolution. There was nothing in the day-to-day world to anticipate the ideas of modern cell and molecular biology. And there are two further implications which go quite against common sense: the failure of acquired characters to be inherited and the complete dependence of all evolutionary change on changes in the DNA. These two are, of course, intimately linked.


With very rare exceptions, all the characters that are passed from parents to offspring by ova and sperm are carried by the DNA. Any change in a character in an organism that can be inherited must involve a change in the DNA. This can result from different combinations of DNA being provided by the parents, and the sequence of the bases themselves may change due to mutations which are caused by errors at the time of replication or due to damage by environmental factors – by any process that changes the nature of the DNA so that the pattern of protein synthesis in some cells will be altered. Evolution is thus the continual change in the DNA of the cells from generation to generation. Between the most primitive cell and the most advanced animal, the only difference that really matters is the base sequence of the DNA. What is more, the origin of the variations in the DNA that generate those differences is random. Nothing in the behaviour of an animal, nothing of its life experience, alters its DNA in any directed manner such that any acquired characters – strength, knowledge, fears, loves – can be inherited. It must surely press even some biologists’ credulity, at times at least, that human beings should have arisen in this manner. But for those who still doubt, the supporting evidence is vast – albeit technical, mathematical and difficult. Unfortunately it could take someone several years to be in a position to understand the subject fully and even begin to make a new contribution.


The behavioural psychologist B. F. Skinner was thus much closer to the truth about the nature of science than Whitehead or Huxley: ‘What, after all, have we to show for non-scientific or prescientific good judgement, or common sense, or the insights gained through personal experience? It is science or nothing.’


I would almost contend that if something fits in with common sense it almost certainly isn’t science. The reason, again, is that the way in which the universe works is not the way in which common sense works: the two are not congruent. Our brains – and hence our behaviour – have, in evolution, been selected for dealing with the immediate world around us. We are very good at certain types of thinking, particularly that which leads to both simple and quite complex technology and control of our immediate environment. Scientific understanding, however, is not only unnatural: for most of human evolution it was also unnecessary, since, as will be seen (Chapter 2), technology was not dependent on science.


It is precisely the unnatural nature of science that, historically, made it so rare. Unlike science, many features of human behaviour combine unconscious thinking and learning. In marked contrast to their ignorance of physics, most people can carry out the most remarkably complicated actions, such as riding a bicycle – a very difficult problem in Newtonian terms. A remarkable example of how internal mental representations can be used for complex tasks comes from the study of the ways in which Polynesians navigate between distant islands. They use a method involving ‘dead reckoning’ in which they conceive of the boat as stationary, with the islands moving past it and the stars wheeling overhead. The process has been likened to walking blindfolded between two chairs in a large hall while pointing continually to a third chair off the main path. Such a method of navigation requires no understanding of why it works: it is quite different from one based on science and technology and emphasizes the adaptiveness of human thinking to deal with innumerable problems. While learning is essential, understanding is not.




*





Unlike science, everyday common-sense thinking is characterized by its naturalness. It involves complex mental processes of which we are usually quite unaware but which allow us to deal with the requirements of daily life. For most of everyday life it works extremely well, but for science it is quite unsatisfactory. It is quite different from scientific thinking, lacking the necessary rigour, consistency and objectivity. Most people regard their ideas about the world as being true without being aware of the grounds for a particular belief. This is quite unlike the self-aware and self-critical methodology of science. Common-sense thinking is also prone to lead to error, particularly when formal problems are posed and when the information available is limited. Indeed, common-sense thinking is not concerned with tackling formal problems or generating general solutions. The differences between common-sense thinking, and scientific thinking can be illuminated in two ways: first by looking at the way in which children develop their thinking and then by looking at some aspects of adult thinking.


The perceptual world of the young infant is much more structured than it was previously thought to be. Two-year-olds already understand cause and effect, asking of a broken cup, ‘Who broke it?’ They also recognize that symbols – words, for example – can stand for things apart from themselves, and they like to put things into categories by colour or size. By their fourth birthday, children appreciate that the appearance of an object – a stone egg for example – may not reveal its true identity. In very general terms, children learn by direct experience, authority, intuition and logic. All of these lead to a common-sense view of the world, but not to a scientific one.


As the Swiss psychologist Jean Piaget has said, every child, at an early stage, fills the world with spontaneous movements and living forces. Waves raise themselves, clouds make wind, and these movements are due to internal and external actions – the objects have a free will of their own. Thus the lake attracts the rivers which wish to go there. Some of the explanations of older children even resemble the physics of Aristotle – for example, the idea that a thrown object is in part moved by the air through which it moves.


There is thus a ‘magical’ aspect to children’s thoughts. In part this may be due to the failure of the infant to distinguish between himself or herself and the world. Whatever the explanation, children believe that mental operations can influence an event that is desired or feared. This is illustrated by the writer and critic Edmund Gosse, who was brought up in a strict Victorian environment in which all imaginative life was forbidden. He was never told stories. He had no friends, and all his reading was pious or scientific. But he wrote that by the age of five or six he had




formed strange superstitions … I persuaded myself that, if I could only discover the proper words to say or the proper passes to make, I could induce the gorgeous birds and butterflies in my Father’s illustrated manuals to come to life and fly out of the book … During morning and evening prayers … I fancied that one of my two selves could flit up, and sit clinging to the cornice, and look down on my other self and the rest of us, if only I could find the key.





Piaget has characterized two aspects of children’s theory of the world: animism, the tendency to regard objects as living and endowed with will, and artificialism, the idea that everything is made by someone for a special purpose. When a six-year-old is asked what the sun is made of, the reply is ‘Of fire.’ But how? ‘Because there is fire up there.’ But where did the fire come from? ‘From the sky.’ How was the fire made in the sky? ‘It was lighted with a match …’ There is a spontaneous tendency towards animism, for the child to believe as if nature were charged with purpose and as if chance did not exist. When a child says the sun follows us, the child attributes purposiveness to the sun. But when asked ‘What is a fork?’, the reply is ‘It is for eating with’ – an artificialist response.


This is evident in relation to the birth of babies. Sometimes the baby is assumed to have existed prior to birth and the child simply asks where it was before. The child may also ask how babies are made, and birth may be conceived by the child as an artificial process of production, like modelling Plasticine, for example. On the other hand, there are often reports of beliefs that babies come from their parents’ blood or from the mother’s mouth or navel.


One of the most important ideas which lie at the heart of common sense is the idea of cause and effect. Three-year-olds have quite a sophisticated causal understanding of mechanical interactions. The origins of understanding causality have their origins in infancy, and there is now evidence that infants as young as six months perceive causal events. Contrary to David Hume’s classical eighteenth-century account, according to which the perception of causality is assumed to be due to the repeated observation of a conjunction between two events, there is evidence that causality is perceived directly almost as a gestalt – that is, as a whole, all at once – in which experience is not important. So, when adults are shown quite abstract stimuli, such as coloured lights with particular movement patterns in relation to each other, causal relations between the lights are proposed even though the observer knows how the stimuli were produced. Thus instead of the appreciation of causality being a result of gradual experience, it seems as if the perceptual system is disposed to assume it. If this were also true for other learning processes, it could require one to abandon much that common sense teaches us.


Children pass through several stages in their competence to perform particular tasks, but they always have satisfactory explanations for their own behaviour. For example, in Piaget’s famous conservation task a child sees two identical glass containers filled with water and judges them to contain the same amount of water. As the child watches, one container is emptied into a glass which is taller and thinner, and so the water rises to a higher level. Before children have acquired the concept of conservation of quantity, they will conclude that the amount of water has now increased. Both children who do not understand conservation and those who do will provide what is, from their point of view, a logical explanation for their answer. For example, ‘non-conservers’ will point out that the water has risen to a higher level in the taller, thinner glass, so clearly there is more water in there. For them their answer is correct and obvious. It is, perhaps, not unlike it being ‘obvious’ to any reasonable person that the sun moves round the earth.


Older children have quite well-developed ideas about the nature of the world before they are taught science in school. Many of these ideas might be characterized as being naïve or natural thinking, and they are again best illustrated with respect to physics. For example, children suggest that the higher up an object is lifted, the more it weighs, since when it falls to the ground the impact is greater. ‘Hot’ and ‘cold’ are considered to be different but related properties: hence some of the cold is thought to leave an ice cube and go into the surrounding water, rather than heat being required to melt the ice and so cool the water. And, to give a biological example, it is widely thought that plants get their food from the soil, rather than from sunlight. (They do, of course, get nitrogen from the soil, but this is not food, for it provides no energy for the life of the plant.) All are common-sense theories, but wrong.


An important feature that has emerged from studies of students’ thinking is that inconsistencies in their explanations are usually not noticed, and, if they are noticed, they are not regarded as an important issue. Much of the causal reasoning of students is based on a preference to see change in terms of a simple linear causal sequence or chain of events. This may be the root of the difficulty they have with concepts involving reversibility. They understand how an input of energy can change the state of a substance from a solid to a liquid but not the reverse process, when the liquid solidifies. Studies have shown that a number of key reasoning processes need to be learned before children can grasp the basic nature of the physical world. These include the idea of variables in thinking about causal events, together with the necessity of changing the variables one at a time if a proper comparison of their effects is to be made (in thinking about a simple case of equilibrium, such as in balancing a beam, for example, there are four variables – two weights and two distances from the point of support); the idea of probability and correlation; and the whole idea of abstract models to explain, for example, the solar system or the weather. None of these ideas is really natural, and when children have learned these ideas their success in science tests improves dramatically.


Such studies confirm that scientific thinking differs from everyday thinking not only in the concepts used but in what constitutes a satisfactory explanation: common-sense thinking about motion, for example, is not concerned with the spelling-out in detail of the relationships between terms such as force and velocity – each involving strictly defined and quite difficult concepts – but can be satisfied with vague statements. A further difference is the purpose behind scientific thinking and the thinking of everyday life. In everyday life one is primarily concerned with usefulness, whereas science is concerned with a rather abstract understanding. This is exemplified by Sherlock Holmes when he turns to Watson, who has been castigating him for not knowing about Copernicus and the solar system, and says, ‘What the deuce is it to me if you say we go round the sun. If we went round the moon it would not make a pennyworth of difference to me or my work.’


In fact one of the strongest arguments for the distance between common sense and science is that the whole of science is totally irrelevant to most people’s day-to-day lives. One can live very well without knowledge of Newtonian mechanics, cell theory and DNA, and other sciences. On the other hand, science can enormously enrich one’s life, and in modern society knowledge is essential for innumerable policy decisions that affect our lives (see Chapters 8 and 9).


A formal description of what may be regarded as common sense comes from the American psychologist George Kelly, who has developed what is known as Personal Construct Theory. Central to this theory about the way in which people arrange their knowledge of the world in their everyday life is the idea that they organize information in such a way as to predict future events. Common-sense theories provide mental models of the way in which the everyday world works. People check how much sense they make of the world by seeing how well their model serves them in predicting what will happen. The constructions they place upon events are their working hypotheses which are tested against experience. A person may employ a variety of constructs, some of which may be incompatible with one another, although they are not recognized by that person as being so. Thus at a very low level we may be thought to be doing ‘science’ in our everyday life by setting up hypotheses and testing them against experience. Cooking is a typical example, since one does experiment; but this is not science since there is no need for theory – only imaginative trial and error is required to achieve the right ‘taste’. Doing science, on the other hand, requires one to remove oneself from one’s personal experience and to try to understand phenomena not directly affecting one’s day-to-day life, one’s personal constructs. In everyday life, one requires no construct as to why bodies fall when dropped or why children may or may not resemble their parents; it is sufficient that they do so. Common sense provides no more than some of the raw material required for scientific thinking.


At its simplest most human actions involve forming a goal and modifying one’s actions in order to achieve the goal. The value of this simplified model is that it emphasizes the common-sense nature of our behaviour and what we were designed for. The model requires no science as such, and that is why early technology could be so successful. Another feature of this scheme is that precision, accuracy and completeness of knowledge are seldom required – quite unlike science. We make decisions based upon what is in our memory – a memory that is, as will be seen, biased toward overgeneralization of the commonplace and overemphasis on the discrepant or rare cases.


Whereas scientific theories may be judged in terms of their scope, parsimony – the fewer assumptions and laws the better – clarity, logical consistency, precision, testability, empirical support and fruitfulness, lay theories are concerned with only a few of these criteria and are seldom explicit or formal, or consistent, and are often ambiguous. The explicit or formal nature of scientific theories is not only important in its own right but points to a crucial feature of the scientific process: the self-aware nature of the endeavour. This self-aware aspect of doing science, as distinct from other activities, makes science different from common sense almost by definition, since, again almost by definition, common sense is unconscious. The scientist is always aware of ‘doing science’, and with that self-awareness go a number of assumptions which are seldom made explicit. They include some of the characteristics of science listed above but also include ideas that put a high value on elegance and generality (Chapter 6).


Objectivity as distinct from subjectivity is a conventional means of characterizing scientific thinking. It is important – indeed essential – to separate evidence from theory and also to be able to look objectively at a theory, to recognize it as something on its own. But the idea of scientific objectivity has only limited value, for the way in which scientific ideas are generated can be highly subjective, and scientists will defend their views vigorously. Being objective is crucial in science when it comes to judging whether subjective views are correct or not. One has to be prepared to change one’s views in the face of evidence, objective information. It is, however, an illusion to think that scientists are unemotional in their attachment to their scientific views (Chapter 5): they may fail to give them up even in the face of evidence against them. Another crucial difference from common-sense or lay theories is that scientific theories involve a continual interplay with other scientists and previously acquired knowledge for scientific ideas are directed not just at a particular phenomenon in everyday life but at finding a common explanation for all the relevant phenomena, and an explanation which other scientists would accept.


Associated with lay theories is a tendency to adapt and modify the theory too hastily in relation to the way people live, because people want to believe in a just and more or less ordered world over which they have some control. Many conclusions are influenced by the emotional content of the data. Bertrand Russell proposed that ‘popular induction depends upon the emotional interest of the instances, not upon their number.’ Examples of this abound in everyday life. Suppose that, via consumer reports and your local and trusted garage, you have carefully researched what car to buy and have settled on model X. And then you meet a close colleague and tell him of your decision. If he then reacts with shock and relates his own terrible experience with car X, listing all the problems he had, would you really be unaffected? Even though his account is but one in a large number, you will have great difficulty ignoring his advice.


Research into how people reason about complex issues of genuine importance such as crime and unemployment again emphasizes the difference between common-sense thinking and more formal scientific thinking. At the extremes there are two very different attitudes towards knowledge. One pole is the comfortable ignorance of never having considered that things could be otherwise; the other is a continual self-aware evaluation of the evidence and subsequent modification of views. These reflect the distinction between knowing something to be true and contemplating whether one believes it to be true or not. Only a minority (about 15 per cent) appear to have the latter capacity but scientists – even though they may not like to – have to adopt this approach.


The processes by which we make deductions in everyday life, such as about the cause of a particular event, are often carried out by processes of which we are unaware. Such processes are poorly understood, and it is notoriously difficult to mimic ‘common sense’ on a computer. For example, if you leave your house one morning and notice that the grass is wet, you are almost sure it rained during the night. But if you then learn that the sprinkler was left on all night, your confidence in the ‘rain hypothesis’ is greatly diminished. It is hard to program this into a computer. The psychologist Johnson-Laird claims that common-sense thinking is based neither on formal logical rules for inference nor on rules that contain specific knowledge. It seems that the way we reach valid conclusions from a set of premisses is to construct mental models. The mind then can manipulate the model it has produced and try out various alternatives. Conclusions can be drawn from the model which can then be tested. Consider the following problem, which is hard to solve by common-sense thinking. In a room of archaeologists, biologists and chess-players, if none of the archaeologists is a biologist and all the biologists are chess-players, what inferences can be drawn? One can try various models to see which inference can be made, rather than proceed by formal logic. The only correct inference is that ‘Some chess-players are not archaeologists.’ This case shows how difficult formal reasoning can be.


We may like to see ourselves as naturally rational and logical, but there is a lot of good evidence that this is not always so. While in everyday thinking the mind can show some adherence to logical rules, these can be influenced by the nature of the problem, and so the formal rules break down. This can be illustrated by what is now recognized as a classic and seminal experiment. Imagine you are presented with four cards, each of which has a letter on one side and a number on the other. The four cards when placed on the table show A, J, 2 and 7. Your task is to decide which cards should be turned over in order to determine the truth or falsity of the following statement: ‘If there is a vowel on one side of the card then there is an even number on the other side.’ Most people correctly turn over the card bearing the A, and some turn the card with 2 on it. Few choose the card with 7, even though this is a logical choice – for if there were a vowel on the other side of the 7 the rule would be falsified. Turning over the J or the 2 tells one nothing. Whatever is on the other side of the 2 will not provide useful information, since whether or not it is a vowel or a consonant will not determine the validity of the rule. This experiment shows in addition the preference that people – including scientists – have for trying to confirm hypotheses, rather than for trying to refute them.


One area of day-to-day thinking which has been shown to be particularly prone to errors is that which involves probabilities and judgements which have to be made on the basis of uncertain information. Many scientific investigations have to be done under precisely such conditions, and the scientist has somehow to become free from the all-too-common errors.


Children have a limited understanding of chance: they believe that outcomes of games based on chance can be influenced by practice, intelligence and effort. Adults, too, have difficulty with probabilities and the nature of chance. If you are playing roulette and red has come up five times running, is the chance of black greater on the next spin? The answer is ‘no’, and the contrary expectation is known as the ‘gambler’s fallacy’. Again, if, in spinning a coin, heads has come down ten times running, the probability of a tail or a head at the next spin is still 0.5 – evens. The coin has no memory. Given an evenly balanced coin, many people believe that a sequence H-T-H-T-H-T is much more likely than H-H-H-H-H-H, whereas in fact both are equally likely.


Correct probability judgements are often counter-intuitive. Striking coincidences often lead to ideas of supernatural forces at play. For example, to hear that a woman had won the New Jersey lottery twice in four months seemed remarkable, and the odds against it were claimed to be 17 trillion (17 × 1012 ) to 1. But further analysis showed that the chance that such an event could happen to someone, somewhere, in the United States was about one in thirty, because so many people take lottery tickets. Another example is that it only requires twenty-three people to be together in a room for the probability of two of them having the same birthday to be one in two.


There was, a little while ago, a spate of articles in newspapers in the USA which suggested a link between teenage suicide and a game called ‘Dungeons & Dragons’. It was said that the game could become an obsession and lead to a loss of a sense of reality. Evidence to support this claim was that twenty-eight teenagers who often played the game had committed suicide. However, the game had sold millions of copies, and probably as many as 3 million teenagers played it. Since the annual suicide rate for teenagers is about twelve per 100,000, the number of expected suicides in a teenage population of 3 million is about 360. So, finding twenty-eight such suicides has little or no significance on its own.


These examples of failure to appreciate the nature of probabilities  and statistical thinking are particularly important when it comes to assessment of risk. It is, for example, rarely appreciated that it is almost impossible to ensure that a drug does not cause a death rate of, say, one in 100,000. Indeed the basis for clinical trials is rarely appreciated. In order to show the efficacy of a particular drug or medical treatment, it is essential to follow a vigorous procedure for the selection of a sample group, some of whom will be treated and some of whom will not. The assignment to the treated or non-treated group must be random, and wherever possible doctors themselves should not be aware of who is being given which treatment. Moreover, the results will require a careful statistical analysis. Such expensive trials are essential, but a 1 in 100,000 death rate due to the drug would require an enormous sample. Anecdotal collections of cases in which cures of, for example, cancer, are claimed can be very misleading.


An important class of error is based on what is known as representativeness – that is, the degree to which one event is representative of another is judged by how closely they resemble one another. For example, experimental subjects were given descriptions of men taken from a group that comprised 70 per cent lawyers and 30 per cent engineers and were asked to assess the profession of each man described. Even though the subjects knew the composition of the group, and thus should have seen that the probability of being a lawyer was more than twice that of being an engineer, the subjects nevertheless consistently judged a description to refer to an engineer if it contained even the slightest hint, no matter how unconvincing, of something that fitted their stereotyped image of an engineer. They ignored the probabilities involved in selecting a single case from a population of known composition. And this tendency was even more pronounced when assessing the reliability of small samples. Subjects are, for example, very bad at judging the likelihood that the number of boys being born each day would be greater than 60 per cent in a large and a small maternity hospital. They usually thought that there would be no difference, whereas in fact, with a small sample, the changes in the percentage of boys at a small hosptial are very much greater, because each birth represents a greater percentage of the total. In fact most of us have poor intuitive understanding of the importance of chance where small numbers are involved.


Representativeness also results in people having much greater confidence in their ability to predict than is in fact warranted. A superficial match between, for example, the input and the outcome generates a confidence which ignores all those factors which would limit the validity of the prediction. For example, staff at medical schools select students and believe in their ability to select correctly. But they can later judge only those students whom they have selected: they cannot compare them with those whom they rejected. This is well illustrated by psychologists’ confidence in their own ability to select the best candidates at interview even though they know of the extensive literature showing quite conclusively how unreliable the interviews are. They cannot restrain their own convictions about their own reliability.


Another example is where people judge frequency according to a method which depends on the information available to them – that is to say, they estimate frequency in terms of the examples that come to mind. Thus most people believe that there are more words beginning with the letter R than there are words which have R as the third letter, because words beginning with R are easier to think of. Similarly they give a much lower estimate for 1 × 2 × 3 × 4 × 5 × 6 × 7 × 8 than for 8 × 7 × 6 × 5 × 4 × 3 × 2 × 1, and in both cases it is far too low. Typical answers are around 500, whereas the correct answer is 40,320. The plausibility of the scenarios that come to mind serve as an indication of the likelihood of an event. If no reasonable scenario comes to mind, the event is deemed impossible or highly unlikely; if, however, many scenarios come to mind, the event in question appears probable. Even physicians tend to have distorted ideas about the dangers of various diseases that are frequently referred to in medical journals, irrespective of their true incidence


We tend to generalize from our own experience, and so there is a tendency to believe illusory correlations ranging from ‘fat people are jolly’ to ‘if you wash your car it will rain soon afterwards’ and all sorts of theories about illness. Even psychologists have been known to find correlations between projective tests when none were later shown to exist. However, simple associations are probably very useful in everyday life.


There is in general a preference for simple rather than complex explanations. It is possible to understand such a predisposition in evolutionary terms. For primitive humans it would have been an evolutionary advantage to learn about the environment rapidly and to infer causal relationships. Selection for a brain that could directly appreciate probabilistic events and counter-intuitive results would seem to be extremely unlikely in a hostile environment where rapid and immediate judgements are required. And the use of tools and the development of technologies such as metalworking and agriculture do not require scientific thinking. But to do science it is necessary to be rigorous and to break out of many of the modes of thought imposed by the natural thinking associated with ‘common sense’.
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