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            WE KNOW WHAT YOU’RE THINKING

         

         The big deal about big data

         It’s hard to avoid ‘big data’. The words are thrown at us in news reports and from documentaries all the time. But we’ve lived in an information age for decades. What has changed?

         Take a look at a success story of the big data age: Netflix. Once a DVD rental service, the company has transformed itself as a result of big data – and the change is far more than simply moving from DVDs to the internet. Providing an on-demand video service inevitably involves handling large amounts of data. But so did renting DVDs. All a DVD does is store gigabytes of data on an optical disc. In either case we’re dealing with data processing on a large scale. But big data means far more than this. It’s about making use of the whole spectrum of data that is available to transform a service or organisation.

         Netflix demonstrates how an on-demand video company can put big data at its heart. Services like Netflix involve more two-way communication than a conventional broadcast. The company knows who is watching what, when and where. Its systems can cross-index measures of a viewer’s interests, along with their feedback. We as viewers see the outcome of this analysis in the recommendations Netflix makes, and sometimes they seem odd, because the system is attempting to predict the likes and dislikes of a single individual. But from the Netflix viewpoint, there is a much greater and more effective benefit in matching preferences across large populations: it can transform the process by which new series are commissioned.

         Take, for instance, the first Netflix commission to break through as a major series: House of Cards. Had this been a project for a conventional network, the broadcaster would have produced a pilot, tried it out on various audiences, perhaps risked funding a short season (which could be cancelled part way through) and only then committed to the series wholeheartedly. Netflix short-circuited this process thanks to big data.

         The producers behind the series, Mordecai Wiczyk and Asif Satchu, had toured the US networks in 2011, trying to get funding to produce a pilot. However, there hadn’t been a successful political drama since The West Wing finished in 2006 and the people controlling the money felt that House of Cards was too high risk. However, Netflix knew from their mass of customer data that they had a large customer base who appreciated the humour and darkness of the original BBC drama the show was based on, which was already in the Netflix library. Equally, Netflix had a lot of customers who liked the work of director David Fincher and actor Kevin Spacey, who became central to the making of the series.

         Rather than commission a pilot, with strong evidence that they had a ready audience, Netflix put $100 million up front for the first two series, totalling 26 episodes. This meant that the makers of House of Cards could confidently paint on a much larger canvas and give the series far more depth than it might otherwise have had. And the outcome was a huge success. Not every Netflix drama can be as successful as House of Cards. But many have paid off, and even when the takeup is slower, as with the 2016 Netflix drama The Crown, given a similar high-cost two-season start, shows have far longer to succeed than when conventionally broadcast. The model has already delivered several major triumphs, with decisions driven by big data rather than the gut feel of industry executives, infamous for getting it wrong far more frequently than they get it right.

         The ability to understand the potential audience for a new series was not the only way that big data helped make House of Cards a success. Clever use of data meant, for instance, that different trailers for the series could be made available to different segments of the Netflix audience. And crucially, rather than release the series episode by episode, a week at a time as a conventional network would, Netflix made the whole season available at once. With no advertising to require an audience to be spread across time, Netflix could put viewing control in the hands of the audience. This has since become the most common release strategy for streaming series, and it’s a model that is only possible because of the big data approach. 

         Big data is not all about business, though. Among other things, it has the potential to transform policing by predicting likely crime locations; to animate a still photograph; to provide the first ever vehicle for genuine democracy; to predict the next New York Times bestseller; to give us an understanding of the fundamental structure of nature; and to revolutionise medicine.

         Less attractively, it means that corporations and governments have the potential to know far more about you, whether to sell to you or to attempt to control you. Don’t doubt it – big data is here to stay, making it essential to understand both the benefits and the risks.

         The key

         Just as happened with Netflix’s analysis of the potential House of Cards audience, the power of big data derives from collecting vast quantities of information and analysing it in ways that humans could never achieve without computers in an attempt to perform the apparently impossible.

         Data has been with us a long time. We are going to reach back 6,000 years to the beginnings of agricultural societies to see the concept of data being introduced. Over time, through accounting and the written word, data became the backbone of civilisation. We will see how data evolved in the seventeenth and eighteenth centuries to be a tool to attempt to open a window on the future. But the attempt was always restricted by the narrow scope of the data available and by the limitations of our ability to analyse it. Now, for the first time, big data is opening up a new world. Sometimes it’s in a flashy way with computers like Amazon’s Echo that we interact with using only speech. Sometimes it’s under the surface, as happened with supermarket loyalty cards. What’s clear is that the applications of big data are multiplying rapidly and possess huge potential to impact us for better or worse.

         How can there be so much latent power in something so basic as data? To answer that we need to get a better feel for what big data really is and how it can be used. Let’s start with that ‘d’ word. 
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            SIZE MATTERS

         

         Data is …

         According to the dictionary, ‘data’ derives from the plural of the Latin ‘datum’, meaning ‘the thing that’s given’. Most scientists pretend that we speak Latin, and tell us that ‘data’ should be a plural, saying ‘the data are convincing’ rather than ‘the data is convincing.’ However, the usually conservative Oxford English Dictionary admits that using data as a singular mass noun – referring to a collection – is now ‘generally considered standard’. It certainly sounds less stilted, so we will treat data as singular.

         ‘The thing that’s given’ itself seems rather cryptic. Most commonly it refers to numbers and measurements, though it could be anything that can be recorded and made use of later. The words in this book, for instance, are data. 

         You can see data as the base of a pyramid of understanding:
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         From data we construct information. This puts collections of related data together to tell us something meaningful about the world. If the words in this book are data, the way I’ve arranged the words into sentences, paragraphs and chapters makes them information. And from information we construct knowledge. Our knowledge is an interpretation of information to make use of it – by reading the book, and processing the information to shape ideas, opinions and future actions, you develop knowledge.

         In another example, data might be a collection of numbers. Organising them into a table showing, say, the quantity of fish in a certain sea area, hour by hour, would give you information. And someone using this information to decide when would be the best time to go fishing would possess knowledge. 

         Climbing the pyramid

         Since human civilisation began we have enhanced our technology to handle data and climb this pyramid. This began with clay tablets, used in Mesopotamia at least 4,000 years ago. The tablets allowed data to be practically and useably retained, rather than held in the head or scratched on a cave wall. These were portable data stores. At around the same time, the first data processor was developed in the simple but surprisingly powerful abacus. First using marks or stones in columns, then beads on wires, these devices enabled simple numeric data to be handled. But despite an increasing ability to manipulate data over the centuries, the implications of big data only became apparent at the end the nineteenth century as a result of the problem of keeping up with a census.

         In the early days of the US census, the increasing quantity of data being stored and processed looked likely to overwhelm the resources available to deal with it. The whole process seemed doomed. There was a ten-year period between censuses – but as population and complexity of data grew, it took longer and longer to tabulate the census data. Soon, a census would not be completely analysed before the next one came round. This problem was solved by mechanisation. Electro-mechanical devices enabled punched cards, each representing a slice of the data, to be automatically manipulated far faster than any human could achieve.

         By the late 1940s, with the advent of electronic computers, the equipment reached the second stage of the pyramid. Data processing gave way to information technology. There had been information storage since the invention of writing. A book is an information store that spans space and time. But the new technology enabled that information to be manipulated as never before. The new non-human computers (the term originally referred to mathematicians undertaking calculations on paper) could not only handle data but could turn it into information.

         For a long while it seemed as if the final stage of automating the pyramid – turning information into valuable knowledge – would require ‘knowledge-based systems’. These computer programs attempted to capture the rules humans used to apply knowledge and interpret data. But good knowledge-based systems proved elusive for three reasons. Firstly, human experts were in no hurry to make themselves redundant and were rarely fully cooperative. Secondly, human experts often didn’t know how they converted information into knowledge and couldn’t have expressed the rules for the IT people even had they wanted to. And finally, the aspects of reality being modelled this way proved far too complex to achieve a useful outcome.

         The real world is often chaotic in a mathematical sense. This doesn’t mean that what happens is random – quite the opposite. Rather, it means that there are so many interactions between the parts of the world being studied that a very small change in the present situation can make a huge change to a future outcome. Predicting the future to any significant extent becomes effectively impossible.

         Now, though, as we undergo another computer revolution through the availability of the internet and mobile computing, big data is providing an alternative, more pragmatic approach to taking on the top level of the data–information–knowledge pyramid. A big data system takes large volumes of data – data that is usually fast flowing and unstructured – and makes use of the latest information technologies to handle and analyse this data in a less rigid, more responsive fashion. Until recently this was impossible. Handling data on this scale wasn’t practical, so those who studied a field would rely on samples.

         A familiar use of sampling is in opinion polls, where pollsters try to deduce the attitudes of a population from a small subset. That small group is carefully selected (in a good poll) to be representative of the whole population, but there is always assumption and guesswork involved. As recent elections have shown, polls can never provide more than a good guess of the outcome. The 2010 UK general election? The polls got it wrong. The 2015 UK general election? The polls got it wrong. The 2016 Brexit referendum and US presidential election – you guessed it. We’ll look at why polls seem to be failing so often a little later (see page 23), but big data gets around the polling problem by taking on everyone – and the technology we now have available means that we can access the data continuously, rather than through the clumsy, slow mechanisms of an old-school big data exercise like a census or general election.

         Past, present and future

         For lovers of data, each of past, present and future has a particular nuance. Traditionally, data from the past has been the only certainty. The earliest data seems to have been primarily records of past events to support agriculture and trade. It was the bean counters who first understood the value of data. What they worked with then wasn’t always very approachable, though, because the very concept of number was in a state of flux.

         Look back, for instance, to the mighty city state of Uruk, founded around 6,000 years ago in what is now Iraq. The people of Uruk were soon capturing data about their trades, but they hadn’t realised that numbers could be universal. We take this for granted, but it isn’t necessarily obvious. So, if you were an Uruk trader and you wanted to count cheese, fresh fish and grain, you would use a totally different number system to someone counting animals, humans or dried fish. Even so, data comes hand in hand with trade, as it does with the establishment of states. The word ‘statistics’ has the same origin as ‘state’ – originally it was data about a state. Whether data was captured for trade or taxation or provision of amenities, it was important to know about the past.

         In a sense, this dependence on past data was not so much a perfect solution as a pragmatic reflection of the possible. The ideal was to also know about the present. But this was only practical for local transactions until the mechanisms for big data became available towards the end of the twentieth century. Even now, many organisations pretend that the present doesn’t exist.

         It is interesting to compare the approach of a business driven by big data such as a supermarket with a less data-capable organisation like a book publisher. Someone in the head office of a major supermarket can tell you what is selling across their entire array of shops, minute by minute throughout the day. He or she can instantly communicate demand to suppliers and by the end of the day, the present data is part of the big data source for the next. Publishing (as seen by an author) is very different.

         Typically, an author receives a summary of sales for, say, the six months from January to June at the end of September and will be paid for this in October. It’s not that on-the-day sales systems don’t exist, but nothing is integrated. It doesn’t help that publishing operates a data-distorting approach of ‘sale or return’, whereby books are listed as being ‘sold’ when they are shipped to a bookstore, but can then be returned for a refund at any time in the future. This is an excellent demonstration of why we struggle to cope with data from the present – the technology might be there, but commercial agreements are rooted in the past, and changing to a big data approach is a significant challenge. And that’s just advancing from the past to the present – the future is a whole different ball game.

         It wasn’t until the seventeenth century that there was a conscious realisation that data collected from the past could have an application to the future. I’m stressing that word ‘conscious’ because it’s something we have always done as humans. We use data from experience to help us prepare for future possibilities. But what was new was to consciously and explicitly use data this way.

         It began in seventeenth-century London with a button maker called John Graunt. Out of scientific curiosity, Graunt got his hands on ‘bills of mortality’ – documents summarising the details of deaths in London between 1604 and 1661. Graunt was not just interested in studying these numbers, but combined what he could glean from them with as many other data sources as he could – scrappy details, for instance, of births. As a result, he could make an attempt both to see how the population of London was varying (there was no census data) and to see how different factors might influence life expectancy.

         It was this combination of data from the past and speculation about the future that helped a worldwide industry begin in London coffee houses, based on the kind of calculations that Graunt had devised. In a way, it was like the gambling that had taken place for millennia. But the difference was that the data was consciously studied and used to devise plans. This new, informed type of gambling became the insurance business. But this was just the start of our insatiable urge to use data to quantify the future.

         Crystal balls

         There was nothing new, of course, about wanting to foretell what would happen. Who doesn’t want to know what’s in store for them, who will win a war, or which horse will win the 2.30 at Chepstow? Augurs, astrologers and fortune tellers have done steady business for millennia. Traditionally, though, the ability to peer into the future relied on imaginary mystical powers. What Graunt and the other early statisticians did was offer the hope of a scientific view of the future. Data was to form a glowing chain, linking what had been to what was to come. 

         This was soon taken far beyond the quantification of life expectancies, useful though that might be for the insurance business. The science of forecasting, the prediction of the data of the future, was essential for everything from meteorology to estimating sales volumes. Forecasting literally means to throw or project something ahead. By collecting data from the past, and as much as possible about the present, the idea of the forecast was to ‘throw’ numbers into the future – to push aside the veil of time with the help of data.

         The quality of such attempts has always been very variable. Moaning about the accuracy of weather forecasts has been a national hobby in the UK since they started in The Times in the 1860s, though they are now far better than they were 40 years ago, for reasons we will discover in a moment. We find it very difficult to accept how qualitatively different data from the past and data on the future are. After all, they are sets of numbers and calculations. It all seems very scientific. We have a natural tendency to give each equal weighting, sometimes with hilarious consequences.

         Take, for example, a business mainstay, the sales forecast. This is a company’s attempt to generate data on future sales based on what has happened before. In every business, on a regular basis, those numbers are inaccurate. And when this happens, companies traditionally hold a post-mortem on ‘what went wrong’ with their business. This post-mortem process blithely ignores the reality that the forecast, almost by definition, was going to be wrong. What happened is that the forecast did not match the sales, but the post-mortem attempts to establish why the sales did not match the forecast. The reason behind this confusion is a common problem whenever we deal with statistics. We are over-dependent on patterns.

         Patterns and self-deception

         Patterns are the principal mechanism used to understand the world. Without making deductions from patterns to identify predators and friends, food or hazards, we wouldn’t last long. If every time a large object with four wheels came hurtling towards us down a road we had to work out if it was a threat, we wouldn’t survive crossing the road. We recognise a car or a lorry, even though we’ve never seen that specific example in that specific shape and colour before. And we act accordingly. For that matter, science is all about using patterns – without patterns we would need a new theory for every atom, every object, every animal, to explain their behaviour. It just wouldn’t work.

         This dependence on patterns is fine, but we are so finely tuned to recognise things through pattern that we are constantly being fooled. When the 1976 Viking 1 probe took detailed photographs of the surface of Mars, it sent back an image that our pattern-recognising brains instantly told us was a face, a carving on a vast scale. More recent pictures have shown this was an illusion, caused by shadows when the Sun was at a particular angle. The rocky outcrop bears no resemblance to a face – but it’s almost impossible not to see one in the original image. There’s even a word for seeing an image of something that isn’t there: pareidolia. Similarly the whole business of forecasting is based on patterns – it is both its strength and its ultimate downfall.
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          The ‘face on Mars’ as photographed in 2001, and inset the 1976 image.
        

            

         

         If there are no patterns at all in the historical data we have available, we can’t say anything useful about the future. A good example of data without any patterns – specifically designed to be that way – is the balls drawn in a lottery. Currently, the UK Lotto game features 59 balls. If the mechanism of the draw is undertaken properly, there is no pattern to the way these balls are drawn week on week. This means that it is impossible to forecast what will happen in the next draw. But logic isn’t enough to stop people trying.

         Take a look on the lottery’s website and you will find a page giving the statistics on each ball. For example, a table shows how many times each number has been drawn. At the time of writing, the 59-ball draw has been run 116 times. The most frequently drawn balls were 14 (drawn nineteen times) and 41 (drawn seventeen times). Despite there being no connection between them, it’s almost impossible to stop a pattern-seeking brain from thinking ‘Hmm, that’s interesting. Why are the two most frequently drawn numbers reversed versions of each other?’

         The least frequent numbers were 6, 48 and 45, each with only five draws each. This is just the nature of randomness. Random things don’t occur evenly, but have clusters and gaps. When this is portrayed in a simple, physical fashion it is obvious. Imagine tipping a can of ball bearings on to the floor. We would be very suspicious if they were all evenly spread out on a grid – we expect clusters and gaps. But move away from such an example and it’s hard not to feel that there must be a cause for such a big gap between nineteen draws of ball 14 and just five draws of ball 6.

         Once such pattern sickness has set in, we find it hard to resist its powerful symptoms. The reason the lottery company provides these statistics is that many people believe that a ball that has not being drawn often recently is ‘overdue’. It isn’t. There is no connection to link one draw with another. The lottery does not have a memory. We can’t use the past here to predict the future. But still we attempt to do so. It is almost impossible to avoid the self-deception that patterns force on us.

         Other forecasts are less cut and dried than attempting to predict the results of the lottery. In most systems, whether it’s the weather, the behaviour of the stock exchange or sales of wellington boots, the future isn’t entirely detached from the past. Here there is a connection that can be explored. We can, to some degree, use data to make meaningful forecasts. But still we need to be careful to understand the limitations of the forecasting process.

         Extrapolation and black swans

         The easiest way to use data to predict the future is to assume things will stay the same as yesterday. This simplest of methods can work surprisingly well, and requires minimal computing power. I can forecast that the Sun will rise tomorrow morning (or, if you’re picky, that the Earth will rotate such that the Sun appears to rise) and the chances are high that I will be right. Eventually my prediction will be wrong, but it is unlikely to be so in the lifetime of anyone reading this book.

         Even where we know that using ‘more of the same’ as a forecasting tool must fail relatively soon, it can deliver for the typical lifetime of a business. As of 2016, Moore’s Law, which predicts that the number of transistors in a computer chip will double every one to two years has held true for over 50 years. We know it must fail at some point, and have expected failure to happen ‘soon’ for at least twenty years, but ‘more of the same’ has done remarkably well. Similarly, throughout most of history there has been inflation. The value of money has fallen. There have been periods of deflation, and times when a redefinition of a unit of currency moves the goalposts, but overall ‘the value of money falls’ works pretty well as a predictor. 

         Unfortunately for forecasters, very few systems are this simple. Many, for instance, have cyclic variations. I mentioned at the end of the previous section that wellington boot sales can be predicted from the past. However, to do this effectively we need access to enough data to see trends for those sales throughout the year. We’ve taken the first step towards big data. It’s not enough to say that next week’s sales should be the same as last week’s, or should grow by a predictable amount. Instead, weather trends will ensure that sales are much higher, for instance, in autumn than they are at the height of summer (notwithstanding a brief surge of sales around the notoriously muddy music festival season).

         Take another example – barbecues. Supermarket chain Tesco reckons that a 10°C increase in temperature at the start of summer results in a threefold increase in meat sales as all the barbecue fans go into caveman mode. But a similar temperature increase later in summer, once barbecuing is less of a novelty, does not have the same impact. So a supermarket needs to have both seasonality data and weather data to make a reasonable forecast.

         Seasonal effects are just one of the influences reflected in past data that can influence the future. And it is when there are several such ‘variables’ that forecasting can come unstuck. This is particularly the case if sets of inputs interact with each other; the result can be the kind of mathematically chaotic system where it is impossible to make sensible predictions more than a few days ahead. Take the weather. The overall weather system has so many complex factors, all interacting with each other, that tiny differences in starting conditions can result in huge differences down the line.

         For this reason, long-term weather forecasts, however good the data, are fantasies rather than meaningful predictions. When you next see a newspaper headline in June forecasting an ‘arctic winter’, you can be sure there is no scientific basis for it. By the time we look more than ten days ahead, a general idea of what weather is like in a location at that time of year is a better predictor than any amount of data. And if chaos isn’t enough to deal with, there’s the matter of black swans.

         The term was made famous by Nassim Nicholas Taleb in his book The Black Swan, though the concept is much older. As early as 1570, ‘black swan’ was being used as a metaphor for rarity when a T. Drant wrote ‘Captaine Cornelius is a blacke swan in this generation’. What the black swan means in statistical terms is that making a prediction based on incomplete data – and that is nearly always the case in reality – carries the risk of a sudden and unexpected break from the past. This statistical use refers to the fact that Europeans, up to the exploration of Australian fauna, could make the prediction ‘all swans are white’, and it would hold. But once you’ve seen an Australian black swan, the entire premise falls apart.

         The black swan reflects a difference between two techniques of logic – deduction and induction. Thanks to Sherlock Holmes, we tend to refer to the heart of scientific technique, of which forecasting is a part, as deduction. We gather clues and make a deduction about what has happened. But the process of deduction is based on a complete set of data. If we knew, beyond doubt, that all bananas were yellow and were then given a piece of fruit that was purple, we would be able to deduce that this fruit is not a banana. But in the real world, the best we can ever do is to say that all bananas we have encountered are yellow – when ripe. The data is incomplete. Without the availability of deduction, we fall back on induction, which says that it is highly likely that the purple fruit that we have been given is not a banana. And that’s how science and forecasting work. They make a best guess based on the available evidence; they don’t deduce facts.

         In the real world, we hardly ever have complete data; we are always susceptible to black swans. So, for instance, stock markets generally rise over time – until a bubble bursts and they crash. The once massive photographic company Kodak could sensibly forecast sales of photographic film from year to year. Induction led them to believe that, despite ups and downs, the overall trend in a world of growing technology use was upward. But then, the digital camera black swan appeared. Kodak, the first to produce such a camera, initially tried to suppress the technology. But the black swan was unstoppable and the company was doomed, going into protective bankruptcy in 2012. Although a pared-down Kodak still exists, it is unlikely ever to regain its one-time dominance.

         The aim of big data is to minimise the risk of a failed forecast by collecting as much data as possible. And, as we will see, this can enable those in control of big data to perform feats that would not have been possible before. But we still need to bear in mind the lesson of weather forecasting. Meteorological forecasts were the first to embrace big data. The Met Office is the biggest user of supercomputers in the UK, crunching through vast quantities of data each day to produce a collection of forecasts known as an ensemble. These are combined to give the best probability of an outcome in a particular location. And these forecasts are much better than their predecessors. But there is no chance of relying on them every time, or of getting a useful forecast more than ten days out.

         We shouldn’t underplay the impact of big data, though, because it can remove the dangers of one of the most insidious tools of forecasting, one which attempts to give the effect of having big data with only a small fraction of the data. As we’ve already discovered, the limitations of sampling are all too clear in the failure of 21st-century political polls.

         Sampling, polls and using it all

         There was a time when big data could only be handled on infrequent occasions because it took so much time and effort to process. For a census, or a general election, we could ask everyone for their data, but this wasn’t possible for anything else with the manual data handling systems available. And so, instead, we developed the concept of the sample. This involved picking out a subset of the population, getting the data from them and extrapolating the findings to the population as a whole.

         Let’s take a simple example to get a feel for how this works – PLR payment in the UK. PLR (Public Lending Right) is a mechanism to pay authors when their books are borrowed from libraries. As systems aren’t in place to pull together lendings across the country, samples are taken from 36 authorities, covering around a quarter of the libraries in the country. These are then multiplied up to reflect lendings across the country. Clearly some numbers will be inaccurate. If you write a book on Swindon, it will be borrowed far more in Swindon than in Hampshire, the nearest authority surveyed. And there will be plenty of other reasons why a particular set of libraries might not accurately represent borrowings of a particular book. Sampling is better than nothing, but it can’t compare with the big data approach, which would take data from every library.

         Sampling is not just an approach used for polls and to generate statistics. Think, for example, of medical studies. Very few of these can take in the population as a whole – until recently that would have been inconceivable. Instead, they take a (hopefully) representative sample and check out the impact of a treatment or diet on the people included in that sample. There are two problems with this approach. One is that it is very difficult to isolate the impact of the particular treatment, and the other is that it is very difficult to choose a sample that is representative.

         Think of yourself for a moment. Are you a representative sample of the population as a whole? In some ways you may be. You may, for instance, have two legs and two arms, which the majority of people do … but it’s not true of everyone. If we use you as a sample, you may represent a large number of people, but if we assume everyone else is like you, we can disadvantage those who are different. 

         In many other respects you are far less representative. By the time we take in your hair colour and weight and gender and ethnic origin and job and socioeconomic group and the place you live, you will have become increasingly unrepresentative. So, to pick a good sample, we need to get together a big enough group of people, in the right proportions, to cover the variations that will influence the outcome of our study or poll.

         And this is where the whole thing tends to fall apart. Provided you know what the significant factors are, there are mechanisms to determine the correct sample size to make your group representative. But many medical studies, for example, can only afford to cover a fraction of that number – which is why we often get contradictory studies about, say, the impact of red wine on health. And many surveys and polls fall down both on size and on getting representative groupings. To get around this, pollsters try to correct for differences between the sample and what they believe it should be like. So, the numbers in a poll result are not the actual values, but a guesswork correction of those numbers. As an example, here are some of the results from a December 2016 YouGov poll of voting intention taken across 1,667 British adults:
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         The bottom ‘unweighted’ values are the numbers of individuals answering a particular way. But the top ‘weighted’ values are those that were published, producing quite different relationships between the numbers, because these adjustments were deemed necessary to better match the population as a whole. Inevitably, such a weighting process relies on a lot of guesswork.

         As a result, political opinion polls since 2010 have got it disastrously wrong. Confidence in polls has never been weaker, reflecting the difficulty pollsters face in weighting for a representative sample. Where before socioeconomic groupings and party politics were sufficient, divisions have been changing, influenced among other things by the impact of globalisation and inequality. It didn’t help that polling organisations are almost always based in ‘metropolitan elite’ locations which reflect one extreme of these new social strata. Add in the unprecedented impact of social media, breaking though the old physical social networks, and it’s not surprising that the pollsters’ guesswork approximations started to fall apart.

         The use of such samples will continue in many circumstances for reasons of cost and convenience, though it would help to build trust if it were made easier for consumers of the results to drill down into the assumptions and weightings. But big data offers the opportunity to avoid the pitfalls of sampling and take input from such a large group that there is far less uncertainty. Traditionally this would have required the paraphernalia of a general election, taking weeks to prepare and collect, even if the voters were willing to go through the process many times a year. But modern systems make it relatively easy to collect some kinds of data even on such a large scale. And increasingly, organisations are making use of this.

         Often this means using ‘proxies’. The idea is to start with data you can collect easily – data, for instance, that can be pulled together without the population actively doing anything. At one time, such observational data was very difficult for statisticians to get their hands on. But then along came the internet. We usually go to a website with a particular task in mind. We go to a search engine to find some information or an online store to buy something, for example. But the owners of those sites can capture far more data than we are aware of sharing. What we search for, how we browse, what the companies know about us because they made it attractive to have an account or to use cookies to avoid retyping information, all come together to provide a rich picture. Allowing this data to be used gives us convenience – but also gives the companies a powerful source of data.

         This means that, should they put their mind to it, the owners of a dominant search engine could gather all sorts of information to predict our voting intentions. The clever thing about a big data application like this is that, unlike the knowledge-based systems described above, no one has to tell the system what the rules are. No one would need to work out what is influencing our voting or calculate weightings. By matching vast quantities of data to outcomes, the system could learn over time to provide a surprisingly accurate reflection of the population. Certainly, it would enable a far better prediction than any sampled poll could achieve.

         However, impressive though the abilities of big data are, we have to be aware of the dangers of GIGO. 

         Gratuitous GIGO

         When information technology was taking off, GIGO was a popular acronym, standing for ‘garbage in, garbage out’. The premise is simple – however good your system, if the data you give it is rubbish, the output will be too. One potential danger of big data is that it isn’t big enough. We can indeed use search data to find out things about part of a population – but only the members of the population who use search engines. That excludes a segment of the voting public. And the excluded segment may be part of the upsets in election and referendum forecasts since 2010.

         It is also possible, as we shall see with some big data systems that have gone wrong, that without a mechanism to detect garbage and modify the system to work around it, GIGO means that a system will perpetuate error. It begins to function in a world of its own, rather than reflecting the population it is trying to model. For example – as we will see in Chapter 6 – systems designed to measure the effectiveness of teachers based on whether students meet expectations for their academic improvement, with no way of dealing with atypical circumstances, have proved to be impressively ineffective.

         It is easy for the builders of predictive big data systems to get a Hari Seldon complex. Seldon is a central character in Isaac Asimov’s classic Foundation series of science fiction books. In the stories, Hari Seldon assembles a foundation of mathematical experts, who use the ‘science’ of psychohistory to build models of the future of the galactic empire. Their aim is to minimise the inevitable period of barbarism that collapsed empires have suffered in history. It makes a great drama, but there is no such thing as psychohistory.

         No matter how much data we have, we can’t predict the future of nations. Like the weather, they are mathematically chaotic systems. There is too much interaction between components of the system to allow for good prediction beyond a close time horizon. And each individual human can be a black swan, providing a very complex system indeed. The makers of big data systems need to be careful not to feel, like Hari Seldon, that their technology enables them to predict human futures with any accuracy – because they will surely fail.

         We also need to bear in mind that data is not necessarily a collection of facts. Data can be arbitrary. Think, for instance of a railway timetable. The times at which trains are supposed to arrive at the stations along a route form a collection of data, as does the frequency with which a train arrives at the stated time. But these times and their implications are not the same kind of fact as, say, the colour of the trains. For two years, I caught the train twice a week from Swindon to Bristol. My train left Swindon at 8.01 and arrived at Bristol at 8.45. After a year, Great Western Railway changed the departure time from Swindon to 8.02. Nothing else was altered.

         This was the same train from London to Bristol, leaving London and arriving at Bristol at the same times. However, the company realised that, while the train usually arrived in Bristol on time, it was often a little late at Swindon. So, by making the change of timetable from 8.01 to 8.02 they had a significant impact on on-time arrivals at Swindon. The train itself was unchanged. Yet despite this, by making this adjustment, the performance data improved. This underlines the loose relationship between data and fact.
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