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    1. Introduction




    A journey of a thousand miles begins with a single step.




    —LAO TZU




    In this introductory chapter, we explain the context of this work, which is deep learning research. After that, we establish the problem of interest. Then we set the goals of this study and the contributions we achieved. Finally, we present an outline of the subject of the next chapters.




    1.1 CONTEXT




    The artificial neural networks research passed through three historical waves (Fig.1.1) (GOODFELLOW; BENGIO; COURVILLE,2016). The first one, known as cybernetics, started at the 1960s with the work of Rosenblatt and the definition of the Perceptron, which was showed to be useful in linear separable problems (ROSENBLATT,1958). This initial excitement diminished in the 1970s by the work of Minsk and Papert (MINSKY; PAPERT,1969), which demonstrated some limitations of this concept.




    The second wave of artificial neural networks research, known as connectionism, began in the 1980s after the dissemination of the discovery of the so-called backpropagation algorithm (RUMELHART; HINTON; WILLIAMS,1986), which allowed training neural networks with few hidden layers. Nevertheless, the Vanish Gradient Problem supported the idea that training neural networks with more than few layers was a hard challenge (HOCHREITER,1991).




    Therefore, this second wave was replaced by a huge interest in new statistical machine learning methods discovered or improved in the 1990s. Artificial neural networks research passed through another dismal period and fell out of favor again. Indeed, it was a time when the machine learning researchers largely forsook neural networks and backpropagation was ignored by the computer vision and natural language processing communities.
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    Figure 1.1: The three historical waves of artificial neural networks research (GOODFELLOW; BENGIO; COURVILLE,2016).




    The third and present wave of artificial neural networks research has been called deep learning, and it started at the late 2000s with some seminal works from Geoffrey Hinton, Yoshua Bengio, and Yann LeCun, which showed that it is possible to train artificial neural networks with many hidden layers. The recent advances in deep learning research have produced more accurate image, speech, and language recognition systems and have generated new state-of- the-art machine learning applications in a broad range of areas such as mathematics, physics, healthcare, genomics, financing, business, agriculture, etc.




    Activation functions are the components of neural networks architectures responsible for adding nonlinearity capabilities to the models. In fact, considering Figure1.2, the transformation performed by a generic shallow or deep neural network layer can be written bellow:




    

      [image: ]

    




    As can be seen in Eq.1.1, the activation function is the only component of a neural network, or a deep architecture, that incorporates nonlinearity capability. Indeed, if the activation function f is removed from the mentioned equation, a particular layer would be able only to perform affine transformations, which are composed of a linear plus a bias transformation. Since a composition of affine transformation is also an affine transformation, even very deep neural networks would only be able to perform affine transformations.
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    Figure 1.2: Activation functions introduces nonlinearity to shallow or deep neural networks (HAYKIN,2008).




    However, it is widespread knowledge that most real-world problems are nonlinear and therefore neural networks would be restricted to be useful in extremely few practical situations in case of absence of nonlinear activation functions. In this sense, it is remarkably important that activation functions enable neural networks to be able to perform complex nonlinear maps, mainly when several layers are hierarchically composed.




    The demonstration of the fundamental role that activation functions present in neural networks performance does not rely only on theoretical arguments like the above mentioned but are in fact also endorsed by practical considerations.




    Indeed, there is no doubt that one of the most significant contributions (or perhaps the major contribution) to make supervised deep learning a major success in practical tasks was the discovery that Rectifier Linear Unit (ReLU) (Fig.1.3) outperforms traditionally used activation functions (KRIZHEVSKY; SUTSKEVER; HINTON,2012).




    The mentioned article showed that ReLU presents much better performance than traditionally used Sigmoid and Hyperbolic Tangent activation functions to train artificial neural networks, mainly when a deep architecture is being used (Fig.1.4). The fundamental innovation of ReLU was showing that a linear identity to positive values is a clever mechanism to ensure the backpropagation of the gradient to very deep layers, which was believed to be impossible by the research community for decades (HOCHREITER,1991).




    Therefore, considering the theoretical and practical aspects above mentioned, the fundamental importance of activation functions for the design and performance of (deep) neural networks cannot be overestimated.
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    Figure 1.3: Plot of ReLU activation function.
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    Figure 1.4: The ReLU activation function (solid line) presents much higher training speed and test accuracy performance than traditionally used activation functions like the Sigmoid and Hyperbolic Tangent (dashed line) (KRIZHEVSKY; SUTSKEVER; HINTON,2012).




    Similar to activation functions, batch normalization (IOFFE; SZEGEDY,2015) currently plays a fundamental role in training deep architectures. This technique normalizes the inputs of each layer, which is equivalent to normalizing the outputs of the deep model previous layer. Consequently, batch normalization allows the use of higher learning rates and makes the weights initialization technique used almost irrelevant.




    Batch normalization also works as an effective regularizer, virtually eliminating the need for another regularization technique called dropout (SRIVASTAVA et al.,2014). Therefore, batch normalization significantly contributes to improving the deep learning performance and currently represents a mandatory method in this research field.




    1.2 PROBLEM




    The Sigmoid activation function was one the most used during the past decades. The primary motivation for the use of Sigmoid is the fact that it has a natural inspiration and that the almost linear region near the y-axis can be utilized for training. The saturations are needed to provide nonlinearity to the activation function (Fig.1.5).




    However, the same saturations that are responsible for proving nonlinearity to Sigmoid, in practical terms, kill the gradients and therefore are extremely harmful to the backpropagation and consequently to the learning process. In fact, the extreme small gradients of saturation areas do not allow the update of weights in such cases. For this reason, for years, careful initialization was used to avoid the saturation region (LECUN et al.,2012). Nevertheless, during training, activations inevitably begin to fall in the saturation areas, which slow training.




    The Hyperbolic Tangent was also commonly used during last decades in shallow neural networks. This activation function has essentially the same format of Sigmoid, but it presents zero mean output, which improves learning by working as a type of normalization procedure (LECUN et al.,2012) (Fig.1.6).




    Nevertheless, Hyperbolic Tangent still have saturation regions, and therefore all the above comments about the drawbacks of this aspect of the Sigmoid also applies. Therefore, despite representing an advance in comparison to Sigmoid, the Hyperbolic Tangent still presents severe limitations.




    Currently, we know that neither Sigmoid nor Hyperbolic Tangent were able to train deep neural networks because of the absence of the identity function for positive input (KRIZHEVSKY; SUTSKEVER; HINTON,2012). The saturations presented by these activation functions produce zero slope and therefore the backpropagation procedure was unable to send gradient information to deeper layers. This phenomenon was studied in 1990’s and become known as the Vanishing Gradient Problem (HOCHREITER,1991).
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    Figure 1.5: Plot of Sigmoid activation function.
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    Figure 1.6: Plot of Hyperbolic Tangent activation function.




    The discovery of ReLU allowed achieving higher accuracy in less time by avoiding this phenomenon. The ReLU avoided the mentioned problem by imposing an identity for the positive values, which allowed efficient and fast training of deeper architectures. In fact, by replacing the saturation in the first quadrant (present in both Sigmoid and Hyperbolic Tangent) by the linear function, the gradient can be backpropagated to deep layers without going to zero. Consequently, by allowing the training of deeper neural networks, the discovery of the ReLU (NAIR; HINTON, 2010;GLOROT; BORDES; BENGIO,2011;KRIZHEVSKY; SUTSKEVER; HINTON,2012) was one of the main factors that contributed to deep learning advent.




    Nevertheless, even ReLU presents drawbacks. For example, some researchers argue that zero slope avoids learning for negative values (MAAS; HANNUN; NG,2013;HE et al.,2016b). Therefore, other activation functions like Leaky Rectifier Linear Unit ( LReLU) (MAAS; HANNUN; NG,2013), Parametric Rectifier Linear Unit ( PReLU) (HE et al.,2016b) and Exponential Linear Unit (ELU) (CLEVERT; UNTERTHINER; HOCHREITER,2015) were proposed. Unfortunately, there is no consensus about how these proposals compare to ReLU, which therefore remains the most used activation function in deep learning research.




    Moreover, the fact that ReLU only produces non-negative activations is particularly harmful to the batch normalization process. Indeed, before being used as inputs for the subsequent layer, batch normalized data are fed into activation functions (nonlinearities). After this, the outputs mean values after ReLU are no longer zero, but rather necessarily positives. Therefore, the ReLU skews the previous normalized distribution, undermining the batch normalization process efficacy.
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