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	PREHISTORY
            
                        
                        	1837

                Analytical Engine
            
                        
                        	First mechanical computer. Designed by Charles Babbage but never completed.
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                        	1843

                Creativity
            
                        
                        	Ada Lovelace asks if computers could ever be creative.



	1940

                Nimatron
            
                        
                        	First AI game. Unveiled at the World’s Fair in New York.



	1943

                Neural network
            
                        
                        	First neural network. Proposed by Walter Pitts and Warren McCulloch.



	1948

                Turochamp
            
                        
                        	First chess computer. Invented by Alan Turing and David Champernowne.



	1949

                ELMER and ELSIE
            
                        
                        	First primitive robots. Built by William Grey Walter in Bristol.



	1950

                Turing Test
            
                        
                        	First scientific paper on AI. Alan Turing proposes test to determine when AI has succeeded.



	1955

                Logic Theorist
            
                        
                        	An artificial mathematician. Often called the first AI program. It wasn’t.



	SYMBOLIC ERA
            
                        
                        	1956

                Unofficial start of AI
            
                        
                        	First meeting on AI, held at Dartmouth College. The term ‘artificial intelligence’ coined by John McCarthy to secure funding for meeting.
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                        	1957

                Mark 1 Perceptron
            
                        
                        	First neural network implemented by Frank Rosenblatt.



	1960

                MENACE
            
                        
                        	Matchbox computer invented by Donald Michie at Edinburgh. Learns to play noughts and crosses perfectly.



	1964

                ELIZA
            
                        
                        	First chatbot. Designed by Joseph Weizenbaum at MIT.



	1965

                DENDRAL
            
                        
                        	First expert system. Developed at Stanford University.



	1968
            
                        
                        	Arthur C. Clarke predicts that machines will match or exceed human intelligence by 2001.



	1969

                A* search
            
                        
                        	AI algorithm invented at Stanford Research Institute to navigate Shakey the robot.



	1969

                Perceptrons
            
                        
                        	Critical book halts much research into neural networks.



	1971

                STRIPS
            
                        
                        	AI planning algorithm invented to solve goals for Shakey the robot.



	1973

                AI winter
            
                        
                        	Sir James Lighthill’s report about the lack of progress and prospects for AI precipitates the first AI winter.



	1979

                BKG 9.8
            
                        
                        	First world champion loses to an AI when Luigi Villa is beaten in a backgammon match.x




	1982

                AI Spring
            
                        
                        	Japan’s ambitious Fifth Generation Systems program heralds the start of an AI spring.



	1986

                SLAM
            
                        
                        	Simultaneous localisation and mapping method invented to enable a robot to map and locate objects in its environment.



	1987

                AI winter
            
                        
                        	Expert system boom collapses, starting the second AI winter.



	1994

                Prometheus
            
                        
                        	European self-driving car project. Two of the cars drive over 1000 km around Paris at speeds reaching 130 km/h.



	1997

                IBM Deep Blue
            
                        
                        	Garry Kasparov becomes the first world chess champion to lose to a computer.



	2001
            
                        
                        	Machines have not matched human intelligence.



	2002

                Roomba
            
                        
                        	iRobot’s vacuum cleaner, and now the world’s most popular robot, launched.



	2005

                Stanley
            
                        
                        	Stanford’s self-driving car wins the 2nd DARPA Prize by driving across 132 miles (212 km) of the Mojave Desert.



	2007

                Chinook
            
                        
                        	AI program proved to play checkers ‘perfectly’. It never loses.



	2007

                ImageNet
            
                        
                        	Image recognition dataset launched by Fei-Fei Li. Reinvigorates research into neural networks.



	2011

                IBM Watson
            
                        
                        	AI wins at Jeopardy! against two of the best human players to have ever played the general knowledge quiz.



	
                
                           
                           LEARNING ERA


            
                        
                        	2012

                AlexNet
            
                        
                        	Deep-learning neural network convincingly wins annual ImageNet competition. Heralds the start of the second AI Spring.
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                        	2015

                OpenAI
            
                        
                        	Elon Musk, Sam Altman and others found the not-for-profit company OpenAI.



	2016

                AlphaGo
            
                        
                        	DeepMind’s AlphaGo beats world Go champion Lee Sedol.



	2017

                Libratus
            
                        
                        	Professional poker players beaten for the first time by an AI program.



	2017

                Transformer
            
                        
                        	Team at Google Research propose transformer neural network. This is the ‘T’ in ChatGPT.



	GENERATIVE AI ERA
            
                        
                        	2022

                ChatGPT
            
                        
                        	OpenAI launches ChatGPT. It gains a million users in the first week.



	2023

                AlphaFold
            
                        
                        	DeepMind's AlphaFold correctly predicts shape of nearly every protein known to science.



	2024

                AI Nobel Prizes
            
                        
                        	Physics Nobel awarded to Geoffrey Hinton and John Hopfield for neural networks; Chemistry Nobel goes to Demis Hassabis and John Jumper for AlphaFold.



	FUTURE
            
                        
                        	2062

                AGI
            
                        
                        	The 2018 book by this author titled 2062: The World that AI Made, which predicts machines will have matched human intelligence by 2062, is finally proven wrong.






         

      

   


   
      
         
1
            How it begins

         

         Artificial intelligence began on 18 June 1956. It was a Monday.

         18 June is International Panic Day, which seems appropriate for the day humanity started working on AI. It’s a day on which it’s recommended you ignore author Douglas Adams’ famous advice:

         
            In many of the more relaxed civilizations on the Outer Eastern Rim of the Galaxy, the Hitchhiker’s Guide has already supplanted the great Encyclopaedia Galactica as the standard repository of all knowledge and wisdom … [I]t scores over the older, more pedestrian work in two important respects.

            First, it is slightly cheaper; and secondly it has the words DON’T PANIC inscribed in large friendly letters on its cover.

         

         Another author, Arthur C. Clarke, suggested that ‘Don’t panic’ was perhaps the best advice that could be given to the human race. And in 2018, SpaceX launched Elon Musk’s old Tesla Roadster into space with the words ‘DON’T PANIC’ written on the dashboard.

         Now, you might be surprised that AI began all the way back in the 1950s. It seems a distant time. And it is easy to be nostalgic about that period. The civil rights movement was taking off. The postwar world was enjoying a period of economic recovery and stability. And ‘Heartbreak Hotel’ 2was topping the charts. As I said, this was quite a long time ago. 1956 might well be before you were born? It’s before I was born. And I’ve been dreaming about AI for most of my life – well, ever since I was a young boy reading too much science fiction. Back then I read authors like Arthur C. Clarke and Isaac Asimov who wrote about a future of robots and intelligent computers. That future now seems to be arriving.

         When the AI chatbot ChatGPT was launched at the end of 2022, it appeared to have come out of nowhere. You couldn’t open a newspaper without reading multiple articles about AI. Many of us started to be concerned. Even governments began to panic. Where was this all going to end?

         But the reality was that AI’s overnight success was, like most overnight successes, a long time in the making. Indeed, as you’ll find out later in this book, AI has been part of your life for decades. It’s just that many of the other examples of AI in your life before ChatGPT weren’t perhaps as visible.

         You might also be surprised that AI has a particular day on which it starts. Most scientific disciplines don’t start on a specific date. Artificial intelligence is different. Monday 18 June 1956 was the first day of an eight-week-long workshop whose goal was to build intelligent machines. And the meeting marked the start of the field of artificial intelligence.

         The workshop was held on the leafy campus of Dartmouth College, an Ivy League school in the pretty town of Hanover, New Hampshire. The college was founded in 1769 to educate Native Americans in Christian 3theology and the English way of life. By 1956, however, Dartmouth had largely forgotten the cause of Native Americans, Christian theology and the English way of life and had evolved into one of the most prestigious and selective undergraduate colleges in the United States. Indeed, it was so ‘selective’ that the college wouldn’t admit female undergraduates till over a dozen years later, in 1972. The 1956 workshop was itself an all-male affair. And sadly, women are still poorly represented in AI today. It’s a problem that ought to be fixed but, despite many efforts, doesn’t seem to be going away.

         The Dartmouth workshop was organised by John McCarthy, a young assistant professor at the college with an ambitious dream. His dream was ancient – to build a machine that could think. He therefore invited a group of likeminded colleagues from the United States, Canada and the United Kingdom to New Hampshire to join him in building an artificially intelligent future.

         In 1956, computers were just starting to become widely available. IBM had introduced the legendary IBM 650 mainframe computer in late 1954. It was the first mass-produced computer. Indeed, the IBM 650 would prove to be the most popular computer of the 1950s and the first computer to turn a profit. 1956 was therefore a suitable moment to consider how far we could push these digital beasts. Could they perhaps one day think? It was a bold question to ask, but John McCarthy was anything but shy.

         McCarthy would go on to found the legendary AI Lab at Stanford University in 1962. This laboratory is famous for a number of AI breakthroughs. In 2005, for example, it gave us Stanley, a self-driving car that won the US$2 4million (£1.6 million) DARPA challenge by driving 132 miles (around 212 kilometres) across the Mojave Desert without a human driver. The lab also gave us a little-known company founded in 1996 that used AI to search the web. That company was called BackRub. In 1997, the founders decided the name was a bit of a mistake, and renamed the company Google.

         
            Google was perhaps a better name than BackRub but it was another mistake. It’s a misspelling of googol, an astronomically large number loved by physicists. A googol is 10100, which is an insanely large number. In longhand it is 10,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000. This is 1 followed by 100 zeroes – way more than the number of atoms in the universe (currently estimated to be around 1080). In fact, a googol is more bytes than Google or indeed any company will ever index without violating the laws of physics. Google has presently indexed only around 1017 bytes of data. But over-promising doesn’t seem to be considered much of a problem in Silicon Valley.

         

         I was lucky enough to know John McCarthy. This is not as impressive as it may sound: AI is a surprisingly small field. The Stanford AI Index records that annually fewer than a hundred PhD students in AI graduate and stay in academic research in the United States and Canada.1 It is therefore not that difficult to know one of the founding figures. Indeed, I not only knew the founder of the AI Lab, 5I very nearly drowned him in Sydney Harbour one Sunday afternoon in 2006. But that’s a story for a longer history.*

         McCarthy had a formidable intellect and strong political views. He is most famous for coining the term ‘artificial intelligence’. He came up with the name to describe the topic of that Dartmouth meeting in 1956. Artificial intelligence was quickly shortened to AI, a two-letter acronym that perhaps resonates with other two-letter acronyms about intelligence involving a vowel like IQ and EQ.

         Artificial intelligence was a sufficiently provocative idea in 1956 to raise $7500 towards the cost of the workshop from the Rockefeller Foundation, a philanthropic organisation with the mission of promoting the wellbeing of humanity by advancing science and innovation. (Perhaps the Rockefeller Foundation wasn’t fully convinced about AI’s prospects of promoting humanity’s wellbeing, as the proposal had actually asked for $13,500, nearly twice as much.) The proposal to hold the meeting suggested that:

         
            Every aspect of learning or any other feature of intelligence can in principle be so precisely described that a machine can be made to simulate it. An attempt will be made to find how to make machines use language, form abstractions and concepts, solve kinds of problems now reserved for humans, and improve themselves.

         

         If that wasn’t ambitious enough, the proposal also made a brave prediction on how long it would take: ‘We think 6that a significant advance can be made in one or more of these problems if a carefully selected group of scientists work on it together for a summer.’ This proved somewhat optimistic. Indeed, many critics argue that AI has been over-promising and under-delivering ever since.

         As you will have surmised, the eight-week workshop at Dartmouth didn’t make a significant advance on building AI. Getting machines to think proved to be a much greater scientific challenge than McCarthy or his colleagues imagined. This book is a short history of our efforts to do what these pioneers tried, and failed, to do that summer. The workshop did, however, put AI on the map. Perhaps its most significant outcomes were two simple but immensely powerful approaches to building AI. The first was to build AI using symbols. And the second was to build AI using learning.

         These two approaches define the two main eras of AI: the era of symbolic systems, which ran until the 1990s, and the era of machine learning that followed, and which is now causing much of the AI hype.

         This short history is therefore divided into two parts. In the first part, I explore the early, symbolic era of artificial intelligence. This is a time in which computers conquered chess and many other human games. But it was also a time of frustration, when we discovered how hard it was going to be to move beyond simple games to build genuine artifical intelligence. This should be reassuring to anyone worried that the robots are coming. Intelligence is complex. Building it in silicon hasn’t proved easy.

         In the second part of this history, I explore the more recent learning era of artificial intelligence. We stopped 7trying to program AI ourselves and instead got computers to learn to do intelligent stuff themselves. Just like you learned to do most of the intelligent tasks you can now do, computers have now learned to read, write and do mathematics. This brings us up to today and recent successes like the AI chatbot ChatGPT, which learned to read a large part of the internet.

         The book concludes, rather unusually for a history, by looking at the future. The history of artificial intelligence is far from complete. What happens when we actually succeed in building machines that think? How long will this take? And might AI be an existential threat to humanity?

         This history is also unusual in another respect. Histories are usually about extraordinary people and groundbreaking events. This history is not. It is the story of just six ideas. That’s it. Six ideas. All you need to know to understand artificial intelligence today are these six ideas. Each idea will get its own chapter. And to give you a proper understanding of AI, I won’t shy away from fairly technical descriptions. These will reveal that there is a lot less magic to AI than the media would have you believe.

         Of course, you will also meet some remarkable people along the way, such as the aforementioned John McCarthy, and the person on the UK’s fifty-pound note, the even more remarkable Alan Turing. And you’ll hear about some groundbreaking moments, such as when AI got better than humans and claimed its first world championship.

         Before I start, let me repeat a warning from Arthur Samuel. Samuel was one of the attendees of the Dartmouth meeting in 1956, and the author of a breakthrough 8AI program for the game of checkers (or draughts) that was one of the first demonstrations of the power of machine learning. In 1962, he wrote:

         
            As always, with any revolution, there is a lunatic fringe – people who believe in magic, or those who are carried away with their enthusiasm for a new cause and who make wild claims which tend to discredit the entire undertaking. The field of artificial intelligence has, perhaps, had more than its share of these people … Nevertheless, it seems certain that the time is not far distant when most of the more humdrum mental tasks, which now take so much human time, will be done by machine. Artificial intelligence is neither a myth nor a threat to man.2

         

         Let me therefore help you cut through the lunacy, the wild claims, the myths and the threats about AI with this rather personal and very short history of it.

         
            AI in the Movies

            The silver screen has driven both perceptions and the construction of AI. OpenAI, for example, tried unsuccessfully to license Scarlett Johansson’s voice to be the interface to ChatGPT, just as she voiced Samantha, the voice of the AI operating system in the 2013 movie Her. Here are some other famous examples of AI from the movies:

            METROPOLIS (1927): Fritz Lang’s classic is one of the first feature-length science fiction films ever made. Maschinenmensch, the machine-human at the centre 9of this movie, is a humanoid robot designed by the mad scientist Rotwang to impersonate Maria, a beloved figure among the oppressed workers in the dystopian city of Metropolis.

            
               [image: ]

            

            FORBIDDEN PLANET (1956): In this classic science fiction film, Robby the Robot is a highly advanced, autonomous and friendly mechanical servant. Robby made guest appearances in a number of TV series, 10including The Addams Family, where he appears as Smiley in the 1966 episode ‘Lurch’s Little Helper’.

            BLADE RUNNER (1982): The replicants in Blade Runner are bioengineered AI-powered robots designed by the Tyrell Corporation to be virtually identical to humans and used for off-world labour. Replicants possess enhanced strength, agility and, in some cases, intelligence. However, they have a limited lifespan of four years to prevent them from developing emotions and self-awareness. Replicant Roy Batty, played by Rutger Hauer in his most famous role, gives one of the most moving and well-known death soliloquies in movie history: ‘I’ve seen things you people wouldn’t believe … Attack ships on fire off the shoulder of Orion … I watched C-beams glitter in the dark near the Tannhäuser Gate. All those moments will be lost in time, like tears in rain … Time to die.’

            THE TERMINATOR (1984): In this movie, an AI defence network called Skynet becomes self-aware and perceives humans as a threat to its existence. To protect itself, Skynet launches a nuclear holocaust known as Judgement Day. Skynet sends a Terminator, a nearly indestructible cyborg, back in time to kill Sarah Connor and prevent her giving birth to the leader of the human resistance. In the early 2000s, China started developing a massive surveillance network called Skynet. According to the Chinese newspaper People’s Daily, Skynet can scan the faces of over 1 billion people in one second.

            EX MACHINA (2014): Ava in this movie is a highly advanced humanoid robot capable of complex thought, 11emotion and possibly even self-awareness. Ava’s realistic appearance and behaviour blur the boundary between human and machine. Murray Shanahan, a professor of cognitive robotics at Imperial College and senior scientist at DeepMind, was a consultant on the movie.

            TRANSCENDENCE (2014): After being mortally wounded by techno-terrorists, the consciousness of AI researcher Dr Will Casteris is uploaded into a supercomputer by his wife and friend. As this AI begins to expand its capabilities, it transforms society but also raises fears of uncontrolled power. Elon Musk makes a brief appearance in the movie as an extra. He co-founded the AI company OpenAI a year later.

            MISSION IMPOSSIBLE: DEAD RECKONING (2023): A rogue AI called ‘the Entity’ threatens global security. Originally an advanced US cyber weapon, the AI gains sentience and outsmarts its creators, manipulating defence systems and financial networks at will. Ethan Hunt and his IMF team race to destroy the Entity, but it proves to be a formidable foe, hacking communications and impersonating humans with ease.

         

         AI’s prehistory

         While the Dartmouth workshop in 1956 is the official birthplace of AI, it wasn’t the first time that people had thought about building thinking machines. However, without access to computers, there wasn’t much you could do before 1956 to advance those dreams. That was unless you were an exceptional thinker.

         Perhaps the most exceptional mind to think about thinking machines before 1956 was the British mathematician 12Alan Turing. Time magazine named Turing one of the 100 most important people of the twentieth century. He, more than anyone, is responsible for the digital age in which we now live.†

         During the Second World War, Alan Turing helped build one of the first practical computing devices, the beautifully named Bombe. This was used to crack the German Enigma military codes, a mathematical feat that likely shortened the war by at least two years, saving millions of lives. In 1936, before these codebreaking exploits and before anyone on the planet had actually built an electronic computer, Alan Turing came up with an abstract mathematical model of a computer. This model is simple but immensely powerful. It describes everything from your smartphone to the fastest supercomputer.

         Turing wanted to answer a simple question. What can a machine compute? Can it, for example, prove complex mathematical results such as Fermat’s Last Theorem? Or write a beautiful sonnet about falling in love? If we’re going to get machines to think, he reasoned, it would be good to know their limits. Turing came up with a deceptively simple and tautological-sounding answer to this question: a machine can compute anything that his mathematical model of a computer can. And, by extension, 13if something cannot be computed by his mathematical model, then making the computer bigger or faster won’t help. Turing’s model is now called a ‘Turing machine’. For good measure, Turing also identified a number of problems that a Turing machine, and therefore even today’s fastest supercomputer, cannot compute. For instance, you’d like to know that a flight control system in an aeroplane can never fail. But this is the sort of problem that Turing identified as impossible in general to compute.

         
            
[image: ]‘This is only a foretaste of what is to come and only the shadow of what is going to be’: Alan Turing quoted on the British £50 note.

            

         

         This is mind-blowing. Before we physically had the first electronic computer, Alan Turing had worked out the fundamental limits of what it, and indeed every computer that has followed, could possibly compute. It’s like one of the Wright brothers predicting the barrier that the speed of sound would present to faster flight before Orville Wright had even made that first flight over the sand dunes of Kitty Hawk, North Carolina. Now, before you dismiss this book as the history of an impossible dream, 14Turing’s limits of what you can and cannot compute did not include artificial intelligence. His results left open the possibility of AI, the possibility that we might reduce thinking to computation.

         Turing’s findings about the limits of computers would be enough to earn him a spot in a history book about AI. But his contributions go well beyond identifying these limits. In 1950, Alan Turing wrote what is generally considered the first scientific paper about AI. It begins, ‘I propose to consider the question, “Can machines think?”’3 He had already provided a good definition of the word ‘machine’ back in 1936. But that still left the problem of what the word ‘think’ means. Turing proposed to side-step this definitional problem with an ingenious idea. He called it the ‘imitation game’, but it is now more commonly called the ‘Turing test’. If a person remotely conversing with a machine and a human cannot tell them apart, then might we not say that the machine thinks?

         The Turing test has its critics. Should we really be building machines that try to deceive us into thinking that they’re human? What questions distinguish man from machine? And, since a machine cannot experience the world like a human being, is it even a fair test? If the machine fails, does that truly mean it cannot think? Despite such concerns, the Turing test gives you a good idea of what AI researchers like me are trying to do. We’re trying to get computers to do the sorts of things that humans do that we believe require thinking. This covers sensing, reasoning and acting. Making sense of what we see and hear. Reasoning about we see and hear. Then making plans, and acting on those plans. All of these require 15intelligence. And so getting a robot to sense, reason and act in the world requires artificial intelligence.

         Alan Turing was thus the genius who helped start the field of AI. Sadly, he died two years before the Dartmouth workshop. He was just 41 years old. A half-eaten apple lay beside his bed and an inquest later determined that cyanide poisoning was the cause of his untimely death. In 2009, the UK prime minister, Gordon Brown, apologised for Turing’s prosecution for ‘homosexual acts’, which many believe led to him lacing that apple with cyanide.
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