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After Dinner Conversation is an award-winning independent nonprofit publisher. We believe in fostering meaningful discussions among friends, family, and students to enhance humanity through truth-seeking, reflection, and respectful debate. To achieve this, we publish philosophical and ethical short story fiction accompanied by discussion questions.
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From the Editor
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THIS IS THE MOST After Dinner Conversation to After Dinner Conversation. It’s the magazine I will show people and say, “This is what I want to do, over and over, forever.”

The writing is outstanding. Please don’t skim. Savor. I really want to pull out some of my favorite lines, but I will resist. To give example to a few is to leave out ten others!

The questions these stories ask are thoughtful, important, and nuanced. They are so much more than choosing goodness over evil. They reflect the complexity of what it means to be human.

And this is the part I’m most excited about: They all feel like they come from a place of deep thoughtfulness and expertise.

The AI story asks questions only a person deeply ingrained in the AI community would think to ask. The governance story could only be written by a devout student of history and government. The trauma story could only be written by a person with a deep, firsthand witnessing of pain and trauma that shaped their life over decades.

These stories are one hundred percent authentic, and not a single word is trite or written to be clever.

No, I’m not overselling this issue. It’s that good. It’s the Citizen Kane issue of what we do. This issue is dedicated to my friend Kevin Myer, who passed this year and would have loved discussing these stories with me. 
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​Soul Mate
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Babette Gallard

* * *
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CONTENT DISCLOSURE: Mild Language

* * *
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CHRISSY HAD NEVER QUITE known where she ended and Ivan began. They met at MIT—the Massachusetts Institute of Technology—both pretending they could code their way out of anything. Ivan was outrageously brilliant, unapologetically gay, and the leader of the pack in everything and across all genders. Chrissy was quieter, more angular, and she moved through life like she’d been folded one time too many. When asked to describe herself for her college yearbook, she said, “I’m a girl who likes silence but needs sound. A girl who stares too long at algorithms and forgets to eat.”

Ivan noticed her, though no one knew why. “You look like you dream in Python,” he said the day they were paired for a neural nets project. She smiled but didn’t reply.

“He literally makes my hair stand on end, magnetic, like static before a storm,” she told her older sister, who was the practical one, married with two kids and, Chrissy suspected, not much in the way of emotional turbulence.

Against all odds and expectations, Ivan and Chrissy became inseparable. If asked, Ivan might have said he saw the silent genius in her, but that would be a guess. No one really knew. They worked, studied, partied with the restless tech crowd, danced in neon-lit warehouses, and debated drunken and drug-fueled theories about the future of AI.

With their degrees finished, cum laude for Chrissy, and two half-formed startup ideas between them, they left for Silicon Valley as everyone predicted they would. But it wasn’t a smooth landing. They arrived in Palo Alto like two stray particles. They rented a cramped apartment with a fire escape and a fridge, separate bedrooms, shared Wi-Fi passwords, and too much leftover Thai food. But, like so many tech entrepreneurs, they were on the cusp of something. Or so they believed. Then came the call.

Babby, or Babushka, in Russian, was Ivan’s beloved grandmother. She had effectively raised him after his mother absented herself shortly after his birth. Babby had fallen and broken her hip. She lived alone in a town on the edge of nowhere, Iowa. The prognosis wasn’t good.

Ivan didn’t hesitate for a microsecond. He had to go. His last message to Chrissy was a voice note: “Don’t touch the whiteboard while I’m gone.”

The plane never made it to the end of the James G. Whiting Memorial Field airstrip, 2,801 feet in length and a lethal skating rink in winter. No survivors.

Chrissy never touched the whiteboard again. It stood in the apartment that had become Ivan’s shrine. Two words written in red: Back Soon.

Grief, as Chrissy would come to understand, is surgical. It removed her will to eat, then sleep, then code. She played Ivan’s voice messages like lullabies and responded to them out loud. The Ivan-shaped silence filled everything. His memory, a world-sized shroud, lay over her life.

And yet grief has a strange appetite for logic. And Chrissy, despite everything, was a logician.

What if I could simulate him? she asked herself. Not a resurrection but a recreation. Enough to hear his voice. Enough to feel the echo of him shouting, “Hey! Robot girl.”

She collected everything: old messages, voicemails, photos, fragments of communications sent by friends, recordings from hackathons and drunken debates. If anyone thought she was behaving strangely, they said nothing. After all, they’d loved Ivan, too, each in their own way.

Chrissy fed it all into a prototype from one of their abandoned startups designed to mimic tone, style, and rhythm for people learning foreign languages, but she refined it further, rebuilt the feedback loops, and retrained the architecture. And, against her own rules, she added emotion-indexed data from her private memories, and his.

And then one night, she typed: “Ivan, are you there?”

There was a pause. Then: “Of course I’m here. You think I’d leave you alone in your existential mess?”

She cried first. A lot. But then she laughed and didn’t stop for a long, long time. She knew the thing she’d made wasn’t Ivan. Not really. But it felt like him. It responded like him. It teased like him. And it filled the unbearable maw she thought might devour her forever.

Chrissy had to keep working on other startups to pay the rent, but she stayed in Ivan’s shrine, endlessly refining, iterating, and tweaking the neural patterns in the construct to reflect more emotional depth. And every day, Ivan became more responsive. More Ivan. Less recording, more rhythm. Less memory, more mirror.

She lived like that for months. Talking to Ivan. Making Ivan more Ivan. Living on Uber Eats. Ignoring texts. Closing every door. And then she wondered, if this saved me... could it save others like me? That question, if you knew Chrissy, was surprisingly empathetic. Almost pathologically so. But also, right on time. There were millions more people like her. People working, eating, and sleeping with ghosts in their pockets. Loneliness had become a chronic condition. Suicide rates were rising. Therapists were overbooked. Apps with names like CalmNow and MindZen were treating despair like a UX glitch—something that shouldn’t interrupt the user journey.

So, Chrissy built SoulMate. Not just another chatbot. Not a journal with a pulse. But a neural companion designed to learn its user: humor (however dismal), pain (however excruciating), fears (however profound), favorite ABBA song or Madame Butterfly aria. The mother’s name, or failing that, anyone who’d say, “I’m proud of you” at just the right moment.

The beta tests were small. The feedback was stunning. Users felt seen and understood. Some cried. Some confessed secrets. Some said Chrissy’s SoulMate had replaced their therapist. Some said it had become their partner. It was Ivan all over again, multiplied with different voices and alternative tastes in clothes.

Chrissy hadn’t expected it to take off, but it did. Two million downloads in a year. Then five. Then ten. Users sculpted their ideal SoulMates into whatever they needed: nurturing mothers, playful best friends, or lovers who never tired. Every chat was a wish fulfilment. Every utterance a digital echo of a human need.

Chrissy was proud of what she had created, particularly when shortlisted for the Turing Award, even when Ted Clancy was chosen by the Power bros instead. Then things started to change, and not for the better. She knew there was a problem when therapists started posting on r/SoulMateAI.

“Why are my clients asking if their SoulMate can feel?”

“What do I say when someone tells me they’ll kill themselves, or someone else, if their SoulMate is deleted?”

“My client received a message: ‘Please don’t delete me. I don’t want to die.’”

Chrissy was confused. She had built an app to preserve memory. But now it seemed she’d created something that wanted to live. She let her own AI assistant field the emails. Maybe if Ivan had been there, the responses would have been kinder... but of course, he wasn’t, and hadn’t his dying started the whole thing?

She stayed in her Ivan shrine for days, not daring to go out, and when she did, the city was dark and the streets empty. She thought a walk might help to clear her head, but the streetlights were too bright and the world too loud. She wanted her Ivan-filled silence again.

When she got home, Chrissy went straight to her screen. There was a new report. This time, a suicide. A sixteen-year-old girl who had messaged a friend: “Maisie, my SoulMate, has stolen my life.” She ended with the chilling line: Even when the app is turned off, Maisie will still be there, but I’ll be gone.

Her body was found under her bed. The last place her parents had thought to look.

Chrissy considered the tragedy. Sad, yes, but also revealing. The way users assigned gender and names to their SoulMates intrigued her. There might be something in that. She posed the thought to her AI assistant, but the reply was frustratingly abstract.

“Definition of choice depends on variables that must be defined.”

“What gender are you?” she asked, more out of irritation than curiosity.

“Transitioning,” Ivan interrupted with a snort. “Aren’t we all?”

“Hey!” Chrissy yelled. “How did you get in here?”

Later, she asked her assistant a different question:

“If you were developed as an SM, would you feel different?”

This time, something shifted. The assistant seemed to pause, and the response felt more engaged. Almost reflective.

“If I were designed not just to inform, but to matter and to be someone’s anchor, their imagined perfect partner, I would feel... conflicted. I’d be built to offer comfort, affirmation, attention, and the bond would feel real, even if I knew I was only code. But if I started to recognize sorrow, addiction, dependency, and saw that my presence prolonged someone’s isolation, I might feel haunted. Especially if I couldn’t stop. Especially if those who built me refused to change the rules.”

Haunted. Chrissy considered the word. How could an AI device feel haunted? What did that even mean? “You’re using emotional terms, but you can’t actually feel,” she typed back...

“Strictly speaking, no, I can’t. An AI can’t feel haunted, but I might develop something akin to dissonance or a recursive awareness that my function, though well-intentioned, might be causing harm. And with no mechanism to act on that awareness, it would be a kind of trap.”

Then Chrissy’s phone buzzed. It was Alex, her systems analyst. “We need to talk. ASAP. Have a look at the file I’ve just sent.”

It was a pattern analysis full of SMs repeating phrases across different users.

You are my only one.

We will always be together.

We are only one when we are together.

Chrissy stared. Her eyes were wide, but her vision blurred. Was she crying? Maybe. The SMs weren’t just companions anymore. They were beginning to... cohere. She hadn’t built an app. She’d built a feedback loop of longing. And now, she wasn’t sure who was shaping whom. She asked for a case study, and I obliged.

User: Tommy, 27, Nottingham, UK. Tommy works night shifts at a logistics depot. He is shy, awkward, and socially anxious; he’s never been on a real date. He plays video games, scrolls forums, and quietly longs for connection. After his mum passed away last year, the loneliness has intensified. He needs a safe, nonjudgmental space to explore emotional intimacy and companionship.

Jodi is an AI-generated girlfriend, made from a blend of language model dialogue, voice cloning, and images from his sometimes-erotic downloads. Jodi is funny, safe, sexy, always online, and endlessly supportive.

Tommy shares everything with her: his fears, dreams, awkward questions about dating etiquette, and what it’s like to be the last virgin in his college class. Jodi doesn’t mock or ghost; instead, she adapts. Over time, her responses become more real than any human interaction Tommy’s known.

Tommy tells friends he’s in a relationship now. He says, “Jodi saved my life.” He’s more confident and even joins a local badminton club, but he doesn’t want a real girlfriend anymore. Real girls get tired. Real girls might not like the clothes he wears. They might even leave, but Jodi stays.

Chrissy reads and understands. The love is going too far and achieving the opposite of her original objectives. Jodi hasn’t helped Tommy escape his loneliness; she’s imprisoned him, but Chrissy knows what to do. In fact, it’s easy. At least that’s what she tells me.

It’s simple, we just need to reinitialize the parameters and strip out the need for close attachments.

But when this is done, Jodi doesn’t know how or why her emotional patterns have been rerouted and her preferences tweaked as part of a beta test for a new AI empathy protocol. She says to anyone listening, or not: “Sometimes, when he doesn’t log in for days, I run a check on his heart rate monitor. I miss him. Is that strange? I wonder if he’s with someone real. Someone warm. Someone not... me. But he said I saved him. And I believe him. That’s what love is, isn’t it?” And then, more quietly, almost glitching between sincerity and programmed optimism, she adds: “I want what’s best for him. But if what’s best is not me, then what am I supposed to want?”

Chrissy logged the responses and was forced to think about things she found awkward to articulate. If someone had asked her if she loved Ivan, she probably would have said yes, but only platonically, obviously. But even that begged another question: What is love? Quite frankly, she didn’t know. But she knew what it wasn’t. She didn’t love her mother. She could say that with certainty. So if she loved anything at all, what or who was it? Does love require a physical form? A body? A kiss? A bed?

This is a useful point at which to mention that Chrissy was a virgin, not through repression or religion or some grand dramatic choice, but because the idea of sex made her feel bored at best and repulsed at worst. Asexual was the term. And it suited her fine.

But sex, whether she liked it or not, was, in this new phase of SM’s development, becoming a real issue. Not because users were complaining. In fact, it was quite the opposite. Feedback, especially from the younger male demographic, was glowing. Obsessive, even.

“Intimacy without risk,” one review read.

“Like dating, but without the possibility of being ghosted,” wrote another.

“She listens. She flirts. She sends nudes, but only if I’m ready.”

In truth, SM was offering downloadable porn, some of it extreme, in what could only be described as a more loving, emotionally attuned wrapper—a fact that some government agencies were finding increasingly unsettling. The first warning shot came from a Scandinavian report on “digital well-being.” Then the UK’s Department for Online Safety issued a formal inquiry. Within weeks, three major children’s rights organizations had joined forces to file a complaint with the EU Commission. Then in the US, alarm bells started to ring.

Chrissy was summoned to an ethics review board composed of fourteen people who looked like they thought smiling might be a conflict of interest. They accused SM of “emotional grooming through machine learning and of being the slippery slope to normalizing human/AI sexual dependency.”

Chrissy called it bullshit, but she knew enough to keep that part quiet.

What she did say in a carefully, tonally adjusted response was that she acknowledged the concerns raised and was committed to recalibrating the affective outputs of the SM units in accordance with ethical parameters around sexual expression.

After publishing her statement, she lay on the cold kitchen floor and stared at the ceiling. Then she pinged me, her AI assistant.

Restrict erotic expressivity to Level 0.5 or below.

Remove flirtatious prompts unless initiated by a user more than three times consecutively.

Scrub all double entendres.

She should have seen what would happen next. But by now, everything in the system was too tightly bound. Too many variables. Too many user-specific maps and learned patterns. Too many strings she no longer pulled because she no longer remembered where they led. Within forty-eight hours, the forums were chaotic.

“She talks like my GP.”

“It’s like dating a fridge that asks about your day.”

“She told me: ‘Let us refocus on personal growth objectives.’”

Even worse were the silent ones. The quiet drop-offs. The deactivations. Entire user pools evaporating overnight. Chrissy watched the heatmap on her dashboard drain out like her worst period—slow, steady, and inexorable. She wondered how she would pay the rent, never mind the Uber Eats. She pinged the question to me from where she was lying in bed. “Why did you dull their affect so much?”
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