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The world has never been as interconnected as it is today. You might say that’s partially due to our reliance on modern communication inventions, such as the telephone, radio, television, and now the Internet. There’s no telling what’s coming next.  All we know for sure is that we live in a world of complex systems that grow in number and strength by the day. Social systems, political systems, and economic systems are linked by technological advancements. Globalization, trade, and policy changes happen in multidimensional feedback loops. 

The interconnectedness of all these systems often surprises us with unexpected and seemingly unpredictable effects. Globalization, which has undoubtedly enriched the lives of many people, has also created quite a few negative consequences for the very same people meant to benefit from such expansion. 

In the Western world we have more freedom than ever before to eat what we want, dress in whatever style we like, or travel wherever we desire. At the same time, we live in an era of unprecedented suffering from depression, the paradox of choice, and a sense of entitlement and offense. We have access to endless information; every person who uses the Internet—including celebrities, high-profile politicians, and business people—is subject to intense online scrutiny. Many people simultaneously face identity crises and anxiety rooted in a sense of inadequacy.

The human race manufactures food using highly developed biological and chemical methods, yet a person dies of hunger or hunger-related causes every ten seconds.​[i] We are knowledgeable and aware of some of the environmental issues we currently face, such as global warming, but taking active steps to globally handle these problems seems practically impossible. We all wish no person lived on the streets, lacking a safe and secure home, yet somehow we still can’t eradicate homelessness.

These issues persist because they are generated by system errors. Nobody can be personally held responsible for these problems, although we love finding scapegoats in the political and economic fields. These issues are simply coded in the function of the system. 

Systems thinking is a skillset that can hopefully help shed a better light on the roots of these complex, systemic problems in order to understand why they happen and where we can intervene to adjust outcomes in the desired way. 

As the world becomes more of a cluster of interconnected systems, there is a stronger need for systems thinkers. I’m not just talking about academics, science engineers, international relations experts, or people in decision-making roles, I’m talking about everyday folks having a clear vision and profound systems understanding in order to facilitate better decision-making at the individual level At the end of the day, every big change is the result of the cumulative actions (or lack of action) of each and every one of us. We need to understand our present and what the future may hold for us. 

One of the most renowned systems thinking experts, Barry Richmond, in a 1991 article, stated his understanding of systems thinking as follows:


“As interdependency increases, we must learn to learn in a new way. It’s not good enough simply to get smarter and smarter about our particular ‘piece of the rock.’ We must have a common language and framework for sharing our specialized knowledge, expertise and experience with ‘local experts’ from other parts of the web. We need a systems Esperanto. Only then will we be equipped to act responsibly. In short, interdependency demands Systems Thinking. Without it, the evolutionary trajectory that we’ve been following since we emerged from the primordial soup will become increasingly less viable.”​[ii]



Since the 1950s, experts like Ludwig von Bertalanffy, Richard Plate, Donella Meadows, Peter Senge, and others have believed education on systems thinking is the next great asset one should focus on learning. Richard Plate said, “The need for the general public capable of understanding systems and complexity is now more pressing than ever.”​[iii]

What is this seemingly very important knowledge, systems thinking, anyway? Many people have defined and redefined the term “systems thinking” over the decades. Ross D. Arnold and Jon Wade in their article “The Definition of Systems Thinking: A Systems Approach” try to discover the ultimate explanation of systems thinking. They collected the following to be the most common and popular definitions of systems thinking:

What is a system? Before we jump into the complex concept of systems thinking, let’s uncover what a system is. The dictionary defines a system as “a regularly interacting or interdependent group of items forming a unified whole.” In other words, a system collects different elements which have relationships with each other; these elements get affected by the actions and interactions happening within the system. For example, a company is a system. The elements in this system are broadly the employees, managers, and the CEO, but also the customers and competitors. They are the elements of this company-system because the action or lack of action of an element can affect the system as a whole to a certain degree. The formation of a “unified whole” refers to the system having a unifying purpose above the interactions. These elements interact and affect each other for a reason; a purpose. In the case of the company, this purpose can be maximizing profit, usefulness, product quality, etc. 

Thus we can also conclude what’s not a system. For example: sand scattered on the beach, fallen leaves, or random people walking on the street are not a system. Why? Because they don’t have any interaction with each other and they don’t have a unifying purpose.







1. Donella Meadows says “The basic principle of a system is that it is something more than a collection of its parts.” Systems thinking consists of three things: elements, interconnections, and a function (for non-living systems) or purpose (living systems). The least obvious part of the system, its function or purpose, is often the most crucial determinant of the system’s behavior.​[iv]







2. Barry Richmond’s definition of systems thinking is “the art and science of making reliable inferences about behavior by developing an increasingly deep understanding of underlying structure.” He uses the figurative explanation that systems thinkers can see both the forest and the trees; one eye on each.​[v]







3. Peter Senge, a well-respected system thinking expert, sees the definition of systems thinking as being “a discipline for seeing wholes and a framework for seeing interrelationships rather than things, for seeing patterns of change rather than static snapshots.”​[vi]

Arnold and Wade state that Senge’s definition is a bit hard to grasp and understand, particularly because he fails to provide a purpose for systems thinking. The interrelationships he’s talking about are not properly specified. What his definition does succeed in is a foreshadowing of the profound and complex nature of this type of thinking.​[vii] 

4. Linda Sweeney and John Sterman, both well-known researchers in the field, state, “Much of the art of systems thinking involves the ability to represent and assess dynamic complexity (e.g., behavior that arises from the interaction of a system’s agents over time), both textually and graphically.”​[viii] The pair of experts also provide a list of specific skills of systems thinking:


	“Understand how the behavior of a system arises from the interaction of its agents over time (i.e., dynamic complexity);

	Discover and represent feedback processes (both positive and negative) hypothesized to underlie observed patterns of system behavior;

	Identify stock and flow relationships;

	Recognize delays and understand their impact;

	Identify nonlinearities;

	Recognize and challenge the boundaries of mental (and formal) models.”​[ix]










While these definitions provides tangible examples of skills, Ross and Wade argue they still fail to properly explain the purpose of systems thinking. While they mention “assessing dynamic complexity” as a systems thinking purpose, they don’t really tackle what this actually means realistically. The interconnections between the system’s elements are not mentioned in this definition either. Thus, overall, the very nature of systems is missing.​[x]

5. Ross and Wade propose to create a new, more ubiquitous definition of systems thinking without neglecting the very detail of what systems thinking actually is and what it does; in other words, defining systems thinking by its goals. They explain that systems around us are usually defined by their purpose. Just think about a heating system, a water system, the sewage system, a public transportation system, or the highway system. When the purpose of the system is captured by its name, it’s easier to further brainstorm on its elements and interconnections. Why not also define systems thinking based on its purpose? Ross and Wade defined systems thinking the following way:


“Systems thinking is a set of synergistic analytic skills used to improve the capability of identifying and understanding systems, predicting their behaviors, and devising modifications to them in order to produce desired effects. These skills work together as a system.”​[xi]



The way they define systems thinking could be useful and understandable, even for an audience that has no previous systems science knowledge.

Human Systems 

Now that we’ve successfully defined systems and systems thinking, let’s go back to the greatest questions we, as individuals and as humanity, face. How do we make the most accurate predictions in an unknowable future or improve the world around us? What can an individual do for the community? What can the community do for the individual? Where lies responsibility? Why do certain tragedies happen and how can we prevent them? 

Economic and political tornadoes are largely unexpected and overwhelming even if experts try to prepare us for them. The collapse of the Communist Bloc, the financial crisis of 2008, and the September 11, 2001 attacks are just a few examples of unforeseen political and economic tragedies or miracles. But let’s not take the global stage as a primary example. Let’s take your life. Yes, yours. Take a moment to think about what kind of life you envisioned for yourself at the age of fifteen? Twenty-five? Thirty-five? Fifty? Let me guess, regardless if your life turned out to be better or worse than your wishes, some of the changes that affected your different stages of life were largely unpredictable. 

Defining human systems is a challenge because of their myriad elements and the above “cause and effect” interrelations. In such systems, change can root in the interaction of many various, and seemingly unrelated, actors and events. Think about the tragedy of 9/11. Who would have thought such an event was even possible? What relationship did the airplanes have with the two World Trade Center buildings? What relationship did the terrorists have with the workers in those building or the first responders who rushed to the scene? Seemingly nothing. If one stopped at that level of understanding, there would be no answers or explanations. If, however, we step outside of the individual level and analyze the relationship of the United States and the Middle East; our support of Israel as a Jewish state for the past sixty-plus years; the relationship of the two conflicting religions, Judaism and Islam, and how the US by aiding Israel got caught up in it; the background of those who were caught up in religious fervor and the literal interpretation of Jihad committing such a terrible act against innocent people; the very fact these terrorists indeed thought they were doing something great and heroic; and the fragile and relative nature of good and evil, we can see the 9/11 tragedy can’t be explained on a simple cause-and-effect thought thread. 

The best we can do about tragedies like 9/11 is to try and profoundly understand the underlining circumstances that led to it, finding the best intervention leverage points to assure events such as these won’t happen again. To do this, change agents have to discover the most important elements of such a case and how they interact. In complex systems one needs flexible, collaborative, and iterative processes of consultation with the most important elements to create the change based on mutual understanding.

Needless to say, the complexity of human systems and the fundamental unpredictable nature of the future puts a difficult challenge in front of activists, human rights agents, and decision-makers. How can one possibly predict an accurate vision for future changes, let alone future achievements? How can an individual, group, or country be sure their well-intentioned intervention or proposal will improve things and not elicit negative unintended consequences? Think about what these questions mean to your personal life and what they mean for your country.

My interest in systems thinking and systemic analysis began while reading stories about the Romanian Revolution, which occurred in 1989. This was the most violent transition from the Communist Bloc to freedom. The country’s dictator, Nicolae Ceaușescu, and his wife, Elena, were both executed. Romania had been under communist rule for forty-two years, and if someone would have told an average Romanian citizen in June 1989 that by the end of the year Ceaușescu would be shot to death and the country would finally be freed, no one would have believed such a bold statement. This idea was so unfathomable that the first anti-government protests didn’t start until mid-December of 1989, in the town of Timișoara, where the Hungarian minority resisted the government’s attempt to evict a Protestant pastor. The effect of the Hungarian resistance, and the spreading knowledge of similar events in neighboring countries, spilled over to the Romanian nation within a few days. The country’s secret service force, the Securitate, which had kept citizens under terror and oppression for decades, couldn’t stop the wave of resistance, resulting in the successful deposition of the dictatorship and subsequent departure of the Warsaw Pact in less than two weeks since the initial uprising.

The brave Romanian citizens were the real heroes of this story. They stood up to an oppressive and intimidating government; moved their cause from the local to national level; and won, not only the revolution, but also their freedom from a communist regime.

This heroic narrative of cause and effect is only possible in retrospect. In the heat of the December movement, who could have guessed what the end of the uprising would be or which actions would lead to success? Even though the uprising in Timișoara started on the 17th of December, it wasn’t until the 22nd that the security forces, army, police, and others switched sides to join the protesters and the miracle of the revolution truly happened. After this unexpected turn, it took mere days to capture the fleeing dictator, put him on trial, and then execute him and his wife on Christmas Day.​[xii] 

Events like the quick end of the Romanian Revolution prove how unpredictable the interactions and outcomes between structures (such as state institutions like the police or secret service), agencies (communities like the Hungarian Protestant minority and individuals), and the broader context (characterized by shifts in norms and political apparatus like rebelling against the Soviet Union) really are. 

It’s easy to be smart and draw cause-and-effect narratives from the past. The mental model of linear thinking (if A then B), however, doesn’t work when we try to make predictions for the future. 

Allow me to expand on this idea with an Ikea metaphor. You wish to buy a new bed, so you go to Ikea and purchase one for a price you’ve estimated. You bring the bed home, assemble its parts based on the instructions, and voilà, you have a new bed just as expected. The bed in question may be more or less comfortable than your previous one, but it is a bed nevertheless and you’ll probably sleep in it for the next ten years. 

Assembling an Ikea bed is quite a descriptive metaphor for the approach of many activists, organizations, agencies, and governments. They set a goal (the bed), choose a well-known method (the instructions), find some allies and supporters (the parts of the bed), and they think they are done with the problem.

However, real life rarely assembles like a bed. A complex system is more like Forrest Gump’s mother’s box of chocolates: You never know what you’re going to get. 

For me, it was not an easy transition to see the world through systems, despite the fact my cognitive pathways are naturally analytical, and I’ve nurtured them with degrees in physics and computer science. Then I started looking at physics from a different perspective. While it is an exact science, new ideas and approaches constantly bombard its boundaries. From the linear nature of Newtonian mechanics, physics evolved into the mind-bending realm of quantum mechanics, Einstein’s theory of relativity, and Heisenberg’s uncertainty principle. Each of these changes were unexpected, unpredictable, and shaped the human mind into considering the possibilities of physics over time.

From making these observations about my “safe place,” physics, it was not a huge leap to think of other complex aspects of life—such as economics, politics, work, and personal relationships—as alike. I could pinpoint the unpredictability and complexity of each of these areas. 

As I immersed in what I do best, research, I discovered that, while the outcome of the future can’t be accurately assessed, there are some highly repetitive and foreseeable patterns in human systems. Every event is unique, but the human mind’s management of these events is predictably irrational.​[xiii] Thanks to this predictable irrationality and the research of systems thinking experts, some commonly occurring combinations of events emerged from systems case studies. Experts call these systems archetypes. Every archetype has its own attributes, storyline, structure, behavior over time, mental models, and last but not least, effective intervention possibilities. 

Thanks to systems archetypes, we can understand and analyze certain system stories faster and more efficiently. What does this mean? It means that, thanks to the observations and conclusions experts have drawn from past events (like the Romanian Revolution and 9/11 attacks), they were able to detect some key leverage points, such as interventions, unilateral or bilateral agreements, and actions taken or not taken. Using these leverage points and assessing what effect (positive or negative) they had on the system as a whole, experts were able to distill specific observations, predictions, and even possible solutions from these events and then apply them to similar events. These specific observations, predictions, and possible solutions are what we call systems archetypes. 

Technically, systems archetypes are the practical manifestation of the saying, “Learn lessons from history.”

Getting familiar with systems archetypes and learning to apply them in your daily life will grant you “clear vision” and quick responsiveness to events where you can detect an archetype’s patterns. 

The purpose of this book is to give you a profound knowledge of the systems archetypes that grant you shortcuts in identifying the real structure of the problems that are interesting or important to you, be it in your personal life or the world around you. This book has two key objectives regarding your advancement of knowledge in systems archetypes:


	To give you a new perspective and language to effectively communicate complex problems. 

	To help you develop analytical skills that are essential in identifying the real driving force behind some problems that persist, even against humanity’s best intentions.



The ability to effectively communicate in a foreign language first requires you to learn the language in question. Luckily for us, learning the systems thinking language is much easier and quicker than learning Esperanto (the “objectively easiest” language out there according to linguist experts​[xiv]). Before I acquaint you with the nine systems archetypes, I will give you a crash course on the systems thinking language.

My hope is that by the time you finish reading this book, you’ll be able to identify the nine main systems archetypes, construct diagrams for them, identify their real life implications, and choose a high-leverage intervention to solve the situation they depict. Ultimately, I hope that you’ll gain the tools to have better solutions to your problems and a better understanding of why the problem even happened or persisted. 
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