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I have a gift for you...
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Thank you for choosing my book, Practice Game Theory! I would like to show my appreciation for the trust you gave me by giving The Art of Asking Powerful Questions – in the World of Systems to you!

In this booklet you will learn:

-what bounded rationality is,

-how to distinguish event- and behavior-level analysis,

-how to find optimal leverage points,

-and how to ask powerful questions using a systems thinking perspective.
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Click here for your FREE GIFT: The Art of Asking Powerful Questions in the World of Systems
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Introduction
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We make decisions every day - some can change our lives and those of our loved ones. But it is not only the individuals who make decisions. Companies, courts of law, governments and international organizations also make decisions, often on a large scale, that can affect our jobs, the justice system, and everyday life in a positive or negative way. Such decisions usually are made under incomplete information and uncertainty. The decision-makers often make correct decisions that will benefit our society, but they make incorrect decisions too. The cost of the latter can sometimes be devastating, starting from personal tragedies to changing the course of human history. But let’s not run so far ahead. 

Suppose you are making an investment decision for your retirement. Investment funds report their average returns for the past 5 years; you read a media report about the recent growth of the real estate market, and you hear about overnight millionaires who have made big from investing in cryptocurrency. You also hear about those who lost their life savings because of wrong investments or scams. And there is always a catch in the fine print: “Past performance is not necessarily indicative of future performance.” This means you are facing uncertainty in your investment decisions, and you should learn how to make a well-informed decision under this circumstance. 

If you make a decision after you sampled a range of different funds, compared them with those of real estate markets, and studied the future prospect of the world economy, learned from the investment gurus such as Warren Buffet and listened to your friends and advisors, then it is most likely that you have made an informed decision that will bring handsome payoff eventually. This is, in a way, “statistical thinking”; you sample the population and learn from it to make an informed decision. The more diverse and informative your sample’s elements are, the more likely it is that you have made the right decision. 

This book will show you how to understand statistics as a layman and make informed decisions with the help of statistical thinking. The problem is that statistics can easily be manipulated and misinterpreted. If statistical findings were always presented and utilized in an honest and correct way, the results wouldn’t always be as rosy. We often see distorted and misguided numbers and outcomes, even though that was not the intention of those who report statistics.  This book is intended to help readers gain better understanding and decision-making skills – the kind that professional statisticians possess. In the first chapter, we will review the definitions and basic concepts of statistics. As a book on statistics, it is inevitable to introduce mathematical details. However, these details will only be presented when necessary, without providing the full theoretical background. 
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Chapter 1: Definition and Basic Concepts
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1.  Sample versus population.
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An investor wishes to know the five-year average return from investing in the U.S. stock market. There are nearly 2,400 stocks (as of August 2022) listed on the NYSE (New York Stock Exchange), and they must select a manageable number of stocks to form a portfolio of stocks. However, they don’t need to calculate the average return of all 2400 stocks. There are stocks not worth investing in – too low return or too risky. Our investor will need to select a set of stocks that suits their investment style. 

In this example, the collection of all stocks in the NYSE is called the population in statistical jargon, and a subset of all stocks is called a sample. Collecting the information from all the members of the population is too costly and time-consuming and even unnecessary. We can obtain a good indicator of average return by looking at a sample. The way we select the sample is critically important, and it depends largely on the purpose of the study or the aim of the statistical task at hand.

Suppose the investor’s aim is to achieve a steady return with relatively low risk by investing in big and stable companies. Then a good sample is the Dow Jones index, which comprises the stocks of 30 prominent companies, such as Boeing, Coca-Cola, Microsoft, and Proctor & Gamble. If the investor’s goal is to achieve a higher return with higher growth, albeit taking a higher risk, the NASDAQ-100 index is a good sample that mainly includes the top technology and IT stocks, such as Amazon, Apple, eBay, and Google.  By looking at the average returns of these indices, the investor can get a clear indication and impression of the performance of these stocks.  Seasoned investors can select their own sample based on their aim and risk-return preference. 

The important point is that the sample should be a good representation of the target population.  If the investor wants safe and steady investment returns, but their sample represents high-risk stocks, they may not effectively achieve the aim of their investment. Hence, the target population should be determined in consideration of the aim of the statistical study. 

A sample that is a good representation of the population can be obtained by pure random sampling. The members of the population are selected randomly with an equal chance. For example, in political polls, all eligible voters should be treated equally.  In this situation, the most effective way of selecting an unbiased and representative sample is random sampling, where the members of the eligible voters are selected with equal chance, with no pre-selection or exclusions. In a later chapter, we will discuss an example of one of the most disastrous polling outcomes in the history, which occurred due to a violation of this random sampling principle. 



	[image: ]

	 
	[image: ]





[image: ]


2.  Descriptive statistics.
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Descriptive statistics is a branch of statistics where the sample features are presented with a range of summary statistics and visualization methods. The summary statistics include the mean and median, which describe the centre of the sample values, and the variance and standard deviation are the measures of the variability of the sample values.  Visualization methods include plots, charts, and graphs, which are used to make a visual impression about the distribution of the sample values. 


1.1.  Mean and median.



The mean refers to the average of a set of values. It is computed by adding the numbers and dividing the total by the number of observations. The mean is the average of the sample values of size n, with each individual point given the weight of 1/n. The formula for the mean can be written as, 
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where (X1, X2,..., Xn) represent the data points and n is called the sample size. That is, the sample mean is the sum of all sample points divided by the sample size. Alternatively, it can be interpreted as a weighted sum of all data points with an equal weight of 1/n. 

The median is the middle number in a sequence of numbers. To find the median, organize each number in order by size; the number in the middle is the median.​[i] In statistical terms, the median is defined as the middle value of (X1, X2, ..., Xn) when sorted in ascending or descending order. Consider a simple example of (X1, ..., Xn) = (1, 2, 3, 4, 5) and n = 5. The sum of all X’s is 15 (1+2+3+4+5=15), and the sample mean is 3 (15/5=3). The middle value of (1, 2, 3, 4, 5) is 3. In this case, the sample’s mean and median are the same. 

In general, the mean and median values are different, and the median is widely used where there are possible extreme values in the sample points. Consider the sample points with an extreme observation (X1, ..., Xn) = (1, 2, 3, 4, 20), then the sample mean is 6 (1+2+3+4+20 = 30; 30/5=6), and the median is still 3 as the middle value of the distribution (1, 2, 3, 4, 20). If this extreme value is unusual and does not represent the target population, then the sample mean of 6 can be a misleading value because it was distorted by the presence of 20. In this case, the median should be preferred to the mean. 

A practical example of using the median over the mean is the case for house prices. For example, the researcher is interested in the average house price in a middle-class suburb. In such a suburb, there is still a chance that a big mansion or two in a large block of land may be included in the sale. However, these houses do not represent the general characteristics of the suburb, and it is reasonable to use the median in this case to find the average value free from the effect of these extreme values​[1].

The mean vs. median is closely related with the “skewedness” of the distribution. If the distribution of the numbers you have is (more or less) symmetric around the mean as in (X1, ..., Xn) = (1, 2, 3, 4, 5), the mean and median will be identical or practically the same. However, when the distribution of the numbers is asymmetric or skewed, then the mean and median can be different. For example, if the distribution is asymmetric, as in (X1, ..., Xn) = (1, 2, 3, 4, 20), then the two values can be different. 
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Photo source: Study.com​[ii]

Graphical illustrations of the different shapes of the distribution and the positions of the mean and median are given above. Suppose the above is the distribution of the performance of all salespeople in a company. A symmetric distribution means the higher performers and lower performers are in the same or similar proportion; in which case the mean and median are almost identical. A positive skewed distribution means the presence of a small number of extremely capable performers. In this case, the mean of the sales is inflated by their performance. If the sales manager wants an average value that represents the performance of the “average salesperson”, then the use of median is appropriate. If she wants to know the average sales, including the performance of all salespeople in the company, then the use of the mean is appropriate. A similar interpretation can also be made from a negatively skewed distribution illustrated above. 


1.2. Variance and standard deviation. 



When analyzing or presenting a set of numbers, it is important to know the centre of the distribution. But understanding their dispersion and variability is also important. Consider two salespeople with the same or a similar number of mean sales in the past year. In evaluating who was a more consistent performer, the manager will compare the dispersions in their sales throughout the year. 

Measures of variability, variance, and standard deviation present how widespread the sample points are around the mean. The distance of the sample point from the mean is calculated as [image: image], and they are squared to make them all positive. The average of all the squared distances from the mean is called the variance, which can be written as,
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How this formula works will be explained in the table below. But it is, in a way, the average of the squared distance of the data points from the mean, i.e., [image: image]. The standard deviation (s) is defined as the square root of the variance, namely, 


	
	[image: image]

	(3)




Since the variance is the distance of the sample points from the mean in squares, the standard deviation converts the value into the same unit as the original value of the sample points by taking the square root. 



	X
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	1

	-2 (=1-3)

	-22 = 4




	2

	-1(=2-3)

	-22 = 1




	3

	0 (=3-3)

	02 = 0




	4

	1 (=4-3)

	12 = 1




	5

	2 (=1-3)

	22 = 4




	Sum

	
	10





[image: image]=3

Using the example we used above as an illustration, X= (1, 2, 3, 4, 5) and [image: image] The variance is the sum of the numbers in the last column on the chart above divided by 4, which is 10/4 = 2.5. The standard deviation is [image: image]. The interpretation is that the sample points are, on average, 1.58 units away from the mean value of 3. 
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