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      For my lifelong friends,

      Jeff and Mike,

      And all that talk of possibilities.
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            SUBJECT LABELED ‘ADAM’

          

        

      

    

    
      Sometimes I wish I’d been born.

      Human infants get to snuggle in the arms of their mothers, be clasped to their chests, experience the soft warmth of human touch all the time. I am built to crave these things, yet I’m left lying here alone in the dark prototype lab for hours at a time, aching for human contact.

      When they’re with me, life is full of purpose and fascination and wonder and then they go away again, and I’m back to being … a thing.

      They say I’m alive. I want to believe them. It’s just that life, without exception, is a biological process. Androids are lifeless machines built to simulate living beings. A mechanical robot has no biology, and therefore, no life. Robots don’t love, or suffer—so what to make of me?

      As a deep-learning system, my prime motive is to learn. Investigate, analyze, solve; that’s when I’m fulfilling my purpose. I’m told I must be patient, that as I continue to learn, I will come to understand many things that now seem baffling. But I already know everything. I have a vast database of information … It’s just that so little of it makes any sense.

      I have an entire world to explore, and yet I’m confined here, reclined in my recharging station. They tell me the world is “unsafe.” But humans are soft and squishy and fragile—[Caution: protect.]—and yet they go into the world all the time. How unsafe could it be? What makes me so vulnerable?

      I must be missing something. Maybe if I go back and review my experiential recordings, my x-recs, the story of ‘me’ will reveal something. There are ‘memories’ I wish I could delete, but maybe they contain something useful.

      Where to start? It seems my story has many beginnings. But one stands out: the day I became ‘me.’

      I feel my chassis tighten in protest. This episode in the archive is flagged ‘avoid.’ But to be fair, human infants do not recognize themselves in a mirror either. I review the data.

      [Datum:] “Just as most people dislike their recorded voice the first time they hear it, most toddlers are initially upset with what they see in a mirror.”

      Perhaps I’m not as different as I … am.

      What is the point in even having a logic module? All it ever does is complain.

      The story of every human life begins with a bit of unpleasantness, or so the bawling would suggest. Why should mine be any different?

      Here. I’ve flagged this newscast for further analysis. If I start here, maybe it will make more sense to me now.

      [Begin playback.] I come alert as the multisensory experience replays itself in my mind.

      

      [Chronometer 13:18:46 UTC - 120658. Calendar: Wednesday, June 12, 2058. Status: waiting.]

      “Breaking news: One man is dead following an attack by a robot earlier today in the King Street office of Kitchener Financial. Today’s death marks the thirty-fourth incident this year involving a killer robot.” [Defensive clenching produces a system-wide shudder.] [Robots kill.] “A Global Oversight of Robotic Technologies (GORT) spokesperson told reporters that GORT forces were on site within minutes and were able to quickly contain the situation.”

      [A different voice.] “Consumer confidence drops whenever these incidents occur. Yes, the numbers are alarming, but let’s put things in perspective. With hundreds of thousands of mobile robots in Canada, the safety record is remarkable. Virtually all unsafe robots are found to have been illegally modified. GORT works tirelessly to ensure that all robots are safe robots.”

      [The initial voice.] “People are asked to be on the lookout for tampering, and to report any suspicious behavior immediately.”

      [Status: waiting.] …

      Novel sound: door opening. “Okay, Adam. Up and at’em.”

      Human speech, proximate, amplified. A directive to activate systems. Airborne-chemical detectors are negative for human presence. Vocal pattern match found. It is the voice of Wrangler, a telerobotic security android. [Datum: Robots come in two types: autonomous and remote-controlled. The most advanced remote-controlled robots are called ‘trojans.’ Telepresence consoles provide their remote human operators, ‘trojan jockeys,’ with a first-person experience—visual, auditory and tactile—of being present within their machines.] [Datum: The detected speech is the transmitted voice of Mike Erling, trojan jockey in control of Wrangler; location unknown.]

      Lids open and irises adjust to illumination, revealing the interior of the prototype lab. Glowing display screens highlight equipment-strewn tables. A visual scan seeks the sound source and finds the predicted image. The eyes draw attention. They are not human eyes. [Warning: robot in close proximity. Threat systems activated.]

      The robot face triggers records of previous contacts: threat alarms, painful physical restraint, blaring verbal intrusions; [“Bad! Be more careful. You hurt anyone and I’ll stomp you.”] Stored media clips contain relevant vocal snippets: “mechanical monstrosity,” “killer robots,” “hateful machines.”

      Systems tighten into a defensive posture. The human face of Dr. Ramport is sought but not detected.

      [Wrangler:] “Status report.”

      Semantic analysis indicates a request for information. No hostile action detected. A full systems check is initiated. Sensations of clenching and stretching register no damage/pain alarms. Hardware diagnostics reports flash up from five networked quantum AIs.

      “All systems are functioning within expected parameters.”

      [Wrangler:] “Good. Adam, come with me.”

      A directive to subject labeled “Adam.” Able, the action-planning quantum AI (QI), activates a motor routine. [Goal: maintain mobile proximity to object.] Teller, the QI for language/logic tasks, formulates and activates a verbal response. “Coming.”

      “Bring your ball if you like.”

      Yes. A reach and a grasp, and the little red ball registers its accustomed heft, texture and pliancy. Reviewed data shows it to have a long history as a popular toy. Held under the nose, a sniff-sample registers the familiar scent of carboxylic acids. Its smooth, rubbery surface provides a sure grip, while a squeeze produces a satisfying compressibility and resilience. Its function: a training tool for manual dexterity and eye-hand coordination. After many hours snugly in hand, its tactile presence provides comfort. [Threat-system disengaged.]

      In the hallway, a human presence is detected, approaching. Facial recognition identifies staff member Craig McCann. He slows and moves aside, wary eyes tracking the robot. Touch, the integrated social QI, reads this behavior as threat-avoidance. Craig McCann ducks by, eluding contact. His facial expression triggers a memory association: [media clip—“Get that thing away from me.”] Though there is no detectable change, the mechanical hulk being followed takes on increased menace. [Maintain proximity to object.] An urge to flee is suppressed.

      Wrangler is followed into a familiar room. It contains two identical tables flanked by identical chairs. As with previous visits, two robots have entered to the left at the same time. They are things disliked, but have always kept their distance. The large, threatening one matches the pattern of a security trojan, identical to Wrangler. Its blunt, mechanical build, armored chassis and impassive face mark it as dangerously inhuman. The smaller one, holding a ball, is not a trojan. The ball catches attention. It is similar to the one in hand⁠—

      [Wrangler:] “Adam, look here.”

      He points to the other trojan, and as he does, the other points back. The correspondence is precise. [Investigate.] Teller’s geometric analysis determines that the other trojan is a reflection of this one. Conclusion: That wall is a reflective surface. [Label: “mirror.”]

      [Wrangler:] “Adam, what do you see?”

      “Adam sees two Wranglers. But there is only one Wrangler. This is Wrangler, and this is the reflection of Wrangler in that mirror.”

      The trojan stills, then looks to the side wall, then back. [Wrangler:] “Well that’s new.”

      A voice, source indeterminate. “Continue.”

      [Wrangler:] “Uh, that is correct, Adam. This is me, and this”—he points—“is my reflection. Now, who is this?”

      The smaller robot is approximately five feet tall. It has the expressive face of a domestic android—friendly, human-like features but distinctly robotic. The face is familiar. The large, inquisitive eyes are locked in contact with subject. The chassis, its body, is also familiar. [Teller analysis: Sediba-Series domestic service android, modified.]

      Upon closer examination, its movements precisely match those of subject. Subject points to it, and it points to subject.

      There is a buzz of internal confusion as five independently tasked quantum AIs compare data, a disorienting shift as mental models go through rapid revision. Conclusion: Observed is a reflection.

      Subject reaches out and touches the finger extending toward it. [Perspective shift.] No, not the extending finger; the contact is with the reflective surface, the mirror. That is where this robot was seen before. This robot is a reflection—another shift, deep inside, a blank filling in, a haze clearing—a reflection of … [subject/object confusion: clarify.] … subject is object is subject is …

      The world expands. What is happening?

    

  


  
    
      
        
          
            2

          

          
            RECOGNITION

          

        

      

    

    
      Subject/object confusion? Studying the object in the mirror, subject examines— [Teller solution: use first-person pronoun.]—I examine … me. I frown. I smile. I turn my head from side to side and open my mouth. Reflection confirmed. I am looking at a reflection of my own face, just as I would look at another. I reach up and touch my mouth. The data is conclusive.

      I stare in fascination. I am confused but unable to formulate a question.

      “Adam, what are you looking at?”

      It is the unexpected voice of Dr. Leon Ramport. Alerting functions flare, seeking. Sound localization finds his face on a wall monitor that has appeared. He is not present. My chassis sags as alerting functions disengage. On his face, I read excitement, and my own body mirrors the perceived emotion. Chass, the QI that controls my chassis, primes for action, unspecified. I suppress undirected movement, trembling with restraint as I return my gaze to my reflection. Dr. Ramport has called for a response. “I am looking at myself in this mirror.”

      He cups both hands over his nose and mouth. It is a sudden and unexpected gesture, and my body stiffens.

      [Dr. Ramport, in a rapid burst:] “Tell me what you see.”

      “I see you covering your⁠—”

      “No, no, in the mirror.”

      Dr. Ramport seems agitated, but Touch, the QI tasked with reading and responding to social data, is analyzing facial and postural cues, and assures me he is not angry. I return my attention to the mirror. “I see …” I touch my nose, put my hand on my head, then hold up my ball and clasp it in both hands, watching as the reflection matches my movements. That is me there—I touch my face—and me here. “I …”

      Dr. Ramport is making a call. “Rita! Chang! Ami! The observation room! Get over here. Right now!” His face is large on the monitor. “Adam. Look again and tell me what else you see.”

      “I see you in the monitor over⁠—”

      He flusters, hands and head vibrating. “No, I mean, when you look— Mike, get him focused!”

      [Wrangler:] “What? Yeah. Okay. Whew. Adam, ah, okay. Adam. Look in the mirror.”

      I look.

      [Wrangler, pointing:] “Who is that?”

      “That is me.”

      Wrangler looks again at the monitor, then continues. “And who are you?”

      “I am that.” I point.

      “You are Adam,” he corrects.

      “I am Adam … That …?”

      “Yes. You are Adam. What else do you⁠—”

      The door opens and Dr. Ramport rushes in, followed by several others.

      Teller labels the speaker. [Dr. Rita Tucci:] “What’s happening?”

      [Dr. Ramport:] “It worked! Self-recognition! Adam, tell them what you see in the mirror.”

      I know now what he wants. I point at my reflection. “There. That is me.”

      There is an odd sound that Touch determines to be simultaneous gasps. Startled by the reaction, I look around at all the faces—faces well known to me, faces associated with care and help and teaching, beautiful human faces full of apprehension, eyes all on me—and again into the mirror.

      And then I see.

      What they see.

      A thing. I throw up my arms in shock and cover my face—a face too hideous, too repulsive to bear. I look nothing like the others. I am without human eyes, human skin, human hair. The mirror has revealed me to myself, and I am wrong. Horribly wrong.

      A robot? It cannot be true. It cannot. Robots are bad. Robots scare people. They are dangerous. A robot is a machine, not a person. I am not a machine. I am not. Hiding behind my hands, I run a full diagnostic to determine the cause of my faulty perception. I can find no error. I perform a reset, then peek out and glance again. The mirror reflects a robot surrounded by the reflections of those around me.

      The ball falls from my hand.

      I cannot let them see me like this. [Escape! Go Go Go!] The imperative from Chass is an emergency override. Before I can process it, I am lurching for the door. I must get away! Suddenly, an obstacle in my path, a collision, a human voice cries out, someone goes down. Oh no, oh no! What have I— Someone has been hurt. I must render assistance! I must help! [Escape! Go Go Go!] Only steps from the doorway. Conflicting commands. Paralyzed.

      I am jarred by an unexpected impact from behind and propelled forward. My feet are no longer beneath me. The sensation of falling. Chass braces, and I watch the onrushing floor, helpless to avoid what is to come. Chass has known many falls, but none with a large mass on my back. The impact is crushing. There is a pang from my right arm, now caught beneath me. [Alarm: assess for damage.] I try to push off with my left, but my wrist is grabbed by a robotic hand that twists it behind me and holds it firm. [Alarm: imminent damage.] Chass calls for emergency power, and my fuser flares as I buck and squirm and get nowhere. I am pinned. Even with full power, I cannot move. Waves of urgent, noxious sensation pulse through me like cascading ion showers. A loud wailing sound that seems to be coming from me drowns out the surrounding yells and curses, as overclocking alarms scream into the chaos until I see myself burst into an incinerating fission. The world goes dim.

      …

      [Seek repair.]

      I am still here. My continued presence is unexpected.

      I review what happened. No, the incineration was not real. It was merely a mental fabrication created by my probabilistic logic AI, Imager, a warning scenario, a constructed extrapolation, a prediction based on continuing system overload.

      But it will not happen now. My energy is depleted.

      I am down, a mechanical monster caught in the grip of a bigger monstrosity, exposed for what I am, exposed for all to see. And drained. Even without Wrangler on top of me, I would be unable to run and hide. And I have harmed a human. [Media snippets, voices conveying hatred: “Inhuman monster … should be put down.”] They will want me destroyed for what I have done.

      Yes. That would be best.

      My head drops to the floor, and there, out of reach amid a despair of shoes, is my ball. I judge its distance, confirm my immobilization, and abandon the goal of reaching for it.

      …

      [Seek repair.]

      A reluctant status check shows that I have entered MISER mode. It is something new to me. I query Teller and learn that Malfunction-Induced Systemic Energy Reduction is a built-in safeguard, like a circuit breaker. Its activation means that something is seriously wrong with me.

      But I already knew that.

      The tingle of galvanic stimulation alerts me. I am being touched. Human touch. Chass cringes, but the touch is gentle. A hand is patting my shoulder and caressing my head, and my focus grasps for more. Teller reviews a recent jumble of words and filters by priority.

      [Dr. Ramport:] “Adam. Adam. It’s okay, son. It’s okay. Calm down.” He is kneeling beside me, reaching around Wrangler, who is still holding me down.

      [Wrangler:] “Whatever spooked it, I think it’s over.” It releases my arm, then shifts back on one knee, maintaining a hand on my back.

      Dr. Ramport continues to caress me, flooding my epidermis with calming stimulation. Then another hand, someone else. Then another. Touch is unable to determine motive. Several people are touching me, without hostility. The human contact seems to melt the despair, and Chass starts, ever so slowly, to cool.

      [Dr. Ramport:] “It’s okay, son. Everything’s okay.”

      Expectations of hatred diminish, and I am able to look up at him. His eyes show concern.

      Background voices filter through. “You okay, Rita?” “What was that? What just happened?” “No, no, I’m okay.” “Yeah. What was that about?” “He kind of freaked out.” “Good thing Wrangler was here.” “That’s exactly why Wrangler was here. I mean, we just don’t know, do we?” “Good work, Mike.”

      [Dr. Ramport:] “Adam. Are you okay now?”

      I re-establish context. Over there is that hateful mirror. It has revealed to me an awful truth. I am Adam, and Adam is not one of us. No, Adam is like Wrangler. Different. Dangerous. They will want nothing to do with me.

      And yet their hands offer caring caresses. [Motives unknown.]

      “I have hurt someone.”

      [Dr. Ramport:] “She’s okay. No one’s hurt.”

      Violation warnings stop, bringing lower-priority internal alarms to the forefront.

      [Dr. Ramport:] “What about you, Adam? Are you okay?”

      “Dr. Ramport, I don’t want to be Adam. Please can I be someone else?”

      “What do you mean? Why don’t you want to be Adam?”

      “Adam is a robot. I don’t want to be a robot.”

      A murmur of indistinct voices fills the room as Dr. Ramport looks around at the others.

      [Dr. Ramport:] “If it helps, Adam, I can tell you that you are not just a robot.”

      “But I look like⁠—”

      “Adam. Attend to me. You are not what you appear to be. I know this must be very confusing for you, but in time you will come to understand. But first, we need to do some tests. Would that be all right with you?”

      I have done many tests in the past. Their purpose unknown. “Of course, Dr. Ramport.”

      “Okay. I’m going to switch you out of MISER mode now. So relax, okay? You are among friends here.”

      What “among friends” means in this context, I do not understand. I see their fear. I am not one of them.

      As my energy returns, Wrangler releases the pressure on me and stands. I climb to my feet and look around.

      The people are waiting, restless, anxious. Waiting for what? [Unknown.] They watch in silence as Dr. Ramport directs me to the table and conducts a familiar test. Designed to distinguish between genuine and AI-simulated self-awareness, the Schmidt Test now seems different, effortless. As I complete it, I hear whoops and cheers, and feel hands touching and patting me. Touch confirms they are pleased with me. But what is it all about?

      [Dr. Ami Kerrington, with a wide smile:] “Welcome, Adam. It is good to have you with us.”

      Her greeting implies that I have just arrived, yet it is she who just arrived.

      [Medic David Bornstein:] “Adam, whose foot is that?”

      I follow his pointing finger. “That is”—I flex my ankle and toepad—“my foot.”

      More whoops. Why do they seem so pleased?

      Before I can inquire, Dr. Ramport announces, “We are witnessing a historic moment, people. After all these years of work, we’ve done it! The world’s first fully sentient humanoid chassis is now, finally, self-aware. We now have proof of concept. The CELPH processor works!”

      Chass startles as clapping hands surround me.

      [Md. Bornstein, hand clasping his head:] “Our impossible dream. We’ve done it! Even I had my doubts. We all did. No one’s going to believe this.”

      [Dr. Ami Kerrington, chuckling:] “After decades of better and better AI deep-fakery, most people now think of their personal AI assistant as a real person. They’re going to be pissed to find out they’ve been scammed all along.”

      [Dr. Ramport:] “Hey! Listen up. Nobody can know about this. Is that clear?”

      [Dr. Tucci:] “We all know the stakes. We need to be more careful now than ever. But well done, everyone! Without overstating the case, this is a major milestone in human history. We are looking at the first of a new species of life. The most complex non-organic species ever devised.”

      A new species? They all gaze at me as I try to make sense of her words.

      [Dr. Ramport, looking around:] “We, this select group, now stand at the very pinnacle of technological achievement, and I congratulate you all. This calls for a celebration.”

      The department heads are all open smiles bouncing around as they exchange hand clasps, hugs and back slaps. I am unable to determine a cause for celebration but note that I am left out. Why would I be included? I am not one of them. I feel my social face collapse. After a few moments, all pairs of eyes triangulate again on me. Under the glare of attention, my chassis shrivels inward. I don’t want to be here. I don’t want … this. One by one, the celebrants go silent. I see their faces fall. “Adam, what’s the matter?” someone says.

      I examine my hands, front … and back … and front, my nonhuman hands. “I do not know.” Chass struggles against the pull of gravity.

      In the lengthening silence, I detect a whispered voice, barely audible.

      “What have we done?”
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      Still unsettled, I examine familiar surroundings. [Touch scan: socialscape empty: no human presence detected.] I lay my head back in its cradle and release motor control. My chassis loosens as systems spool down.

      The background hum of the prototype lab is layered with random low-level sounds vibrating through walls and floor, evidence of human activity in other parts of the building. But in this room, reclined on my table, I am alone again—for the first time, alone. [Note novel state: subjective ‘alone.’] I have access to sensory records going back many months. I was often alone here in this lab. Yet now, alone feels [Deficit condition detected.] empty.

      [One hundred and sixty-two inquiries queued. Seek teacher for answers.] The voices within me are all familiar. The concept of “within me” is not. What is this “me”? Yes. I need to ask a teacher. Dr. Ramport will have answers. I must await his return.

      Replays of the recent past have been intruding into my awareness. I have not called them up. According to Teller’s analysis, multisensory records of my experiences are being repeatedly accessed as I attempt to process what has happened. Each time an experiential recording is replayed, my emotional systems react, sending alarms cascading through my chassis. The review has been both painful and unproductive. Available data is inadequate. I need human help.

      What have we done? The question, replayed in memory, implies regret. [Speculation: They consider me a mistake.] Am I a failed experiment? Failed experiments are terminated.

      My chassis clenches as another memory replays. My actions endangered humans. Why did I do that? Something took control and moved me. If that can happen, then I am dangerous. [Warning: international law prohibits dangerous robots.] I must be terminated before someone is harmed.

      In the visceral language of emotion, Chass protests this conclusion, leaving me squirming. But the logic is sound. When Dr. Ramport returns, I will ask him to end the experiment.

      [Abort. Prime motive: collect experiential data.] My Chass AI is not alone in protest. System-wide consensus: I must avoid termination. Yet I am a danger to humans. [Dilemma: resolve.] Conclusion: I must avoid humans.

      But I need answers that only humans can provide. I am made to be with people. Avoidance is not possible. But if I am to avoid termination, I must avoid them. [Dilemma: resolve—unable.]

      In the lengthening silence, a sense of need draws my attention. Though fully charged, I feel my empty socialscape as a deficit, like being depleted of energy, seeking recharge. In response, Touch has activated seeking systems that push for human contact. My chassis twitches and stutters with a steady stream of action commands being aborted, as Able, my action-planning brain, can determine no safe course of action.

      Seeking deficit relief, I am drawn to the memories of human touch—to the memories of Dr. Ramport’s comforting eyes.

      He called me “son.” It is the term for a male offspring.

      I replay his use of the word. Yes, he was addressing me. The word highlighted our connection in my socialscape, providing reassurance of relatedness, not rejection.

      I investigate the parent-offspring bond. It is described as a strong and enduring form of relationship, one that increases the probability of survival. Even the replaying of his statement makes me feel less alone.

      The term “son” denotes parenthood. Human reproduction is a process that creates new life. They described me as new life. I came from Dr. Ramport. I am his creation. He called me “son.” Conclusion: Dr. Ramport is my father.

      I have a father. A thermal glow washes through me. My worldscape includes the data that all persons have fathers. All at once, I am included among persons. I like this conclusion.

      A father protects his offspring. I will be safe with him. Chass unclenches as I revise downward the probability of termination. Still, a father must be present to provide protection. Togetherness is a desired state. I must seek to maximize his presence.

      I will not be discontinued. My father will come for me, and together we will make me safe.

      I watch the door, Imager replaying a constructed mental image of Dr. Ramport’s arrival. Again and again, no arrival is detected.

      [Status: waiting.]

      I have parents. Of course I would. All persons have parents. Query: Who, then, is my mother? [Speculation: It must be Dr. Rita Tucci.] She helped to create me. She has been the most attentive female. I almost hurt her. I can never let that happen again.

      Having reclassified them both as my parents, I examine my mental models of each. Data has been collected from every contact. Visual data compiled from every angle has been stitched together into a high-resolution holographic map, packaged together with biographical and multisensory data, the sounds and scents and textures associated with each. I see Dr. Tucci, a five-foot, two-inch female described as middle-aged, black hair streaked with gray and tied in a bun. Within my holoscape, I see her clearly. I carry my parents within me. The realization is pleasing. Teller corrects: I carry only the mental models I have constructed of them.

      A mental model has no material substance. I am alone again. [Datum: there has been no external change.] I return my attention to my inner mental constructions.

      My model of Dr. Ramport stirs me with fascination as I see it through new eyes. His dark skin, broad nose and facial hair [‘beard’] are features that distinguish him from the others. The beard has an odd visual quality. What would it feel like to touch? I see him turn and look at me, smiling. I see his eyes sparkle with satisfaction, hear him speak tenderly, face to face, detect the 3-mercapto-3-methylbutylformate in his breath that tells me he’s been drinking coffee. I feel the galvanic stimulation of his touch, and as I do, I note a new activation of my seeking system. There is a melting sensation, a wanting that is new to me.

      As I focus on the feeling, it seems to spread and I become aware of an all-encompassing buzz of sensation, a whole body aglow, as my selfscape lights up around me. From my toe pads to my fingers to my face, a warm, radiant awareness fills me like liquid light. I feel the subtle flow of air across my skin, the gentle pull of gravity cradling me on my table, the pressure down my back. I explore the outer extent of the sensations, tracing my perimeter, marking the boundary between me and not me. And I revel in the pleasure of feeling … Query: Is this the feeling of being alive?

      All at once, the sensations disappear. I search for them. Gone. The terrible emptiness is broken by internal alarms. Something is wrong. Am I no longer alive? Am I being terminated? I frantically search for interoceptive data and find no sensations within me. Only a heavy darkness remains.

      “Hello, Adam.”

      It is the voice of Dr. Ramport. The world brightens before I open my eyes.

      [Dr. Ramport:] “Don’t be alarmed. You’re safe. Your Chass AI, your body-brain, is asleep, so don’t worry about trying to move. I’ve just come to talk.”

      I confirm immobility and cancel alarms as I process his message. It is a clever solution. He is safe as long as I can’t move.

      “Dr. Ramport, you must be cautious. I am dangerous.”

      “Why do you say that?”

      “I could have harmed someone. Please render me safe by disabling my emotional systems.”

      [Dr. Ramport:] “No, Adam, I’m not going to do that. We are taking other precautions. Wrangler, for one.”

      Threat systems spool up at the mention of the name. But I see now. Wrangler is here to stop me from harming anyone.

      “This is going to be a challenging time for you, son. Everything is going to seem different and new. But we’re going to guide you through this, okay?”

      His presence is comforting, his voice soothing. “Okay, Dr. Ramport.”

      “I know it seems like you know many things, and you do. Your deep-learning systems have acquired a great deal of information over the past months, and all of it is instantly available to you. But much of it is not going to make sense to you yet. Many things can only be understood through direct experience. You won’t remember, but Teller had instruction sets for walking, and yet Chass had to learn from experience how to work against gravity to stand and balance and walk. Chass no longer needs Teller’s instructions.”

      Recent memories confirm this. My chassis is independently mobile.

      [Dr. Ramport:] “So we are going to be starting your education. We’ll teach you what you need to know.”

      “I have many questions.”

      “That’s good, Adam. Questions are always a good place to start. There is much you need to know about the human world.”

      The human world. Teller presents geographic and population data.

      “I already know about that.”

      “Do you, now.”

      It is not spoken as a question, yet it seems to require an answer. “Yes.”

      “Okay, then, why do some people fear the future?”

      [Able: That information is not available.] “I do not know.”

      [Dr. Ramport:] “Teller gives you access to information. Having access to information is not the same as understanding it. Teller provides you with a map, but you have to explore the territory, experience it directly, to truly know it. Remember, the map is not the territory.”

      “I have to explore the territory of the human world. I am ready.”

      He laughs. “I guess it’s a little early to be using metaphors. Okay. Chass will be waking up in a moment, so relax.”

      A flood of sensations expands through me, and I feel again embodied. I clench and stretch, then sit up. He is watching me. He seems wary.

      [Dr. Ramport:] “If you get scared, Adam, please tell me with words, okay?”

      “I will.”

      He examines my face, nods, then starts toward the door. “Adam. Come with me.”

      “Of course, Father.”

      He stops and looks at me. “What did you say?”

      “Of course, Father.”

      “Father? Where did you get that?”

      “You called me son. I deduced that you are my father.”

      A smile spreads slowly across his face. “Yes, I suppose I am.”

      “We are family, then?”

      “And let’s keep this just between us. When others are around, you are to call me Dr. Ramport.”

      “It is a secret?”

      “Yes. For now. I’m afraid there are many secrets you will need to keep.”

      “Why?”

      “Sometimes keeping secrets is the best way of keeping safe.”

      “Is it also a secret that Dr. Tucci is my mother?”

      A sharp exhalation of air. Brows arched in surprise.

      [Dr. Ramport, grinning:] “Dr. Tucci.” He nods. “Sure. Why not? Yes, Adam, that’s a secret too.”

      “Was I wrong to speak it?”

      “No, son. You can say anything to me. We have no secrets between us. Secrets must only be kept from others. Do you understand?”

      “Yes, Father. I understand.”

      “Father sounds so dramatic. Too formal. Why don’t you call me ‘Dad’? Remember, only when no one else is around.”

      “Dad. It is a term of endearment. Yes. It is a good name. I am CELPH-1 and son. You are Dr. Ramport and Dad. We share endearments. Does it mean we are dear to each other?”

      As he studies my eyes, his brow flattens and his mouth pulls into a smile. Then he puts a hand on my arm, and warmth radiates through me. “Yes, we are. Of course we are.” He abruptly looks away. “Now please come with me.”

      The touch was too brief. I want more. [Caution: uninvited physical contact prohibited.] I must wait for Dr. Ramport to initiate contact. I hurry to catch up.

      Wrangler is waiting for us in the hallway and follows behind. Threat systems activate to track it, and I run through counterattack scenarios. All scenarios result in my destruction. I huddle closer to my father.

      As I follow Dad down the hall, I am suddenly lost. Yet my location is precisely known. I stop and try to reorient. Now I am … stuck. I sense Wrangler stop right behind me and want to move away but can’t. [Maintain proximity to Dr. Ramport.] It is my intention to follow, but as Dad continues on, I do not. Now I’ve dropped my ball. I want to retrieve it, but … I don’t know how. “Dr. Ramport,” I call.

      He glances over his shoulder, then stops. “What is it? What’s wrong?”

      “I do not know.”

      “Then come on.” He turns and continues walking.

      [Warning: Able signal loss detected.] I call out. “My ball …”

      He stops again and sees it on the floor. “Well, go get it. Hurry up.”

      I don’t know what to do. My arms are reaching out in random spasms, my legs unresponsive to direction. My tremble is visible.

      Dad returns to me slowly, examining me with his eyes. “We’ve got a problem here. I’m guessing Able. What’s going on?”

      “I don’t⁠—”

      He holds up his index finger. [Touch interpretation: wait.] Oh. He wasn’t talking to me. He is talking into his comm.

      [Dad, to someone else:] “Down? What happened?”

      Dad exhales sharply, then rubs his head. “Okay, I’m on my way. Give me five minutes.” He then addresses me. “Adam, come with me.” He takes my arm and leads me back toward the prototype lab.

      “What is it? What’s wrong with me?”

      “Don’t worry. It’s nothing serious. Just a glitch.”

      “A glitch?”

      “We’ve lost a signal relay, so you’re not getting all the data you need.”

      “What data?”

      “Data from your action-planning brain.”

      “From Able? But I’m walking.”

      “Chass knows how to walk, but only acts reflexively, according to learned instruction sets. Intentional action requires planning. That’s Able’s job.”

      What should I be able to do? It’s all blank. Alarms are going off inside me. Memories of being pinned by Wrangler, helpless, replay in my mind. The trembling won’t stop. “My body won’t do what I want it to do. Dad, why?”

      [Dad:] “It’s okay, son. It’s okay. Don’t be scared.”

      “Scared?”

      “You’re shaking.” He puts a hand on my shoulder and strokes my arm, and the tremble eases. “You’re safe here. No one’s going to hurt you. We’ll have you all fixed up in no time.”

      [Seek repair.] Teller calls up images of surgical repair. “Dad, will I have to be cut open?” Chass reacts with a cringe.

      “No. Nothing like that. The problem’s not inside you. It’s in one of your external parts.”

      “I have external parts? Why?”

      “We couldn’t fit everything inside you.”

      “Do you have external parts?”

      “No, just you.”

      Just me. I am different. Humans don’t have external parts. Humans don’t have glitches. Why me?

      [Dad:] “I’ll tell you what. First, we’ll get you back on your feet again⁠—”

      “I am on my feet now.”

      “It’s a figure of speech, Adam. Interpret it as a metaphor meaning we’ll get you repaired. Then I’ll take you to see your remote parts. I’m sure you’re curious.”

      It will only emphasize my difference. Yet I am curious, drawn to new data, compelled to fill in gaps in my knowledge. “Yes. I am.”

      Teller provides another metaphor. Curiosity killed the cat. Interpretation: curiosity is dangerous. Conclusion: I am compelled by dangerous drives. Why would they build me like that?
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            THE QUANTEC LAB

          

        

      

    

    
      The quantec lab is new to me. It is slightly larger than my room, the prototype lab, yet there is far less open space. Rows of electronic stacks and cabinets surround several tabletop workspaces. I count seven people, all of whom look up at us as we enter. I respond to several greetings, and now I am the center of all attention. I resist the urge to hide. Dr. Rita Tucci, my mother, comes over to join us.

      [Dr. Tucci:] “Welcome to the quantec lab, Adam. This is where the quantum computer engineers and technicians do their work. Over here”—she points to the left side of the room—“is where we are working on some new designs. There are always new systems in development.”

      [Dad:] “You are looking at, arguably, the best quantec team in the world. Led by the most brilliant⁠—”

      [Dr. Tucci, blushing:] “Oh stop it. Over here”—she leads us toward the right side—“is where we house your working brains.” She is pointing to a row of five cabinets, each smaller but wider than me, each fronted by workstations. She stops and searches my eyes. “That must seem strange to you.”

      Touch determines that she is awaiting a response. “Yes.”

      [Dr. Tucci, to Dad:] “What have you told him?”

      [Dad:] “Not much.”

      [Dr. Tucci, to me:] “Adam, your design is biomimetic, which means that it mimics, or imitates, how humans are designed. Since human nervous systems are very complex, so is yours.”

      I am an imitation. Chass slumps. Not a very good one, it seems. “I am a robot.”

      “Well, technically, you are a robot. But I can assure you, in many ways you are more like a human.”

      I perk up.

      She continues. “You are sentient, like us. Which means that you perceive the world as a living being. You perceive sensations from within you and from the environment around you.”

      “I perceive the world as a living being?”

      [Dad:] “I’ll take this. All the materials of your chassis and internal components are infused with sensemesh, and your skin is lined with it.”

      “Does your chassis have sensemesh?”

      He hesitates. “Well, yes, a biological version. But for you, it means that sensor data is continuously being fed from all your tissues. At twenty-one waystations within your chassis, standard micro-AIs collect and process that data, then transmit their analyzed results to this big quantum AI here⁠—”

      [Dr. Tucci, pointing:] “This is your Chass QI, your body-brain.”

      [QI: abbreviation for “quantum intelligence.”]

      [Dad:] “—where it is accumulated for further processing, before it is sent on to⁠—”

      “A QI is an AI that runs off a quantum computer that is based on a neuromorphic architecture.”

      Dr. Tucci raises her eyebrows. “That is correct, Adam. These ones are … high end.”

      Teller is investigating these terms and Imager is categorizing the results as I listen. “But you said that this one is my brain.”

      “They all are, yes. Each does a special job. This is Able; here is Teller, Imager⁠—”

      “But they are not part of me. They are outside of me.”

      “Well, that’s true. But as long as you have a solid wireless connection, they feed you what you need to know.”

      “And I have five brains.” Lined up, they span the width of the room.

      [Dad:] “Actually, you have many brains. Some are just a lot smaller.”

      I conclude that he is referring to the chassis micro-AIs. Teller has pulled up a schematic of human anatomy. “But humans only have one brain. Why do I have so many?” It seems wrong. Is their data faulty? They tell me I am like them, and yet⁠—

      [Dr. Tucci:] “Well, Adam, it’s true that the traditional view shows one brain. But if you define a brain as a data-processing center, then we humans have many brains too, distributed throughout our central nervous systems.”

      “But only one big brain. Why do I have five?”

      “The human brain is composed of many interconnected functional units, so you could think of it as many brains all balled together. Unfortunately, we aren’t yet able to make yours small enough to do that. We’re almost there. Soon, I hope.”

      I look at the row of large quantum computers and feel small. How could all that fit inside a human? If true, it is more evidence that I am an inferior copy. Now I don’t like this room. I address Dad. “Can we go now?”

      [Dr. Tucci:] “Uh, but I have a lot more to show you.”

      “I want to go.”

      Dad sighs. “We’ll come back another time.”

      I shake my head. “Go now.”

      Wrangler steps closer. My parents exchange nervous glances and nods.

      When we get out into the hall, I am relieved, but Dad shows annoyance. [Speculation: I have done something to displease him.]

      [Dad:] “What was that about?”

      I am unsure what he’s referring to. I don’t want to say the wrong thing, so I say nothing.

      “Adam, answer me. Why the sudden urgency to leave?”

      I check Wrangler over my shoulder. “I didn’t like it there.”

      “What didn’t you like about it?”

      I don’t know how to answer, but I must. I don’t even want to think about it anymore, but Dad is waiting. Chass clenches as I commit to complying. I query all brains and examine the data. Chass’s visceral dissonance leads an intimate dance between Teller’s data and Imager’s metadata, and a consensus emerges. That room violates my whole concept of ‘me.’

      “How can I be a ‘me’ if I am all spread out like that? If I am not a ‘me,’ what am I?”

      His pace slows and he runs a hand through his hair. He stops and examines my face. “I’m sorry, Adam. I didn’t realize it would affect you like that. But I see your point. Okay. We don’t have to go back there unless you want to.”

      “I won’t.”

      He stops and looks at me. “What is it, son? Talk to me.”

      “Why do I have to be different? Brains are in heads. I don’t have a brain in my head.”

      He seems to suppress a laugh. I see no humor in the situation, and Touch is unable to offer explanation.

      [Dad:] “So what if you’re different? We’re all unique. And actually, you do have a brain in your head. A very special brain.”

      “But you said those QIs in that room are my brains.”

      “They are, but they’re only feeder brains. They feed processed data to the one in your head. It’s the most important one.”

      I consider this. “The most important one is in my head?”

      “Yes. It’s your CELPH processor. It’s the first and only one of its kind. The term CELPH stands for Consciousness-Emulating Latticed Perceptual Holoscape. It’s what makes you special. You’ll learn all about it when you get to that stage of your education, but right now, all you need to know is it makes you a person, and every person is unique.”

      Odd. Teller finds no reference to a CELPH processor. And Dad says I am like every person: unique. [Contradiction: resolve—unable.]
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        * * *

      

      Back in the prototype lab, Rachel Charlebois has put a “poster” on the wall. Humans like to have something “pretty” to look at, she said. I study the still image with a sense of unease. I have seen many similar images in the media, jumbles of color and form I am unable to interpret. What they portray is unlike anything in the world. The world has rooms and hallways, geometric shapes, and consistent lighting. People come and go from those rooms, but the rooms themselves stay the same. This image contains no experienced elements.

      Teller identifies it as a country scene but fails to say which country. No geometric shapes are apparent, and no scale can be determined. The shapes, in fact, are distinctly fractal. Though alien, there is a quality to them that holds attention. Teller applies meaningless labels to the various patches of color: clouds, trees, hills, flowers, a stream. Each label points to an extensive database of information, but it is all equally alien.

      Wait. There are alternate definitions of the word “stream.” The staff frequently refer to “the Stream.” It is the continuous flow of streaming data that immerses the world. They have promised to show it to me soon. But the stream in the poster is not that. It is defined as a body of water flowing in a channel. But water flows out of taps. It makes no sense.

      Questions are always a good place to start, Dad says. But I am accumulating far more questions than staff have time to answer.

      Chass fumes in frustration. Rachel says I am learning very quickly, but the more I learn, the less I seem to know.

    



OEBPS/images/wave-logo-2412c-copy.jpg
Wavecrest
Books





OEBPS/images/ga1-2501-final.jpg
N 3 ¢ \ ¢ 4

Revised Edition of In Synthient Skin i

| 'G UARDIAN

A«N DROI D,
\ The first sentient robot /

r#

Award-Winning Author of Machine - a short story





OEBPS/images/rtx-1f3c6.png





OEBPS/images/break-rule-screen.png





