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Avant-propos
Branche des mathématiques, philosophie des sciences sociales, outil incontournable de l’analyse moderne de l’évolution des espèces, noyau dur de la science économique, arme stratégique dans les conflits militaires ou encore, selon ses détracteurs, instrument machiavélique destiné à justifier des comportements cyniques et immoraux, la théorie des jeux laisse rarement indifférent, fascinant les uns, intriguant voire inquiétant les autres. L’objet de cet ouvrage est de conforter les premiers et de rassurer les seconds en proposant une introduction simple et didactique qui ne demande au lecteur aucun prérequis (ni en mathématiques, ni en économie).
La théorie des jeux se définit généralement comme l’outil mathématique permettant d’analyser les interactions stratégiques entre les individus, en particulier lorsque ces derniers ont des intérêts divergents. Elle s’intéresse à toutes les configurations dans lesquelles la situation de chacun dépend du comportement de tous et constitue donc la théorie mathématique des comportements stratégiques.
La théorie des jeux a été fondée par les mathématiciens (notamment John von Neumann, Émile Borel et Ernst Zermelo) dans les années 1920. Elle doit son nom au fait qu’à l’origine, elle était orientée vers l’étude des jeux de société tels que les échecs ou le poker. Mais elle prend véritablement son essor avec la publication, en 1944, de l’ouvrage de John von Neumann et de l’économiste Oskar Morgenstern qui ambitionnent ni plus ni moins de refonder la science économique sur des bases plus solides. Leur idée de départ est simple : tous les problèmes économiques peuvent se ramener à un jeu de stratégie entre acteurs rationnels et la théorie des jeux est le moyen pour analyser ces interactions stratégiques. La théorie des jeux se développera ensuite dans les années 1950 avec les travaux de John Nash, mathématicien génial sombrant, au début des années 1960, dans une forme grave de schizophrénie paranoïde et dont le destin hors du commun a été rendu célèbre par une formidable biographie (Nasar [1998]) et le film Un homme d’exception qui en est tiré. Les travaux de Nash ont ensuite été prolongés, notamment par Reinhard Selten et John Harsanyi. La théorie des jeux étant devenue l’outil méthodologique de référence de la science économique, Nash, Selten et Harsanyi se verront récompensés par le prix Nobel d’économie en 1994. Depuis, le prix Nobel d’économie vient régulièrement récompenser la théorie des jeux, soit pour ses développements théoriques (Robert Aumann et Thomas Schelling en 2005), soit pour ses applications à la théorie économique moderne, notamment à l’analyse des mécanismes d’incitation (Leonid Hurwicz, Eric Maskin et Roger Myerson en 2007) et à la théorie de la concurrence (Jean Tirole en 2014).
L’objet d’étude de la théorie des jeux, à savoir les comportements stratégiques, implique un champ d’application extraordinairement vaste : économie et gestion, mais aussi stratégie militaire, sociologie, psychologie, anthropologie, science politique, philosophie ou même biologie ! Comme l’a noté Herbert Gintis [2000, p. xxiii] dans l’introduction de son manuel, « la théorie des jeux est un langage universel devant permettre l’unification des sciences comportementales. »
Par ailleurs, les théoriciens des jeux ont très rapidement associé à leurs travaux théoriques la démarche expérimentale. Comme le notent Gœree et Holt [2001, p. 1 403], « l’idée que la théorie des jeux devait être testée avec des expériences en laboratoire est aussi vieille que la notion d’équilibre de Nash ». L’une des premières expériences a d’ailleurs été réalisée dès 1950 par Melvin Dresher et Merrill Flood : ces deux mathématiciens font jouer à deux collègues un jeu très simple qui deviendra célèbre puisqu’il s’agit de la première formulation du « dilemme du prisonnier » (cf. chapitre 3). Nash, dans les années 1950, puis Selten, à partir des années 1960, développeront également des expériences visant à évaluer la capacité prédictive de la théorie. Depuis sa naissance, la théorie des jeux a donc associé à l’approche théorique (mathématique) une démarche empirique fondée sur l’expérimentation.
Cet ouvrage propose une présentation intuitive de la théorie des jeux, en partant systématiquement d’exemples simples que le lecteur est invité à « jouer » lui-même. Dans la première partie, nous présentons les fondements de la théorie des jeux en en définissant les grands concepts (chapitres 1 et 2). La seconde partie est consacrée aux principaux jeux. Le chapitre 3 présente le plus connu d’entre eux, le « dilemme du prisonnier », alors que le chapitre 4 s’intéresse aux jeux de coordination. Le chapitre 5 montre, à partir de quelques exemples simples, que la confrontation des prédictions théoriques et des observations expérimentales permet de dépasser l’approche traditionnelle. Enfin, la conclusion générale fournit quelques pistes de réflexion sur l’utilité de la théorie des jeux.
REMARQUE
Il est bien entendu que cet ouvrage constitue une initiation à la théorie des jeux. Il est loin de couvrir tous les champs de la discipline et choisit délibérément d’insister (plus que de coutume) sur ses aspects expérimentaux. Pour des présentations beaucoup plus complètes et davantage orientées vers les aspects théoriques, le lecteur intéressé pourra par exemple consulter (par ordre croissant de difficulté technique) les manuels de Yildizoglu [2011], Cavagnac [2006], Binmore [1999], Dehez [2017], Umbhauer [2004] ou Dequiedt, Durieux et Solal [2011] (ainsi que les ouvrages introductifs de Guerrien [2010] et Giraud [2009]). Par ailleurs, le lecteur pourra se référer à Kreps [1999] pour les applications en économie et à Umbhauer [2002] pour les applications en gestion. Parmi les très nombreux ouvrages en anglais, on citera le très accessible The Art of Strategy de Dixit et Nalebuff [2008] et le manuel introductif de Dixit, Skeath et Reiley [2014]. Pour ce qui concerne les aspects expérimentaux, le lecteur pourra consulter l’ouvrage de Camerer [2003] ainsi que le chapitre IV de Eber et Willinger [2012]. Enfin, Rubinstein [1990] et Rasmusen [2001] ont rassemblé les textes fondateurs et Weintraub [1992] a coordoné une série d’articles sur l’histoire de la théorie des jeux.


Cette 4e édition est enrichie de nouveaux exemples mettant en perspective la portée et les limites de la théorie des jeux.


PARTIE I
Les fondements de la théorie des jeux


  CHAPITRE 1

  Les concepts de base

  
    Dans ce chapitre, nous présentons les principaux concepts de la théorie des jeux, en partant d’exemples simples.

    
      I Jeu et stratégie

      
        Jeu 1

        
          Vous jouez avec un partenaire anonyme qui joue en même temps que vous et avec lequel vous ne pouvez pas communiquer. Le but du jeu est d’obtenir le plus de points possibles (et pas forcément plus de points que l’autre joueur). Comme votre partenaire, vous avez à choisir entre deux couleurs : le rouge (R) ou le noir (N).

          
            
              – Si vous jouez N, vous gagnez 7 points, quelle que soit la couleur jouée par votre partenaire, ce dernier gagnant alors 3 points s’il joue N ou 4 points s’il joue R.

            

            
              – Si vous jouez R et que votre partenaire joue N, vous gagnez 3 points et lui 4 points.

            

            
              – Si vous jouez R et que votre partenaire joue également R, vous gagnez 10 points et lui 5 points.

            

          

          Les données du jeu, connues des deux joueurs, sont récapitulées dans le tableau suivant :

          
            
              
                
                
                
                
                
                
                
                  
                    	Couleur

                    	Points

                  

                  
                    	Vous

                    	Votre partenaire

                    	Vous

                    	Votre partenaire

                  

                  
                    	N

                    	N

                    	7

                    	3

                  

                  
                    	N

                    	R

                    	7

                    	4

                  

                  
                    	R

                    	N

                    	3

                    	4

                  

                  
                    	R

                    	R

                    	10

                    	5

                  

                
              

            

          

          Quelle couleur choisissez-vous ? N ou R ?

           

          Résultat

           

          Une grande majorité de joueurs (généralement près de 70 %) répond R.

        

      

      La situation décrite ci-dessus met bien en scène un jeu puisqu’elle concerne deux individus en interaction stratégique, le choix de l’un influençant la situation de l’autre. Puisque les deux joueurs sont interrogés séparément, sans qu’ils puissent communiquer entre eux et s’engager à prendre certaines décisions, on parle de jeu non coopératif. Une branche de la théorie des jeux, initiée par von Neumann et Morgenstern [1944] et qualifiée de « coopérative », s’intéresse au contraire aux cas où les joueurs cherchent à s’entendre préalablement et à former des coalitions avant de s’engager dans le jeu.

      Dans le jeu 1, les deux acteurs jouent simultanément : on parle alors de jeu statique ou de jeu simultané.

      Un premier concept fondamental de la théorie des jeux est celui de stratégie. Comme dans le langage courant, une stratégie fait référence à un plan d’actions.

      
        DÉFINITION

        
          Une stratégie est un plan d’actions spécifiant l’ensemble des décisions que doit prendre le joueur au cours du jeu.

        

      

      Dans le cas d’un jeu statique tel que le jeu 1, chaque joueur prend une décision unique et sa stratégie coïncide donc avec cette action unique. Nous verrons que, dans le cas des jeux dynamiques (chapitre 2, section I), le concept de stratégie ne se ramène plus forcément à une seule action.

      Dans le jeu 1, on a deux joueurs (« vous » et « votre partenaire ») qui doivent choisir entre deux stratégies possibles (R et N) afin de maximiser leur nombre de points. R et N sont qualifiées de stratégies pures (par opposition aux stratégies dites mixtes qui seront introduites plus bas, cf. section III).

      
        DÉFINITION

        
          Un jeu non coopératif statique est caractérisé par : (i) le nombre de joueurs, (ii) l’ensemble des stratégies pures (actions) à la disposition de chaque joueur, (iii) les résultats du jeu pour chaque joueur dans les différentes configurations possibles, (iv) les préférences des joueurs concernant les résultats du jeu.

        

      

      En appliquant cette définition, le jeu 1 est donc caractérisé par le nombre de joueurs (en l’occurrence 2), l’ensemble des stratégies pures pour chaque joueur (R et N), les résultats du jeu (le nombre de points obtenus) dans les différentes configurations possibles et les préférences des joueurs concernant les résultats du jeu représentées par l’objectif d’obtenir le maximum de points.

      Pour représenter un tel jeu, il y a deux possibilités (quasiment équivalentes). Il est commode de représenter un jeu statique à deux joueurs comme le jeu 1 sous forme normale (encore appelée forme stratégique), c’est-à-dire sous la forme d’un tableau présentant les gains des joueurs en fonction de leurs stratégies. Pour ce qui concerne le jeu 1, la représentation sous forme normale est la suivante :

      
        
          
            
            
            
            
            
            
            
              
                	

                	

                	Joueur 2 (« votre partenaire »)

              

              
                	

                	

                	Noir (N)

                	Rouge (R)

              

              
                	Joueur 1

                  (« vous »)

                	Noir (N)

                	7, 3

                	7, 4

              

              
                	Rouge (R)

                	3, 4

                	10, 5

              

            
          

        

      

      Dans les quatre cases du tableau, le premier chiffre est le nombre de points gagnés par le joueur 1 (« vous »), le second chiffre le nombre de points gagnés par le joueur 2 (« votre partenaire »). Par exemple, la case en bas à gauche du tableau signifie que si le joueur 1 joue R alors que le joueur 2 joue N, le premier obtient 3 points alors que le second en gagne 4 ; d’où la notation (3, 4) dans la case considérée du tableau. Les chiffres représentés dans un tableau de ce type correspondent au résultat du jeu pour les joueurs dans les différentes configurations possibles. Dans l’exemple, ce résultat correspond à un nombre de points. Dans les applications économiques, le résultat du jeu est généralement exprimé par une somme d’argent (par exemple en euros), auquel cas l’hypothèse standard est de supposer que les joueurs cherchent simplement à maximiser leur gain monétaire. En fait, la théorie des jeux repose sur une approche plus globale de la notion de « gain » : c’est leur utilité (satisfaction) que les joueurs cherchent à maximiser et les « gains » du jeu devraient donc traduire des niveaux d’utilité ; dans la suite de l’ouvrage, notre hypothèse sur les préférences des joueurs consiste à assimiler la satisfaction des joueurs au nombre de points obtenus ou, dans certains cas, à leur gain monétaire, ce qui peut alors être une vision réductrice de leurs motivations comme nous le verrons plus loin (chapitre 5). D’une manière générale et quelle que soit l’unité dans laquelle il est formulé, le résultat du jeu pour un joueur, dans une situation donnée, est souvent appelé payoff. C’est pourquoi le tableau présentant les différentes configurations du jeu est parfois qualifié de matrice des payoffs.

      Il y a une deuxième manière de représenter un jeu, appelée forme extensive ou forme arborescente. Il s’agit de le représenter sous la forme d’un arbre de jeu, encore appelé arbre de Kuhn, du nom du mathématicien ayant développé le concept (Kuhn [1953]). Pour le jeu 1, cela donne la représentation de la figure 1.1.

      [image: Arbre de jeu pour le Jeu 1, montrant les décisions séquentielles et les gains pour deux joueurs.]
      
          Un diagramme en arbre (forme extensive) représentant le Jeu 1. Un nœud initial 'Joueur 1' a deux branches : 'N' et 'R'. Chaque branche mène à un nœud 'Joueur 2'. Les deux nœuds 'Joueur 2' sont reliés par une ligne pointillée. Chaque nœud 'Joueur 2' a deux branches : 'N' et 'R'. Les branches finales mènent aux gains (Joueur 1, Joueur 2) : (N, N) -> 7, 3; (N, R) -> 7, 4; (R, N) -> 3, 4; (R, R) -> 10, 5. Le diagramme est en noir et blanc.

      
        
          Figure 1.1 – Représentation du jeu 1

        
      
      Chaque point noir sur la figure est appelé nœud de décision, chaque flèche représentant un coup du jeu. Cette présentation n’est a priori pas sans ambiguïté par rapport au jeu étudié, dans la mesure où elle suggère qu’il y a un certain ordre dans les actions, donné par le sens des flèches. Ainsi, la figure 1.1 semble indiquer que le joueur 1 joue avant le joueur 2 alors que nous considérons un jeu statique dans lequel les deux joueurs jouent bien simultanément. Afin de représenter le fait que les deux joueurs font leur choix de manière simultanée, on relie par des pointillés les nœuds correspondant à la décision du « deuxième » joueur (le joueur 2 dans la figure 1.1) pour signifier que ce dernier ignore le choix du « premier » joueur au moment où il est amené à jouer. Ainsi, dans la figure 1.1, le joueur 2 ignore, au moment où il joue, à quel nœud il se trouve, ne connaissant pas la stratégie adoptée par le joueur 1.

      L’ensemble des nœuds se trouvant reliés entre eux par des pointillés est appelé ensemble d’information. Lorsqu’un ensemble d’information contient au moins deux nœuds, le jeu est à information imparfaite. Si, au contraire, tous les ensembles d’information ne contiennent qu’un seul nœud, on parle de jeu à information parfaite, chaque joueur sachant alors exactement où il se trouve dans l’arbre du jeu au moment où il est amené à jouer. (Nous verrons des jeux à information parfaite un peu plus loin lorsque nous étudierons les jeux dynamiques – cf. chapitre 2, section I).

      Dans le jeu 1, les deux acteurs jouent simultanément : il s’agit donc d’un jeu à information imparfaite. Dans une telle configuration, la représentation sous forme extensive apporte peu et une représentation sous forme normale est suffisante. C’est pourquoi nous nous en tiendrons, dans ce qui suit, à la forme normale pour les jeux à coups simultanés. Par contre, pour les jeux dynamiques (que nous introduirons dans la section I du chapitre 2), dans lesquels les joueurs n’interviennent plus simultanément, mais de manière séquentielle, il est clair que la représentation sous forme extensive devient préférable car elle permet de visualiser l’ordre des coups.

    

    
    
      II L’équilibre de Nash

      Nous pouvons à présent tenter de « résoudre » le jeu 1, c’est-à-dire d’en déterminer une issue probable, « logique », « rationnelle ». Pour cela, il convient de définir un concept de solution. Le plus communément admis est sans conteste celui proposé par John Nash (dans un article d’une page publié en 1950 – Nash [1950a] – et une thèse de Doctorat de 27 pages (!) soutenue à l’Université de Princeton en mai 1950 – Nash [1950b] – et publiée en 1951 – Nash [1951]). L’équilibre de Nash constitue en effet la pierre angulaire de la théorie des jeux moderne. Il caractérise l’issue « logique » du jeu, c’est-à-dire la manière dont devraient se comporter des joueurs rationnels.

      En voici deux définitions strictement équivalentes :

      
        DÉFINITION

        
          i. Un équilibre de Nash est un ensemble de stratégies (une par joueur) tel qu’aucun joueur ne peut obtenir un gain supplémentaire en changeant unilatéralement de stratégie.

          ii. Un équilibre de Nash est un ensemble de stratégies (une par joueur) tel que la stratégie de chaque joueur est une meilleure réponse aux stratégies des autres.

        

      

      L’équilibre de Nash renvoie à un critère « d’absence généralisée de regret » : il implique qu’aucun des joueurs ne regrette d’avoir joué comme il l’a fait, étant donné la manière dont les autres ont joué.

      La question est maintenant de savoir comment déterminer les équilibres de Nash d’un jeu. Considérons le jeu 1. Dans cet exemple simple, il y a trois manières de trouver l’équilibre de Nash. La première est d’éliminer successivement les stratégies strictement dominées, c’est-à-dire les stratégies qui donnent, pour le joueur qui les emploierait, un résultat systématiquement inférieur à celui obtenu avec une autre stratégie, et cela quelle que soit la stratégie adoptée par les autres joueurs. Comme nous le verrons dans le cas du jeu 1, l’élimination de stratégies strictement dominées pour un joueur peut faire apparaître des stratégies strictement dominées pour d’autres joueurs dans le jeu « restreint ». La méthode d’élimination successive (itérative) des stratégies strictement dominées est appelée méthode de la dominance itérée. Dans les cas où cette méthode peut être appliquée jusqu’au bout, elle conduit naturellement à l’équilibre de Nash. En effet, quelle que soit l’action de son partenaire, un joueur regrettera forcément d’avoir joué une stratégie strictement dominée qui, par conséquent, ne sera jamais choisie à l’équilibre de Nash.

      Le jeu 1 peut être « résolu » par cette méthode. Dans ce jeu, N est une stratégie strictement dominée pour le joueur 2 puisque, quel que soit le choix du joueur 1, le joueur 2 obtient un gain supérieur en jouant R. Si le joueur 1 joue N, jouer R rapporte 4 points au joueur 2 alors que jouer N ne lui en rapporte que 3. Si le joueur 1 joue R, jouer R rapporte 5 points au joueur 2 alors que jouer N ne lui en rapporte que 4. N est donc une stratégie strictement dominée et R une stratégie strictement dominante pour le joueur 2. Puisque l’équilibre de Nash n’est atteint que si aucun des deux joueurs ne peut faire mieux étant donné la stratégie de l’autre, il est clair qu’une stratégie strictement dominée ne peut pas « faire partie » d’un équilibre de Nash. Ainsi, on peut « éliminer » la stratégie N pour le joueur 2. Or, dans le nouveau jeu « restreint » à la stratégie R pour le joueur 2, N devient à son tour une stratégie dominée pour le joueur 1 puisqu’il gagne 7 points en jouant N alors qu’il en gagne 10 en jouant R. Ainsi, en éliminant successivement les stratégies dominées de chaque joueur, on s’aperçoit que la seule issue « rationnelle » du jeu 1 est que les deux joueurs jouent R. De fait, le seul équilibre de Nash du jeu est (R, R), c’est-à-dire la stratégie R pour les deux joueurs. On peut facilement vérifier qu’aucun des deux joueurs n’a de regret. Compte tenu de la stratégie du joueur 2 (R), le joueur 1 avait effectivement intérêt à jouer R puisqu’il obtient 10 points alors qu’il n’en aurait obtenu que 7 en jouant N ; compte tenu de la stratégie de l’autre joueur, il a donc « bien fait » de jouer R et n’a « aucun regret ». Il en va de même pour le joueur 2. Compte tenu de la stratégie du joueur 1 (R), le joueur 2 ne regrette pas d’avoir joué R puisqu’il a obtenu 5 points alors qu’il n’en aurait obtenu que 4 en jouant N.

      Comme nous le verrons plus loin, la majorité des jeux n’est toutefois pas « soluble » par la méthode de la dominance itérée, tout simplement parce qu’il n’existe pas de stratégie strictement dominée. Dans ce cas, il faut utiliser une autre méthode, plus générale, permettant de trouver l’équilibre de Nash. Cette méthode générale, utilisable pour tous les jeux, s’appuie sur la seconde définition de l’équilibre de Nash, à savoir qu’à l’équilibre, chaque joueur fait la meilleure réponse possible aux choix des autres. Reprenons notre exemple du jeu 1. Cherchons les meilleures réponses que le joueur 1 peut faire aux actions du joueur 2. Il est clair que N serait la meilleure réponse que le joueur 1 pourrait faire à un joueur 2 jouant N, puisqu’il obtiendrait alors 7 points alors qu’il n’en aurait gagné que 3 avec la « réponse » R. N est donc la meilleure réponse du joueur 1 au joueur 2 jouant N. De la même manière, on note que R est la meilleure réponse possible du joueur 1 au joueur 2 jouant R. Le même exercice peut être mené pour le joueur 2. On obtient alors que R est la meilleure réponse du joueur 2 dans les deux cas (ce qui n’est pas une surprise puisqu’on a vu que R est une stratégie strictement dominante pour ce joueur). Au final, un équilibre de Nash correspond à une case dans laquelle chaque joueur fait une meilleure réponse à ce que fait l’autre. Dans l’exemple du jeu 1, il n’y a que (R, R) qui réponde à ce critère : c’est donc bien l’unique équilibre de Nash.

      Dans notre exemple à deux joueurs représenté par une matrice des gains, une dernière possibilité pour identifier l’équilibre de Nash est simplement d’inspecter la matrice « case par case », c’est-à-dire de déterminer quelles cases correspondent au critère de stabilité de l’équilibre de Nash et quelles cases n’y correspondent pas. Dans notre exemple, (R, R) est bien la seule case qui correspond à un équilibre de Nash puisque ce n’est que dans cette case qu’aucun des deux joueurs n’a intérêt à changer unilatéralement de stratégie.

      On notera que, dans le jeu 1, l’équilibre de Nash est unique et « optimal » (puisqu’il correspond à la configuration assurant le gain maximum possible pour chacun des joueurs, soit 10 points pour le joueur 1 et 5 points pour le joueur 2). Cependant, ce résultat n’est pas général. Par la suite, nous verrons en effet que l’équilibre de Nash peut être sous-optimal (cf. chapitre 3) et que certains jeux en admettent plusieurs (cf. chapitre 4).

      Par rapport aux observations expérimentales (environ 70 % des joueurs 1 choisissent la stratégie R), on notera que l’équilibre de Nash correspond bien à la façon dont la majorité des individus se comporte face au jeu 1. Comment peut-on alors interpréter le comportement des 30 % de joueurs 1 optant pour la stratégie N ? Doit-on considérer leur comportement comme irrationnel ? Certainement pas. En fait, les sujets en question ne sont généralement pas irrationnels, mais n’ont simplement pas confiance dans la rationalité de l’autre joueur. Ils comprennent que, s’il est rationnel, le joueur 2 doit jouer sa stratégie dominante R (et n’a aucun intérêt à jouer N), mais ils comprennent également que la stratégie N est une stratégie sans risque pour eux, leur assurant un gain de 7 points, quelle que soit la stratégie adoptée par leur partenaire. Ils savent, par contre, qu’en jouant R, ils s’exposent au risque de voir le joueur 2 « faillir à sa rationalité » et jouer N (parce qu’il est irrationnel, parce qu’il n’a pas compris le jeu, parce qu’il veut « embêter » le joueur 1 et/ou l’expérimentateur, etc.). Les 30 % de joueurs 1 choisissant N n’ont apparemment pas confiance dans la rationalité de l’autre joueur et préfèrent opter pour la sécurité avec la stratégie N. D’ailleurs, sans surprise, les sujets choisissant N deviennent largement majoritaires lorsque, dans la version « monétaire » du jeu 1 (payoffs en euros et non plus en points), leur gain certain en optant pour N passe de 7 à 9,5 et/ou leur gain dans la configuration la plus défavorable (R, N) passe de 3 à 0, l’équilibre de Nash restant le même, à savoir (R, R). En fait, un tel comportement, particulièrement fin puisqu’intégrant des anticipations sur le degré de rationalité du partenaire, est d’une certaine manière trop subtil pour être pris en compte par le concept d’équilibre de Nash (qui suppose une rationalité absolue de tous les joueurs, connue et reconnue de tous). Cela suggère dès à présent certaines limites importantes quant à la capacité prédictive du concept, limites confirmées, de manière encore plus nette, dans le chapitre 5.

    

    
    
      III Le théorème de Nash

      
        Jeu 2

        
          Vous jouez avec un partenaire anonyme qui joue en même temps que vous et avec lequel vous ne pouvez pas communiquer. Vous êtes le joueur 1 dans le jeu suivant :

          
            
              
                
                
                
                
                
                
                
                  
                    	

                    	

                    	Joueur 2

                  

                  
                    	

                    	

                    	A

                    	B

                  

                  
                    	Joueur 1

                    	A

                    	1, – 1

                    	– 1, 1

                  

                  
                    	B

                    	– 1, 1

                    	1, – 1

                  

                
              

            

          

          Les payoffs représentent des points, le premier chiffre (en gras) correspondant au nombre de points gagnés par le joueur 1 (c’est-à-dire « vous »), le second au nombre de points gagnés par le joueur 2 (« votre partenaire »).

          Que jouez-vous ? A ou B ?

           

          Résultat

           

          Généralement, on observe une proportion à peu près équivalente de réponses sur les deux stratégies : la moitié des joueurs opte pour A, l’autre moitié pour B. Un grand nombre de sujets déclarent choisir au hasard entre A et B.

        

      

      Avant d’étudier en détail ce jeu, donnons quelques précisions sur son nom : le « jeu des matching pennies » (parfois traduit en français par « jeu de l’appariement des sous »). Comme souvent, le nom vient de la petite histoire qui illustre généralement la présentation du jeu. Deux joueurs doivent placer simultanément une pièce (un penny) sur une table, soit côté pile (correspondant, par exemple, à la stratégie A du jeu 2) soit côté face (correspondant à la stratégie B). Lorsque les deux pièces sont retournées sur le même côté (toutes les deux pile ou toutes les deux face), le joueur 1 garde les deux pièces : il récupère sa pièce et gagne celle de son partenaire, ce qui lui donne un gain de 1 cent (correspondant à la perte du joueur 2). Si les deux pièces ne sont pas retournées du même côté (une pile, une face), c’est le joueur 2 qui empoche les deux pièces et gagne donc 1 cent (au détriment du joueur 1).

      Le jeu des matching pennies (étudié par von Neumann et Morgenstern eux-mêmes) est un jeu de conflit pur, un jeu à somme nulle, dans la mesure où le gain d’un joueur (1 cent) correspond, dans tous les cas de figure, à la perte de l’autre joueur. [Les jeux à somme nulle sont des cas particuliers de jeux à somme constante, dans lesquels la somme des gains perçus par les joueurs est identique (constante) dans toutes les configurations possibles du jeu.]

      L’inspection « case par case » de la matrice des payoffs du jeu 2 permet de vérifier qu’il n’admet aucun équilibre de Nash, en tout cas tel que nous l’avons envisagé jusqu’à présent. Jusque-là, en effet, nous n’avons considéré que les équilibres de Nash en stratégies pures, c’est-à-dire des équilibres dans lesquels chaque joueur opte pour une action avec « certitude » (avec une probabilité de 100 %). Le jeu 2 n’admet pas d’équilibre de Nash de ce type, mais il en possède quand même un, d’un type un peu différent, qualifié d’équilibre de Nash en stratégies mixtes.

      Une stratégie mixte peut être vue comme une « stratégie aléatoire » consistant à sélectionner les différentes actions possibles avec une certaine probabilité (ou une certaine fréquence dans la perspective où le jeu serait joué un très grand nombre de fois). On peut en donner une définition plus formelle.

      
        DÉFINITION

        
          Une stratégie mixte d’un joueur est une distribution de probabilités sur l’ensemble de ses stratégies pures.

        

      

      Dans le jeu 2, jouer A avec une probabilité de 20 % et B avec une probabilité de 80 % constitue une stratégie mixte possible pour chacun des deux joueurs. En ce qui concerne ce jeu, on peut vérifier que le seul équilibre de Nash est un équilibre en stratégies mixtes où les deux joueurs choisissent A et B avec une probabilité de 50 %.

      Pour que des stratégies mixtes « supportent » un équilibre de Nash, c’est-à-dire pour qu’elles soient jouées à l’équilibre, il faut nécessairement que les deux stratégies pures donnent la même espérance de gain au joueur (sinon, ce dernier aurait intérêt à jouer la stratégie pure la plus profitable plutôt que la stratégie mixte). Appelons p1 la probabilité avec laquelle le joueur 1 joue A et p2 la probabilité avec laquelle le joueur 2 joue A. Pour le joueur 1, jouer A lui rapporte p2 × 1 + (1 – p2) × (–1) = 2 p2 – 1, tandis que jouer B lui rapporte p2 × (– 1) + (1 – p2) × 1 = 1 – 2 p2. Ainsi, A et B donnent la même espérance de gain au joueur 1 si et seulement si : 2 p2 – 1 = 1 – 2 p2⇔ p2 = 1/2. De la même manière, on peut montrer que le joueur 2 ne peut jouer une stratégie mixte à l’équilibre que si p1 = 1/2. Finalement, il existe un seul équilibre de Nash en stratégies mixtes, caractérisé par p1 = p2 = 1/2, c’est-à-dire correspondant à l’adoption d’une stratégie (50-50) par les deux joueurs.

      D’une manière beaucoup plus générale, Nash [1950a, 1950b, 1951] obtient un très beau résultat mathématique : il démontre que, si l’on admet les stratégies mixtes, tout jeu statique fini (c’est-à-dire caractérisé par un nombre fini de joueurs et un nombre fini de stratégies pures) admet au moins un équilibre :

      
        THÉORÈME

        
          Tout jeu statique fini admet au moins un équilibre de Nash (éventuellement en stratégies mixtes).

        

      

      Ce résultat est fondamental car il assure l’existence d’un équilibre, ce qui est une garantie appréciable pour les utilisateurs de la théorie des jeux, notamment les économistes.

      Cependant, l’existence n’est assurée que si l’on considère les stratégies mixtes. Or, si ce type de stratégies peut être raisonnable dans certains jeux de société (poker, papier-caillou-ciseaux) ou dans certains sports (où une stratégie aléatoire permet au bon joueur d’éviter de devenir « prévisible »), elles sont évidemment beaucoup plus difficiles à interpréter dans le cadre d’un modèle économique. Il y a toutefois des applications économiques intéressantes, mais très spécifiques, dans lesquelles les stratégies mixtes ont un sens. Par exemple, dans les domaines de l’audit, de l’inspection de qualité ou encore du contrôle fiscal, des politiques de contrôle aléatoire sont souvent utilisées.

      Dans la grande majorité des cas, cependant, les acteurs économiques (entreprises, ménages, État) ne jouent pas à pile ou face leurs choix stratégiques ! Ainsi, si les stratégies mixtes assurent, sur un plan purement théorique, l’existence d’un équilibre de Nash, elles ne semblent pas toujours interprétables, en tout cas pour l’économiste. Il faut toutefois largement nuancer ce dernier point car il y a en fait plusieurs interprétations possibles du concept de stratégies mixtes. Les deux principales sont celles identifiées par Nash [1950b] lui-même.

      
        ■  L’interprétation « naïve »

        Selon cette interprétation, le joueur choisit de manière aléatoire, par tirage au sort, par exemple en utilisant une roulette ou en tirant à pile ou face lorsque la stratégie mixte est une stratégie (50-50). Il s’agit de l’interprétation « rationnelle et idéaliste » selon les propres termes de Nash [1950b, p. 23]. C’est manifestement cette interprétation qui peut poser problème quand elle est appliquée à certains contextes économiques.

      

      
        ■  L’interprétation « de l’action de masse » ou « de la grande population »

        Comme la première, cette interprétation est envisagée par Nash, même si elle apparaît uniquement dans la version non publiée de sa thèse (Nash [1950b, pp. 21-22]). Très schématiquement, la stratégie mixte peut être vue comme le comportement moyen d’une grande population de joueurs qui seraient confrontés au jeu de manière aléatoire. En imaginant que le jeu est joué par des individus tirés au sort dans une population très grande (infiniment grande, en fait), les probabilités définissant la stratégie mixte correspondent aux probabilités qu’un individu choisi au hasard dans la population opte pour les différentes stratégies pures qui lui sont proposées.

        Reprenons notre exemple du jeu 2, avec comme unique équilibre de Nash l’équilibre en stratégies mixtes dans lequel chaque joueur joue A et B avec une probabilité de 50 %. Selon l’interprétation « naïve », l’équilibre de Nash signifie qu’un joueur rationnel devrait tirer au sort (pile ou face) pour savoir s’il joue A ou B (et s’en tenir au résultat du tirage au sort). On notera à cet égard qu’un grand nombre de sujets déclarent effectivement choisir « au hasard » entre A et B face au jeu 2. Selon l’interprétation « de l’action de masse », l’équilibre de Nash signifie que, si l’on considère une très grande population jouant le jeu 2, 50 % des individus devraient opter pour l’action A et 50 % pour l’action B (conformément d’ailleurs aux observations expérimentales).

        Les résultats expérimentaux provenant du jeu 2 semblent favorables au concept d’équilibre de Nash en stratégies mixtes. Malheureusement, ce résultat n’est pas général. Par exemple, Gœree et Holt [2001] montrent que, dans les jeux où l’équilibre de Nash en stratégies mixtes est plus « compliqué » (au sens où il ne repose pas sur des stratégies (50-50)), les observations expérimentales peuvent s’éloigner très nettement de l’équilibre théorique. Ainsi, dans les jeux de type « matching pennies », « la prédiction de l’équilibre de Nash en stratégies mixtes semble ne fonctionner que par coïncidence, lorsque les payoffs sont symétriques » (Gœree et Holt [2001, p. 1 407]). D’une manière générale, les résultats expérimentaux concernant les équilibres en stratégies mixtes sont, au mieux, mitigés, même si certaines études de terrain, dans le domaine du sport de compétition notamment, donnent des résultats plus favorables.

      

      
        ■  Les stratégies mixtes dans le sport de compétition

        La première étude mobilisant des observations sur les sportifs afin d’évaluer la pertinence du concept d’équilibre en stratégies mixtes est due à Walker et Wooders [2001]. Dans cette étude, les auteurs s’intéressent au tennis et, plus précisément, au jeu stratégique que constitue le service. En effet, lors d’un service, deux joueurs (le serveur et le relanceur) sont engagés dans une interaction stratégique. Le gain issu du jeu pour chaque joueur se ramène à la probabilité de gagner le point. Le serveur doit choisir entre deux stratégies : servir croisé ou servir décroisé. Compte tenu de la vitesse de la balle de service (bien souvent, plus de 200 km/h), le relanceur est obligé (peut-être inconsciemment) d’anticiper, ce qui l’amène, lui aussi, à choisir entre « croisé » s’il anticipe un service croisé, et « décroisé » s’il anticipe un service décroisé. Ainsi, on peut considérer que les deux joueurs jouent simultanément (et non pas séquentiellement). La figure 1.2 résume les choix des deux joueurs.

        [image: Diagramme du service au tennis, montrant les choix stratégiques du serveur et du relanceur.]
          
            Un diagramme schématique du jeu de service au tennis. Il montre un court de tennis vu de dessus. Le 'Serveur' a deux options 'Deuce' et 'Ad'. Le 'Relanceur' a deux options 'Ad' et 'Deuce'. Les trajectoires possibles sont indiquées par des lignes. Il y a aussi les labels 'Ad Court', 'Deuce Court', 'G' (gauche), et 'D' (droite) pour indiquer les zones et les directions.

          
          
            Figure 1.2 – Le jeu du service au tennis

          
        
        Suivant la terminologie utilisée dans la figure 1.2, les stratégies sont définies de la manière suivante :

        
          
            – lorsque le serveur sert côté « avantage » (Ad), il joue sur la gauche du relanceur (G) lorsqu’il croise alors qu’il joue sur la droite du relanceur (D) lorsqu’il décroise ;

          

          
            – lorsque le serveur sert du côté « égalité » (Deuce), il joue sur la gauche du relanceur (G) lorsqu’il décroise alors qu’il joue sur la droite du relanceur (D) lorsqu’il croise ;

          

          
            – dans tous les cas, le relanceur se place au milieu et choisit d’anticiper sur sa gauche (G) ou sur sa droite (D).

          

        

        Dans ce jeu, les gains des joueurs dans les différentes configurations se ramènent à la probabilité de gagner le point. Sur la base des statistiques des grands matches professionnels, les valeurs sont généralement proches de celles présentées dans le tableau suivant :

        
          
            
              
              
              
              
              
              
              
                
                  	

                  	Relanceur

                

                
                  	G

                  	D

                

                
                  	Serveur

                  	G

                  	58, 42

                  	79, 21

                

                
                  	D

                  	73, 27

                  	49, 51

                

              
            

          

        

        Dans chaque case, le premier chiffre correspond à la probabilité (en %) que le serveur gagne le point et le second à la probabilité (complémentaire) que ce soit le relanceur. D’après ce tableau, il est évident que la probabilité pour le serveur de remporter le point est nettement plus élevée lorsque le relanceur anticipe mal le service ; par exemple, un joueur servant à gauche du relanceur alors que celui-ci a anticipé sur sa droite a 79 % de chances de gagner le point alors que, dans le cas où le relanceur a bien anticipé, cette probabilité d’empocher le point tombe à 58 %.

        Quel est l’équilibre théorique de ce jeu ? Il s’agit d’un jeu à somme constante classique dont on détermine aisément l’unique équilibre de Nash en stratégies mixtes. En appelant SG la probabilité à l’équilibre que le serveur joue G, SD la probabilité d’équilibre qu’il joue D, RG la probabilité à l’équilibre que le relanceur joue G et RD la probabilité d’équilibre que le relanceur joue D, on peut facilement vérifier que l’unique équilibre de Nash en stratégies mixtes est caractérisé par :

        SG = 0.5333, SD = 0.4667, RG = 2/3 et RD = 1/3.

        Quelles prédictions peut-on faire à partir de l’analyse théorique du jeu ? Par la définition même d’un équilibre en stratégies mixtes, les deux stratégies pures (G et D) doivent, à l’équilibre, rapporter exactement le même gain au joueur. Ainsi, pour le serveur, le pourcentage de réussite (c’est-à-dire le taux de points gagnés) doit être le même lorsqu’il sert à droite ou lorsqu’il sert à gauche.

        Walker et Wooders étudient dix grandes finales de tournois du Grand Chelem ou du Masters. Le tableau suivant donne les résultats agrégés pour l’ensemble de ces dix matches :

        
          
            
              
              
              
              
              
              
                
                  	Services

                  	G

                  	1 622

                

                
                  	D

                  	1 404

                

                
                  	Total

                  	3 026

                

                
                  	Services (en %)

                  	G

                  	54

                

                
                  	D

                  	46

                

                
                  	Points gagnés

                  	G

                  	1 040

                

                
                  	D

                  	918

                

                
                  	Taux de points gagnés (en %)

                  	G

                  	64

                

                
                  	D

                  	65

                

              
            

          

          
            Source : Walker et Wooders [2001, Tableau 1, p. 1 526].

          

        

        Ce tableau est vraiment impressionnant. Sur l’ensemble des 10 matches analysés, ce qui représente en tout 3 026 services, la fréquence observée des deux stratégies pures (54 % de G, 46 % de D) est très proche de la stratégie mixte du serveur à l’équilibre de Nash et les taux de points gagnés sont quasiment identiques pour les deux stratégies (64 % pour G, 65 % pour D), conformément à la prédiction théorique.

        Une autre propriété de l’équilibre de Nash en stratégies mixtes est que les joueurs doivent effectivement choisir aléatoirement entre les stratégies. Ainsi, il ne doit pas y avoir de corrélation entre les choix présents et les choix passés. Cette propriété n’est toutefois pas vérifiée dans l’étude de Walker et Wooders ; en effet, les joueurs modifient leurs choix trop fréquemment par rapport à une décision aléatoire, ce qui signifie qu’il n’y a pas indépendance entre les actions présentes et les actions passées. Ce résultat vient quelque peu nuancer la conclusion des auteurs en faveur de la théorie des stratégies mixtes.

        Le même type d’étude a été mené sur les penalties au football par Chiappori, Levitt et Groseclose [2002] et par Palacios-Huerta [2003]. Comme le service au tennis, le penalty au football est une situation simple d’interaction stratégique entre deux joueurs (le tireur et le gardien) ayant les caractéristiques d’un jeu à somme constante. Considérons, de manière symétrique au tennis, que les deux joueurs aient deux stratégies. Le tireur peut choisir de tirer sur sa droite (D) ou sur sa gauche (G). Compte tenu de la force de frappe du tireur, le ballon met environ 3 dixièmes de seconde pour arriver sur la ligne de but ! Par conséquent, le gardien doit anticiper un tir à droite (D) ou un tir à gauche (G). Autrement dit, il s’agit bien d’un jeu simultané, les deux joueurs ignorant le choix de l’autre au moment de faire le leur. La figure 1.3 résume les choix des deux joueurs.

        [image: Schéma du jeu du penalty au football, montrant les choix G (gauche) et D (droite) pour le tireur et le gardien.]
          
            Un diagramme schématique illustrant le jeu du penalty. En bas, le 'Tireur' a deux options, G et D, représentées par des flèches partant d'un point O. En haut, une cage de but stylisée avec un 'Gardien' au centre, ayant également les options G et D. Les choix sont simultanés.

          
          
            Figure 1.3 – Le jeu du penalty

          
        
        Dans ce jeu à somme constante, le gain du tireur correspond à la probabilité d’inscrire le but alors que celui du gardien est simplement la probabilité complémentaire, c’est-à-dire la probabilité que le tireur échoue. Sur la base des 1 417 tirs de penalty analysés par Palacios-Huerta [2003], les valeurs des gains sont celles présentées dans le tableau suivant :

        
          
            
              
              
              
              
              
              
              
                
                  	

                  	Gardien

                

                
                  	G

                  	D

                

                
                  	Tireur

                  	G

                  	58.30, 41.70

                  	94.97, 5.03

                

                
                  	D

                  	92.91, 7.09

                  	69.92, 30.08

                

              
            

          

        

        Dans chaque case, le premier chiffre correspond au gain du tireur (c’est-à-dire la probabilité, en %, qu’il marque) et le second au gain du gardien (la probabilité complémentaire).

        Déterminons l’unique équilibre de Nash en stratégies mixtes de ce jeu. Appelons TG la probabilité à l’équilibre que le tireur tire à gauche, TD la probabilité d’équilibre qu’il tire à droite, GG la probabilité à l’équilibre que le gardien plonge à gauche et GD la probabilité d’équilibre que le gardien plonge à droite. L’unique équilibre en stratégies mixtes est caractérisé par :

        TG = 0.39, TD = 0.61, GG = 0.42 et GD = 0.58.

        Les données de Palacios-Huerta concernent 1 417 penalties tirés dans des matches de championnats espagnols, italiens ou anglais. Le tableau suivant compare, au niveau agrégé, les stratégies observées avec les prédictions théoriques :

        
          
            
              
              
              
              
              
              
              
              
                
                  	

                  	Tireur

                  	Gardien

                

                
                  	G (%)

                  	D (%)

                  	G (%)

                  	D (%)

                

                
                  	Équilibre de Nash

                  	38,54

                  	61,46

                  	41,99

                  	58,01

                

                
                  	Observations

                  	39,98

                  	60,02

                  	42,31

                  	57,69

                

              
            

          

          
            Source : Palacios-Huerta [2003, p. 402].

          

        

        Ce tableau montre que les observations sont très proches des prédictions théoriques. Ainsi, l’équilibre en stratégies mixtes s’avère être un bon modèle prédictif des stratégies effectivement adoptées par les tireurs et les gardiens.

        Pour un joueur donné, le concept de stratégies mixtes implique qu’il doit avoir le même taux de réussite sur les deux stratégies pures. Prenons le cas de Zinédine Zidane. Sur 40 penalties observés, il a tiré 19 fois à gauche (48 %) et 21 fois à droite (52 %) avec des taux de réussite quasiment identiques de 74 % et 76 %, respectivement. Ainsi, Zinédine Zidane serait-il (en plus…) un excellent théoricien des jeux ! Bien entendu, les choix stratégiques des tireurs de penalties ou des gardiens sont largement « inconscients » : simplement, leur immense expertise du jeu les conduit naturellement à opter pour les stratégies optimales. Comme le note Palacios-Huerta [2003, p. 406], « les résultats montrent qu’ils agissent instinctivement et intuitivement comme s’ils étaient programmés avec une grande précision pour jouer correctement ce jeu de stratégie. Cela n’est guère surprenant : après tout, leur compétence et leur instinct se sont développés sur des années, parfois des décennies, de pratique intensive du football »…

        Palacios-Huerta montre également que les décisions des joueurs sont bien aléatoires et que, par conséquent, les choix présents sont indépendants des choix passés. Ainsi, et contrairement à ce qui est observé dans l’étude sur le tennis de Walker et Wooders [2001], la seconde implication de l’équilibre de Nash en stratégies mixtes (décision aléatoire) est également vérifiée.
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