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I remember once being entreated not to read a certain newspaper lest it might change my opinion upon free-trade. “Lest I might be entrapped by its fallacies and misstatements,” was the form of expression. “You are not,” my friend said, “a special student of political economy. You might, therefore, easily be deceived by fallacious arguments upon the subject. You might, then, if you read this paper, be led to believe in protection. But you admit that free-trade is the true doctrine; and you do not wish to believe what is not true.”


—Charles Sanders Peirce
“The Fixation of Belief,” 1877


















A Note on Presentation



Human Diversity is grounded in highly technical literatures involving genetics, neuroscience, and statistics. It must satisfy two audiences with completely different priorities: my intended reader and the experts.


I’ve always thought of my intended reader as someone who enjoys reading the science section of the New York Times—curious about scientific matters, but someone who wants the gist of the science, not the minutiae. I need to keep the narrative moving. But I am conveying material that often has daunting technical complexities. Readers also need to be able to compare my claims with the details of the underlying evidence. I use my three favorite devices: Boxed text introduces related issues that are interesting but not essential. Appendixes provide full-scale discussions of important ancillary issues. Endnotes expand on points in the main text. But Human Diversity uses these devices, especially the endnotes, even more extensively than I have in the past. Some of the endnotes are full-scale essays, complete with tables. Brackets around a callout number for an endnote indicate that it contains at least a substantial paragraph of additional exposition.


For this complicated book, I have had to add a fourth device. In the past, I have usually been able to avoid technical jargon in the main text. Human Diversity doesn’t give me that option. Too much material cannot be discussed without using technical terms that will be new to many readers. I therefore insert periodic interludes in the text to explain them.


I have also tried to make the book more accessible by my treatment of charts and tables. Sometimes the information in a figure or table is complicated enough to warrant giving it a title and traditional formatting. But often a simple graph of a trendline or a few summary statistics don’t need the folderol. They can be integrated into the text so that you can absorb the simple point that’s being made and move on.













Introduction



If you have picked up Human Diversity looking for bombshells, you’ll be disappointed. I’m discussing some of the most incendiary topics in academia, but the subtext of the chapters to come is that everyone should calm down. The differences among human groups are interesting, not scary or earthshaking. If that sounds boring, this isn’t the book for you.


If, on the other hand, you have reached this page convinced that gender, race, and class are all social constructs and that any claims to the contrary are pseudoscience, you won’t get past the first few pages before you can’t stand it anymore. This book isn’t for you either.
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Now that we’re alone, let me tell you what Human Diversity is about and why I wrote it.


The sciences form a hierarchy. “Physics rests on mathematics, chemistry on physics, biology on chemistry, and, in principle, the social sciences on biology,” wrote evolutionary biologist Robert Trivers.1 If so, this century should be an exhilarating time to be a social scientist. Until now, we social scientists—for I am a member of that tribe—have been second-class citizens of the scientific world, limited to data and methods that cast doubt on our claim to be truly part of the scientific project. Now, new possibilities are opening up.


Biology is not going to put us out of business. The new knowledge that geneticists and neuroscientists are providing, conjoined with the kinds of analyses we do best, will enable us to take giant strides in understanding how societies, polities, and economies really function. We are like physicists at the outset of the nineteenth century, who were poised at a moment in history that would produce Ampères and Faradays.


We ought to be excited, but we aren’t. Trivers again: “Yet discipline after discipline—from economics to cultural anthropology—continues to resist growing connections to the underlying science of biology, with devastating effects.”2


Why the resistance? Because the social sciences have been in the grip of an orthodoxy that is scared stiff of biology.


The Orthodoxy


The core doctrine of the orthodoxy in the social sciences is a particular understanding of human equality. I don’t mean equality in the sense of America’s traditional ideal—all are equal in the eyes of God, have equal inherent dignity, and should be treated equally under the law—but equality in the sense of sameness. Call it the sameness premise: In a properly run society, people of all human groupings will have similar life outcomes. Individuals might have differences in abilities, the orthodoxy (usually) acknowledges, but groups do not have inborn differences in the distributions of those abilities, except for undeniable ones such as height, upper body strength, and skin color. Inside the cranium, all groups are the same.


The sameness premise theoretically applies to any method of grouping people, but three of them have dominated the discussion for a long time: gender, race, and socioeconomic class. Rephrased in terms of those groups, the sameness premise holds that whatever their gender, race, or the class they are born into, people in every group should become electrical engineers, nurture toddlers, win chess tournaments, and write sci-fi novels in roughly equal proportions. They should have similar distributions of family income, mental health, and life expectancy. Large group differences in these life outcomes are prima facie evidence of social, cultural, and governmental defects that can be corrected by appropriate public policy.


The intellectual origins of the orthodoxy go back more than three centuries to the early days of the Enlightenment and the concept of humans as blank slates. The explicit rejection of a role for biology in the social sciences occurred from the end of the nineteenth through the beginning of the twentieth centuries, with the leading roles played by Émile Durkheim in sociology, Franz Boas in anthropology, and John Watson in psychology.3


The political expression of the orthodoxy had its origins in the mid-1960s with the legal triumphs of the civil rights movement and the rise of feminism. In the beginning, the orthodoxy consisted of specific allegations and solutions: Racism keeps black unemployment high. Sexism stunts women’s careers. Affirmative action and antidiscrimination laws are needed. But the orthodoxy soon began to incorporate an intellectual movement that gained momentum in the mid-1960s with the publication of The Social Construction of Reality by Peter L. Berger and Thomas Luckmann.


The authors were dealing with an ancient problem: Each of us thinks we know what reality is, but different people have different perceptions of it. “The sociologist is forced by the very logic of his discipline to ask, if nothing else, whether the difference between the two ‘realities’ may not be understood in relation to various differences between the two societies,” wrote Berger and Luckmann.4 This beginning, written in plain English, perfectly sensible, morphed during the 1970s and 1980s into the orthodox position that just about everything is a social construct, often argued in postmodern prose that is incomprehensible to all but the elect.5 The sources of human inequalities are artificial, made up, a reflection of the particular reality that a dominant segment of society has decided is the one we must all live by.


As I write, three of the main tenets of the orthodoxy may be summarized as follows:


Gender is a social construct. Physiological sex differences associated with childbearing have been used to create artificial gender roles that are unjustified by inborn characteristics of personality, abilities, or social behavior.


Race is a social construct. The concept of race has arisen from cosmetic differences in appearance that are not accompanied by inborn differences in personality, abilities, or social behavior.


Class is a function of privilege. People have historically been sorted into classes by political, economic, and cultural institutions that privilege heterosexual white males and oppress everyone else, with genes and human nature playing a trivial role if any. People can be re-sorted in a socially just way by changing those institutions.


I have stated these tenets baldly. If you were to go onto a university campus and chat privately with faculty members whose research touches on issues of gender, race, or class, you would find that many of them, perhaps a majority, have a more nuanced view than this. They accept that biology plays a role. Why then don’t they mention the evidence for a biological role in their lectures? Their writings?


A common answer is that they fear that whatever they write will be misinterpreted and misused. But it’s easy to write technical articles so that the mainstream media never notice them. The real threat is not that the public will misuse a scholar’s findings, but that certain fellow academicians will notice those findings and react harshly.


Therein lies the real barrier to incorporating biology into social science. It is possible to survive on a university campus without subscribing to the orthodoxy. But you have to be inconspicuous, because the simplistic version of the orthodoxy commands the campus’s high ground. It is dangerous for a college faculty member to say openly in articles, lectures, faculty meetings, or even in casual conversations that biology has a significant role in creating differences between men and women, among races, or among social classes. Doing so often carries a price. That price can be protests by students, denial of tenure-track employment for postdocs, denial of tenure for assistant professors, or reprimands from the university’s administrators.


The most common penalties are more subtle. University faculties are small communities, with all the familiar kinds of social stigma for misfits. To be openly critical of the orthodoxy guarantees that a vocal, influential element of your community is going to come after you, socially and professionally. It guarantees that many others will be reluctant to be identified with you. It guarantees that you will get a reputation that varies from being an eccentric at best to a terrible human being at worst. It’s easier to go along and get along.


The risks that face individual faculty members translate to much broader damage to academia. We have gone from a shared telos for the university, exemplified by Harvard’s motto, “Veritas,” to campuses where professors must be on guard against committing thought crimes, students clamor for protection against troubling ideas, codes limiting the free expression of ideas are routine, and ancient ideals of scholarly excellence and human virtue are derided and denounced.6 On an individual level, social scientists have valid rationales to avoid exploring the intersection of biology and society. Collectively, their decisions have produced a form of de facto and widespread intellectual corruption.


Archaeological Digs


The good news is that some scholars have been exploring the intersection of biology and society despite the risks—so many that the orthodoxy is in the process of being overthrown. The heavy lifting is being done not within the social sciences, but by biologists and, more specifically, by geneticists and neuroscientists. They have been accumulating data that will eventually pose the same problem for defenders of the sameness premise that Aristotelian physicists faced when Galileo dropped objects from heights. Everyone could see that they didn’t behave as Aristotle’s theory predicted. No one could offer a counterargument. When our understanding of the genome and the brain is sufficiently advanced—and it is approaching that point faster than most people realize—the orthodox will be in the same position. Continuing to defend the sameness premise will make them look silly. It is my belief that we are nearing inflection points and that the triumph of the revolution will happen quickly. The key battles are likely to be won within the 2020s. This book is a progress report.


In the course of writing Human Diversity, it became apparent to me that progress is at strikingly different points for gender, race, and class. The analogy of an archaeological dig of a buried city comes to mind.


The dig for gender is well along. Excavations have been extensive, the city’s layout has been identified, and thousands of artifacts have been found. There’s lots yet to be done, but the outlines of the city and its culture are coming into focus.


The dig for race is in its early stages. Topological analysis has identified a promising site, initial clearing of the site has been completed, and the first probes have established that there’s something down there worth investigating. Scientists are just beginning excavation.


The dig for class had been largely completed by the end of the twentieth century, and scholars in this century had until recently been kept busy analyzing the artifacts. They are now returning to the site with newly developed tools.


Analogies aren’t precise, but this one explains the organization of the book. I begin with gender differences and devote five substantial chapters to them. A lot has been securely learned about gender differences. Race gets shorter chapters describing how the site was located, how it has been cleared, and the evidence that there’s something down there worth investigating. The chapters on class summarize findings that for the most part have been known for decades.


Why Me?


I am neither a geneticist nor a neuroscientist. What business do I have writing this book?


The answer is that specialists are seldom good at writing overviews of their specialties for a general audience because they know too much—the forest and trees problem. It’s often easier for an outsider to communicate the specialists’ main findings to other outsiders. There are personal reasons as well. I think I’m skilled at making the findings of technical literatures accessible to a broader audience, I enjoy doing it, and I have been a fascinated observer of developments in genetics and neuroscience for years. I’m also at a point in my career when I’m immune to many of the penalties that a younger scholar would risk.


That career includes the firestorm that followed the publication of The Bell Curve more than a quarter of a century ago, an experience that has been on my mind as I have written Human Diversity. How can I avoid a repeat? Perhaps it’s impossible. The background level of animosity and paranoia in today’s academia is much worse than it was in 1994. But here is the reality: We are in the midst of a uniquely exciting period of discoveries in genetics and neuroscience—that’s good news, not bad. My first goal is to describe what is being learned as clearly as possible, without sensationalism. I hope you will finish the book understanding that there are no monsters in the closet, no dread doors that we must fear opening.


My second goal is to stick to the low-hanging fruit. Almost all of the findings I report are ones that have broad acceptance within their disciplines. When a finding is still tentative, I label it as such. I know this won’t deter critics from saying it’s all pseudoscience, but I hope the experts will be yawning with boredom because they know all this already. Having done my best to accomplish those two things, I will hope for the best.




WHY THERE IS SO LITTLE ABOUT EVOLUTIONARY PSYCHOLOGY IN HUMAN DIVERSITY



Hundreds of millions of years of evolution did more than shape human physiology. It shaped the human brain as well. A comparatively new discipline, evolutionary psychology, seeks to understand the links between evolutionary pressures and the way humans have turned out. Accordingly, evolutionary psychology is at the heart of explanations for the differences that distinguish men from women and human populations from each other. Ordinarily, it would be a central part of my narrative. But the orthodoxy has been depressingly successful in demonizing evolutionary psychology as just-so stories. I decided that incorporating its insights would make it too easy for critics to attack the explanation and ignore the empirical reality.


I discuss some evolutionary material in my accounts of the peopling of the Earth and the source of greater male variance. That’s it, however, ignoring the rest of the fascinating story. The note gives you some sources for learning more.[7]





The 10 Propositions


The propositions that accompany most of the chapters are intended to exemplify low-hanging fruit. I take on an extremely broad range of topics, but with the limited purpose of clarifying a handful of bedrock issues.


I apologize for the wording of the 10 propositions—they are not as snappy as I would prefer—but there’s a reason for their caution and caveats. On certain important points, the clamor of genuine scientific dispute has abated and we don’t have to argue about them anymore. But to meet that claim requires me to state the propositions precisely. I am prepared to defend all of them as “things we don’t have to argue about anymore”—but exactly as I worded them, not as others may paraphrase them.


Here they are:




1. Sex differences in personality are consistent worldwide and tend to widen in more gender-egalitarian cultures.


2. On average, females worldwide have advantages in verbal ability and social cognition while males have advantages in visuospatial abilities and the extremes of mathematical ability.


3. On average, women worldwide are more attracted to vocations centered on people and men to vocations centered on things.


4. Many sex differences in the brain are coordinate with sex differences in personality, abilities, and social behavior.


5. Human populations are genetically distinctive in ways that correspond to self-identified race and ethnicity.


6. Evolutionary selection pressure since humans left Africa has been extensive and mostly local.


7. Continental population differences in variants associated with personality, abilities, and social behavior are common.


8. The shared environment usually plays a minor role in explaining personality, abilities, and social behavior.


9. Class structure is importantly based on differences in abilities that have a substantial genetic component.


10. Outside interventions are inherently constrained in the effects they can have on personality, abilities, and social behavior.




On all 10, the empirical record is solid. The debate should move on to new findings in the many areas where great uncertainty remains. That doesn’t mean I expect the 10 propositions to be immutable. On the contrary, I have had to keep in mind that Human Diversity is appearing in the midst of a rushing stream, reporting on a rapidly changing state of knowledge. Aspects of it are sure to be out of date by the time the book appears. My goal is to have been so cautious in my wording of the propositions that any outdated aspects of them will have been elaborated or made more precise, not overturned.



How the Phrase Cognitive Repertoires Is Used Throughout the Rest of the Book



The 10 propositions repeatedly refer to “characteristics of personality, abilities, or social behavior.” As I will occasionally put it, I am talking about the ways in which human beings differ above the neck (a loose way of putting it, but serviceably accurate).


I use personality and social behavior in their ordinary meanings. Abilities is a catch-all term that includes not only intellectual abilities but interpersonal skills and the clusters of qualities that have been described as emotional intelligence and grit. A good way of thinking about the universe of abilities is through Howard Gardner’s famous theory of multiple intelligences.[8]


From now on I will usually abbreviate personality, abilities, and social behavior to cognitive repertoires. Cognitive means that it happens in the cranium or is at least mediated there. Repertoires refers to different ways of doing things that need not be ordered from “bad” at one extreme to “good” at the other. Some of them can be so ordered, but few have bad-to-good extremes. If you’re an employer, where do you want a job applicant to be on the continuum from “extremely passive” to “extremely aggressive”? It depends on whether you’re recruiting Navy SEALs or care providers at nursing homes, and in neither case is the most extreme position the ideal one. The same is true even of something generally considered to be an unalloyed good, such as high IQ. Google may be looking for the highest possible visuospatial skills among its applicants for programmers, but the qualities that often accompany stratospheric visuospatial skills would make many of them dreadful choices as SEALs or care providers.


For most of the human qualities we will be discussing, “bad” and “good” don’t capture human differences. How many kinds of lovable are there? How many kinds of funny? How many kinds of annoying? Using the word repertoires allows for these kinds of apples and oranges too. So take note: For the rest of the book, cognitive repertoires = characteristics of personality, abilities, and social behavior.
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As we embark on this survey of scientific discoveries about human diversity, a personal statement is warranted. To say that groups of people differ genetically in ways that bear on cognitive repertoires (as this book does) guarantees accusations that I am misusing science in the service of bigotry and oppression. Let me therefore state explicitly that I reject claims that groups of people, be they sexes or races or classes, can be ranked from superior to inferior. I reject claims that differences among groups have any relevance to human worth or dignity. The chapters to come make that clear.














PART I
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“GENDER IS A SOCIAL CONSTRUCT”


From earliest recorded human history, everywhere and in all eras, women have borne the children and have been the primary caregivers. Everywhere and in all eras, men have dominated the positions of political, economic, and cultural power.1 From those two universal characteristics have flowed a cascade of secondary and tertiary distinctions in the status of men and women, many of which have nothing to do with their actual capabilities. In today’s language, gender has indeed been partly a social construct. Many of those distinctions were ruthlessly enforced.


The legal constraints on women in the modern West through the eighteenth century were not much short of de facto slavery. Mary Astell, often regarded as the first feminist (though she had precursors), made the point in response to John Locke’s cramped endorsement of women’s equality in the Second Treatise.2 She italicized phrases borrowed from Locke’s philosophical case for freedom: “If all men are born free, how is it that all women are born slaves? As they must be if the being subjected to the unconstant, uncertain, unknown, arbitrary will of men, be the perfect condition of slavery?… And why is slavery so much condemned and strove against in one case, and so highly applauded and held so necessary and so sacred in another?”3


If Astell’s language seems extreme, consider: An English woman at the time Astell wrote and for more than a century thereafter rarely got any formal education and had no access to university education, was prohibited from entering the professions, and lost control of any property she owned when she married. She was obliged to take the “honor and obey” marriage vow literally, with harsh penalties for falling short and only the slightest legal protections if the husband took her punishment into his own hands. Men were legally prohibited from actually killing their wives, but just about anything less than that was likely to be overlooked. When the first wave of feminism in the United States got its start at the Seneca Falls Convention of 1848, women were rebelling not against mere inequality, but against near-total legal subservience to men.


Under those conditions, first-wave feminists were too busy to say much about questions of inborn differences between men and women. An exception was Kate Austin, who compared the plight of women to those of Chinese women with bound feet: “We know that at birth the feet of the little baby girl were straight and beautiful like her brothers, but a cruel and artificial custom restrained the growth. Likewise it is just as foolish to assert that woman is mentally inferior to man, when it is plain to be seen her brain in a majority of cases receives the same treatment accorded the feet of Chinese girls.”4 As Helena Swanwick put it, “There does not seem much that can be profitably said about [the alleged inferiority of women]… until the incubus of brute force is removed.”5 Men joined in some of the strongest early statements on nature versus nurture. John Stuart Mill coauthored “The Subjection of Women” with his feminist wife, Harriet Taylor.6 George Bernard Shaw wrote, “If we have come to think that the nursery and the kitchen are the natural sphere of a woman, we have done so exactly as English children come to think that a cage is the natural sphere of a parrot—because they have never seen one anywhere else.”[7]


After the great legal battles of first-wave feminism had been won during the first two decades of the twentieth century, a new generation of feminists began to devote more attention to questions of nature versus nurture. The result was second-wave feminism, usually dated to the publication of Simone de Beauvoir’s Le Deuxième Sexe, a massive two-volume work published in 1949. Its argument sprawled across philosophy, history, sociology, economics, and psychology. The founding statement of second-wave feminism opened the second volume: “On ne naît pas femme: on le devient.” One is not born, but rather becomes, a woman.[8]


It was an assertion that required an explanation of how and why the change from birth to adulthood takes place. The intuitive explanation of “how” is that little girls are taught to be women—what is known now as socialization theory. It refers to the ways that children are exposed to influences that shape their gender identities. The pressure can come from parental interactions in infancy and toddlerhood, as girl babies are dressed differently from boy babies and female toddlers are given dolls to play with while boys are given trucks. The pressure may take the form of encouragement by parents, teachers, or playmates to engage in sex-typed play and discouragement of behaviors that go against type, as in the case of tomboy girls and effeminate boys. Parents may teach different lessons about right behavior, emphasizing the importance of being helpful and cooperative to daughters and the importance of standing up for themselves and taking the initiative to sons. Children may be encouraged to model themselves on the parent of their own sex. In these and many other ways, sometimes subtle or unconscious, children are constantly getting signals that track with the stereotypes of males and females.


This brief characterization of socialization theory skips over a number of intense scholarly debates between learning theorists and cognitive theorists, but the debaters differ about the mechanisms at work. All agree on the basic tenet that girls are taught from infancy to be girls and boys are taught from infancy to be boys.9


Is socialization theory true? It’s natural to think so, if only because almost everybody can think of something during their childhood that involved references to what girls are supposed to be and what boys are supposed to be. Those of us who have had children of both sexes know that our interactions with our daughters and our sons have been somewhat different even if we tried hard to be gender-neutral in encouraging their abilities and ambitions.


But it’s one thing to have such personal experiences and another to demonstrate empirically that these differences in treatment as children produce the sex differences in personality, abilities, and social behavior that we observe in adult women and men. Little boys and little girls are treated differently, but how differently? “Several theoretical models suggest mechanisms that are consistent with the differential treatment of boys and girls,” wrote four Dutch scholars of childhood socialization. “However, to date there is no consensus in the literature about the extent to which parents do treat their sons and daughters differently, in which areas of parenting this mostly occurs, and whether fathers and mothers differ in the extent of gender differentiation.”10 [Emphasis in the original.]


The literature about differential socialization now consists of hundreds of titles. The note gives an overview of what has been found.[11] The short answer is that while there are lots of reasons to think that little girls and little boys are treated differently, it’s surprisingly hard to prove that the differences are more than superficial.


Apart from its empirical problems, socialization theory standing alone is unsatisfying. Yes, it provides a framework for exploring the how of the construction of artificial sex differences, but it is silent on the why. Why should it be, everywhere and throughout history, that certain differences between the sexes have been so consistent? Isn’t it simpler to assume that we’re looking at innate sex differences produced by millions of years of evolution? In 1987, psychologist Alice Eagly published Sex Differences in Social Behavior: A Social-Role Interpretation, introducing a comprehensive theory of sex differences that embraces evolution, sociology, psychology, and biology, providing an answer to the why.12 She has continued to develop the theory in the decades since, often in collaboration with psychologist Wendy Wood. Reduced to its essentials, the argument goes like this:


In the beginning was evolution, which led to physical sex differences. Males were larger, faster, and had greater upper body strength than females. Only females were capable of gestation and lactation. Given such differences, certain divisions of labor were natural. In hunter-gatherer societies, men’s greater upper body strength led societies to funnel males into social roles involving physical strength—for example, hunting and protection against predators—and to funnel women into social roles involving childcare.


Over the millennia, social roles gave rise to gender roles as people associated the behaviors of males and females with their dispositions. Women are associated with childcare not just because of biology but because of a reflexive assumption that women, more than men, have innate nurturing qualities. It is not just that men’s physical attributes make them more efficient hunters than women; it is also reflexively assumed that males have innate advantages—aggressiveness, perhaps, or initiative—that make them better hunters. This conflation of social role and gender role persists after the original physical justification for some social role has disappeared. These beliefs about stable, inherent properties of men and women have solidified without a biological foundation for them.


Enter socialization. If society has come to depend on women caring for children, little girls need to be socialized into the personality traits and skills that facilitate nurturance. If society has come to depend on men being providers and leaders, little boys need to be socialized into the personality traits that facilitate acquiring resources and status.


Social role theory includes a role for biology. “Men and women selectively recruit hormones and other neurochemical processes for appropriate roles, in the context of their gender identities and others’ expectations for role performance,” Eagly and Wood write. “Testosterone is especially relevant when, due to personal identities and social expectancies, people experience social interactions as dominance contests. Oxytocin is relevant when, due to personal identities and social expectancies, people define social interactions as involving bonding and affiliation with close others.”13 Biology interacts with psychology in two ways. Men and women alike psychologically internalize their gender roles as “self standards” for regulating their own behavior. They also regulate their behavior according to the expectations that others in the community have of them. “Biology thus works with psychology to facilitate role performance.”14


The interdisciplinary sweep of social role theory means that it calls upon a wide variety of empirical observations about social roles across history and across cultures, evidence from psychology about internalization of norms, social psychological experiments, the nature of sex differences in personality, demographic trends, and economics, among many others. There is no equivalent to the meta-analyses of socialization studies that permits a short characterization of the state of knowledge about the validity of social role theory. But social role theory does what socialization theory does not: It provides a comprehensive explanation of why sex is a social construct.


But is sex exclusively a social construct? That the woman in a heterosexual couple does more housework than the man even when both have full-time jobs is at least largely a gender difference—the product of culture. It may have biological roots (perhaps men have evolved to be more tolerant of a messy living space than women are). But the issue is whether differential effort in doing the housework is sustained today by culture or genes. Think of it this way: How many women who can afford to hire someone to clean the house do so? A lot.


But simple quickly becomes complicated. Is the difference between the time men and women spend tending to young children artificially created by culture or driven by inborn male-female differences? How about the attraction of girl toddlers to dolls and boy toddlers to trucks? Male-female differences in college majors? Male-female differences in attraction to casual sex? Are they sex differences or gender differences?


The sensible answer would seem to be “probably some of both,” with arguments about how much of which. At one level, that’s actually how the academic debate is conducted. The following chapters have hundreds of references to highly technical articles, adhering to normal standards of scientific rigor, published in refereed journals, arguing questions of nature and nurture, with male and female scholars making contributions on all sides on all topics. The tone is usually civil, and the conclusions are usually nuanced and caveated.


But the women and men who are engaged in this endeavor are a rarefied group of neuroscientists and quantitative social scientists. Few of them seek publicity (many do their work as unobtrusively as possible), and they do not set the mood on college campuses. Since American second-wave feminism took off in the 1960s, the most visible feminist academics have rejected the possibility that there are any significant sex differences from the neck up. In my terminology, they have denied that men and women have any inborn differences in cognitive repertoires. A person’s gender “is an arbitrary, ever-changing socially constructed set of attributes that are culture-specific and culturally generated, beginning with the appearance of the external genitals at birth,” in the words of one of the most widely read feminist scientists in women’s studies courses, Ruth Bleier.15 It’s not a position with a lot of nuance. Gender is a social construct. End of story.


The most famous illustration of what happens to those who question the orthodoxy is what befell economist Larry Summers. On January 14, 2005, Summers, then president of Harvard University, spoke to a conference on diversifying the science and engineering workforce.16 In his informal remarks, responding to the sponsors’ encouragement to speculate, he offered reasons for thinking that innate differences in men and women might account for some of the underrepresentation of women in science and engineering. He spoke undogmatically and collegially, talking about possibilities, phrasing his speculations moderately. And all hell broke loose.


An MIT biologist, Nancy Hopkins, told reporters that she “felt I was going to be sick,” that “my heart was pounding and my breath was shallow,” and that she had to leave the room because otherwise “I would’ve either blacked out or thrown up.”17 Within a few days, Summers had been excoriated by the chairperson of Harvard’s sociology department, Mary C. Waters, and received a harshly critical letter from Harvard’s committee on faculty recruiting. One hundred and twenty Harvard professors endorsed the letter. Some alumnae announced that they would suspend donations.18 Summers retracted his remarks, with, in journalist Stuart Taylor Jr.’s words, “groveling, Soviet-show-trial-style apologies.”19 As if to validate that image, Lizabeth Cohen, a Harvard history professor, told reporters after attending the Summers self-criticism session that “[h]e regrets what he said, and I hope that he will prove that by taking constructive steps. We’re going to be in intense discussions with him over the next week.”20


Since 2005, expanding knowledge about male-female differences has substantiated Summers’s speculations. The next five chapters review that evidence. The basics have been available to interested lay readers for years.[21] And yet elite gender studies departments still refuse to acknowledge the biological side of gender differences.[22] The degree to which the standard social science disciplines have also ignored this literature is an intellectual scandal. Evolutionary biologist Robert Trivers, whom you met in the introduction, has not held back:




Once you remove biology from human social life, what do you have? Words. Not even language, which of course is deeply biological, but words alone that then wield magical powers, capable of biasing your every thought, science itself reduced to one of many arbitrary systems of thought.


And what has been the upshot of this? Thirty-five wasted years and counting. Years wasted in not synthesizing social and physical anthropology. Strong people welcome new ideas and make them their own. Weak people run from new ideas, or so it seems, and then are driven into bizarre mind states, such as believing that words have the power to dominate reality, that social constructs such as gender are much stronger than the 300 million years of genetic evolution that went into producing the two sexes—whose facts in any case they remain resolutely ignorant of.23



 

Despite the orthodoxy’s devotion to “words that have the power to dominate reality,” the state of knowledge about the observable differences in men and women has advanced enormously in the last 20 years. During those same years, the state of knowledge about sex differences in the brain has been transformed. The next five chapters give you an overview of the most important developments.
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A Framework for Thinking About Sex Differences


A few decades from now, I expect we will have a widely accepted comprehensive theory of sex differences that is grounded in neuroscience, genetics, and evolutionary psychology. Progress has already been made in that regard, but it is still at the frontiers of scholarship and bears no resemblance to low-hanging fruit. In any case, my purposes don’t require that level of sophistication. A simple framework for thinking about phenotypic sex differences is supported by a growing number of scholars. This framework also links up with recent findings about sex differences in the brain.



A WORD ABOUT USAGE


From now on I will usually refer to “sex differences” instead of “gender differences.” “Gender” was popularized in the 1960s to designate socially constructed differences.[1] But it turns out that there is no clear division between biological and socially constructed differences and no point in trying to pretend otherwise—which is what the widespread use of “gender” amounts to. In the technical literature, many scholars who write on these topics have resumed the use of “sex” to apply to all kinds of differences between males and females. So do I.





The People-Things Dimension


More than a century ago, Edward Thorndike, one of the founders of educational psychology, asserted that the greatest cognitive difference between men and women is “in the relative strength of the interest in things and their mechanisms (stronger in men) and the interest in persons and their feelings (stronger in women).”2 In 1944, Hans Asperger, for whom Asperger’s syndrome is named, hypothesized that the autistic cognitive profile is an extreme variant of male intelligence, which is another way of saying that normal males are more interested in things than people.3 On the female side, the quantifiable existence of a female advantage in “sociability,” as it had come to be called, was developed over the last half of the twentieth century among experts in personality.


Putting these advances together with some discoveries in biology that I will discuss in chapter 5, Simon Baron-Cohen, director of Cambridge University’s Autism Research Centre, developed a theory of male-female differences that he described for a general audience in The Essential Difference: Male and Female Brains and the Truth About Autism, published in 2003. He coined the words systemizer and empathizer. In Baron-Cohen’s formulation, men are driven to understand and build systems. The defining features of a system are that it has rules and that it does something. It has inputs at one end and outputs at the other. In between are specific operations that translate the inputs into the outputs. “This definition,” Baron-Cohen wrote, “takes in systems beyond machines such as math, physics, chemistry, astronomy, logic, music, military strategy, the climate, sailing, horticulture, and computer programming. It also includes systems like libraries, economics, companies, taxonomies, board games, or sports.”4 Whatever the system may be, men are attracted to understanding what makes it tick.


Understanding what makes human beings tick? Not so much. “The baby is crying because it’s hungry” is something men can recognize as well as women (ordinarily, anyway). But entering into and responding to the state of someone else’s mind is a different matter. Empathy is required for that. Most men can do it, but on average, women are attracted to it more and do it better. It’s not just because women devote more attention to it. Entering into someone else’s mind calls on a different set of mental capabilities than the ones required for understanding a system.


Empathizer as Baron-Cohen uses the word is not confined to understanding what’s going on inside the other person’s head. It also involves “the observer’s emotional response to another person’s emotional state.”5 Sympathy might be one part of the emotional response, but it can also be anger or concern. These responses may be used for altruistic or self-interested purposes. Good empathizers can make effective ministers to the grieving and effective therapists for the psychologically troubled—but, using the same neurocognitive tools, they can also make effective arbitrators of disputes, interrogators of criminal suspects, managers of people, or election-winning politicians.


Other scholars of sex differences have been finding differences in academic interests, careers, and life choices that break along the lines of systemizing and empathizing but that also lend themselves to the broader and simpler difference that Thorndike identified—in choice after choice, men are attracted to options that have more to do with things while women are attracted to options that have more to do with people. That’s the simple theory of the case I bring to the chapters on sex differences: Women and men divide along the People-Things dimension.


Lest there be any misunderstanding: I am talking about statistical tendencies, not binary divisions. Many men and women possess trait profiles more typical of the other sex.[6] But these tendencies are strong enough to create distinctively different distributions on important traits of personality, abilities, and social behavior.


First Interlude: Interpreting How Big a Sex Difference Is


I warned you in “A Note on Presentation” that I would occasionally be interrupting my narrative to explain technical terms. This is the first such interlude. Some of you are already familiar with the term I will be explaining, effect size, but I urge you to continue reading nonetheless. The interpretation of effect sizes plays a significant role in how one interprets the evidence.


In the following chapters, I compare men and women on dozens of traits. They are based on many kinds of measures—answers to questionnaire items, scores on tests, and ratings of observed behavior, to name just a few. Researchers need a common metric for expressing the differences that these comparisons reveal.


To see what this metric must do, think in terms of a simple measure like height. In one sense, an inch gives a common metric for measuring height. You can express the height of anything with it. In another sense, it doesn’t tell us much. For example, how big is a difference of six inches in height? In absolute terms, it’s always the same. But how big is a six-inch difference if we are talking about the height of elephants? The height of cats? The answer depends on the average height of the things you are measuring and how much height varies among the things you are measuring. You need a way to express height in a way that means the same thing for elephants relative to other elephants and cats relative to other cats.


We need the same kind of metric to talk about sex differences across cognitive repertoires. That metric is based on a statistic called the standard deviation, described in detail in Appendix 1. In many cases, including the ones we will be dealing with, the standard deviation applies to a normal distribution, also known as a bell curve. To get from bell curves to effect sizes, let’s stick with the example of height.


The contemporary mean height of American women ages 20 or older is 63.6 inches. The comparable mean for men is 69.0 inches. Most people are clustered within a few inches of those means, but successively smaller numbers of people are three, four, five, and six inches from the mean. A tiny proportion of people are a foot or more from the mean. The nationally representative database of people that produced those numbers had these distributions:






[image: image]

Source: Fryer, Gu, Ogden et al. (2016).








The dotted vertical lines show the means for women and men. The gray horizontal bar shows the difference between the two, which I call the “raw effect size.” Dividing it by the pooled standard deviations of the two groups gives us a way to express magnitude that can be compared across different traits.


An effect size is denoted as d. To calculate d for height, I subtracted the male mean from the female mean, producing a difference of –5.4 inches. The pooled standard deviation is 2.9 inches, so d equals –5.4 ÷ 2.9, which works out to an effect size of –1.86. This is an extremely large effect size. Most sex differences are much smaller and the distributions have much more overlap.


Note that the sign of d (negative or positive) is arbitrary. If I had subtracted the female mean from the male mean, the effect size wouldn’t have changed, but the sign would have been positive. Just so you know, in this book my default will be to subtract the male mean from the female mean in calculating sex differences. Therefore negative d values will always indicate that males are higher than females on the trait in question, whether “higher” means something good, bad, or neutral.


Two questions are crucial to assessing the importance of sex differences: When is an effect size big enough to be interesting? Should individual effect sizes be treated individually or aggregated?


When Is an Effect Size Big Enough to Be Interesting?


Jacob Cohen, who originated Cohen’s d, inadvertently set the standard for interpreting effect sizes (he had a different purpose in mind). His list was subsequently expanded by Shlomo Sawilowsky. Under these guidelines, a d value of 0.01 = very small, 0.20 = small, 0.50 = medium, 0.80 = large, 1.20 = very large, and 2.00 = huge.7


The guidelines were well-intended but have often proved to be pernicious in practice. As Cohen himself took pains to point out, the importance of a given value of Cohen’s d depends on the specific topic you are examining.[8] In 2019, psychologists David Funder and Daniel Ozer took on what they called the “nonsensical” standard set by Cohen, arguing that the interpretation of effect sizes should be guided by their consequences. In the case of a drug for curing a deadly disease that has a relatively small success rate, the effect of a success is a saved life—a consequence that can be important even if the effect size is small. In the case of a small effect size that has many repetitions, it’s the cumulative effect that’s important. For example, a study that tracked two million financial transactions found that the correlation between a person’s score on a measure of extraversion and the amount spent on holiday shopping is just +.09. “Multiply the effect identified with this correlation by the number of people in a department store the week before Christmas,” the authors wrote, “and it becomes obvious why merchandisers should care deeply about the personalities of their customers.”9 They offered a new set of guidelines based on the correlation coefficient (r). In the summary that follows, I have replaced the value of r with the equivalent value of Cohen’s d.


The authors argued that an effect size of .10 “is ‘very small’ for the explanations of single events but potentially consequential in the not-very long run,” while an effect size of .20 “is still ‘small’ at the level of single events but potentially more ultimately consequential.”10 Other scholars have advocated similar guidelines for interpreting small values of d.11 But their treatment of “small” collides with the position taken by the most influential work arguing for small sex differences in cognitive repertoires—the “gender similarities hypothesis” originated by psychologist Janet Shibley Hyde in the September 1985 issue of American Psychologist, the flagship journal of the American Psychological Association. Here is her statement of the hypothesis:




The gender similarities hypothesis holds that males and females are similar on most, but not all, psychological variables. That is, men and women, as well as boys and girls, are more alike than they are different. In terms of effect sizes, the gender similarities hypothesis states that most psychological sex differences are in the close-to-zero (d ≤ 0.10) or small (0.11 < d < 0.35) range, a few are in the moderate range (0.36 < d < 0.65), and very few are large (d = 0.66–1.00) or very large (d > 1.00).12





The inclusive definition of “small” to include everything up to a d of .35 dictates her interpretation of the literature. Hyde reviewed 46 meta-analyses of psychological sex differences and concluded that of 124 classifiable effect sizes, 78 percent were small or close to zero by her definition.13


For Hyde, Cohen’s guidelines “provide a reasonable standard for the interpretation of sex differences effect sizes.”14 She acknowledged that in some cases—cure rates for disease, for example—a small effect size can have important effects. But, she argued, “[I]n terms of costs of errors in scientific decision making, psychological sex differences are quite a different matter from curing cancer. So, interpretation of the magnitude of effects must be heavily conditioned by the costs of making Type I and Type II errors for the particular question under consideration.”15


Type I error refers to a false positive finding—in this case, wrongly concluding that a sex difference has been found. Type II error refers to a false negative finding—mistakenly concluding that no difference exists. Hyde was worried about the consequences of making a Type I error. She went on to give examples of the ways that inflating sex differences have real-world costs. For example, the idea that women are more nurturing than men backfires when it comes to the workplace: “Women who violate the stereotype of being nurturant and nice can be penalized in hiring and evaluations,” Hyde wrote, citing evidence to that effect.16


On these issues, everyone who writes about sex differences should put their personal perspectives on the table. Regarding the use of Cohen’s guidelines, I think Hyde’s reliance on them to defend the gender similarities hypothesis is misplaced. There are too many ways in which effect sizes defined as “small” by Cohen’s guidelines can have important aggregate effects when thinking about sex differences. I appeal to the arguments made by the scholars I have cited, including Cohen himself, in defense of my position.


I also disagree with Hyde’s position that Type I errors should still be more feared than Type II errors. If we were back in 1960, I would agree with her—many people assumed that men and women were separated by large differences, and research that falsely reinforced that assumption could perpetuate harmful stereotypes, just as Hyde argues. But I’m writing at the end of the second decade of the twenty-first century when so many things, from high school athletic programs to the military’s composition of combat units, are guided by the assumption that there are no relevant sex differences. My guess is that the situation in 1960 has been reversed: More harms are now inflicted by incorrectly ignoring sex differences than by incorrectly exaggerating them. At the least, it can be said that there’s no clear case that Type I error is still more harmful than Type II error. This is an argument that does not lend itself to data-driven resolution. Differences in perspective are embedded in the literature on sex differences. It is well to be transparent about them.


Should Individual Effect Sizes Be Treated Individually or Aggregated?


My more important difference with Hyde involves her insistence on treating sex differences as independent bits and pieces rather than as profiles. When are traits of personality, ability, and social behavior rightly treated independently? When should they be added up? These questions come up all the time in the social and behavioral sciences, and there are no cookbook recipes to go by.


To illustrate, let’s say we’re investigating personality differences and discover that people in Group A (the group could be based on any kind of common membership, not just sex) are somewhat more outgoing on average than people in Group B, with “somewhat” meaning that d = +0.35.


We get to know these groups better and determine that Group A is also somewhat warmer on average than Group B, with d = +0.35. Should we represent the two groups as separated by a mean personality difference of +0.35? Add the two effect sizes and say they are separated by a difference of +0.70? Or something in between?


I say that the answer is something close to +0.35. Outgoing and warm are nearly synonymous. The additional information hasn’t given us reason to think that the two groups of people are much more different than we already knew.


Suppose instead that we determine that Group A is also more emotionally stable than Group B, with d = +0.35. Should we continue to represent the two groups as separated by an average of +0.35? An aggregate of +0.70? Or something in between?


This time, I argue that the answer has to be closer to +0.70. We’re comparing people who are both warmer and more emotionally stable with people who are more aloof and easily upset. The personalities of the two groups are (on average) definitely more different than we knew before.


We continue to learn more about the two groups. We learn that one group is more prudent, the other more happy-go-lucky; one group is more practical, the other more imaginative; and so on. In some cases, the additional traits on which the groups differ are so closely related that the new knowledge adds only a small amount to the difference; in other cases, the new information adds a lot to the degree of their difference. But whether increments are small or large, my view is that individual differences that are conceptually related should routinely be aggregated.


Psychologist Marco Del Giudice, a leading advocate for aggregating sex differences in personality, uses an analogy with the distance between towns. If I tell you that one town is 35 miles west and 35 miles north of another town and ask you the Euclidean distance between the two, it wouldn’t occur to you to take the average of the two and announce that the towns were 35 miles apart. Similarly, it wouldn’t occur to you to add the two and say that the towns are 70 miles apart. You realize that we’re talking about a right triangle and that the hypotenuse is the distance between the two towns. You remember the Pythagorean theorem and know that the distance is therefore the square root of 352 + 352, which works out to about 49.5 miles. If I were then to tell you that the altitude of the two towns differed by 4,000 feet, you would have to recalculate, taking the third dimension of height into account.


I like the analogy in part because the correct answer is so intuitively satisfying: We neither treat the three measures of distance separately nor simply combine the raw measures. Some method of aggregation that falls between averaging and simple addition seems right.


If you still want to average traits or treat them separately, my argument does not compel you to change your mind. I’ve made it through analogy and an appeal to intuition. But you should come to grips with how radical your solution is. If two indicators are involved, averaging cuts the simple sum of the two effect sizes by half. With three indicators, it cuts the simple sum by two-thirds. Suppose 10 indicators are involved. Averaging the results gives you an estimate of the sex difference that is just one-tenth of the estimate you would get by adding up the effect sizes. Doesn’t that seem like too much of a discount? This is a nontechnical way of saying that cognitive repertoires commonly involve multidimensional constructs, and the measure of male-female differences must be multidimensional as well.[17]


In the same way that it is possible to compute the geographical distance separating two towns given two measures of their distance on the cardinal points of the compass, it is possible to compute distance in multidimensional space. The most widely used statistic for expressing multivariate distance is called Mahalanobis D, named after the Indian statistician, Prasanta Mahalanobis, who developed it. The algorithm for calculating D does what I have argued intuition tells us it should, taking correlations into account. Suppose that variables have correlations near zero. D converges on the Euclidean distance. The higher the correlation between variables, the less D is augmented by including them. When a new variable is a linear combination of variables already in the equation, D is not augmented at all.18 The note also gives you references disputing his position (one of them by Hyde) and Del Giudice’s response to them.


In assessing the various arguments for and against, three points need to be kept in mind. First, Mahalanobis D or any other method of aggregation must be used cautiously. In all complex statistical analyses, the validity of the results depends on interpreting the statistic with its limitations in mind.


But that leads to my second point: When I talk about indicators of sex differences being “conceptually related,” I am not appealing to esoteric social science abstractions. To go back to my example, traits like warmth and emotional stability are characteristics with which we’re all familiar from everyday life. We can effortlessly think of them as continua from coldly aloof to gushingly friendly; from rock-solid calm to emotionally volcanic. We’ve had experience with people who have different combinations of the two traits. In the same way, given normal standards of technical care in the application of multidimensional measures of distance and a clear narrative description of the logic for combining traits, aggregated measures of multidimensional distance can enhance our understanding of sex differences.


My third point is that in the real world it is taken for granted that small differences add up. Imagine a tennis match. You know that both players are professionals, but that’s all you know. You have to bet on one of them. You learn that one player is 10 percent taller than the other. That doesn’t give you much to go on; all you need is fractionally better than 1:1 odds to bet on the other guy. But suppose you then learn that the taller player also has 10 percent greater wingspan, 10 percent greater strength, 10 percent more endurance, 10 percent faster foot speed, 10 percent faster serve speed, 10 percent higher percentage of first serves, 10 percent faster reaction time, and 10 percent more emotional control. Now what kind of odds do you require to bet on the other guy?


I should add that my position makes virtually no practical difference to the discussions in the next four chapters. Almost all of the effect sizes I report are plain vanilla Cohen’s d. I have given so much space to this topic because I think that treating effect sizes individually or averaging them has underestimated male-female differences. If you are unpersuaded, I will rest my case with the example of sex differences in the human face. Adult female and male faces are distinguished by dozens of tiny morphological differences. But they add up. Consider the following two faces:






[image: image]







Source: Adapted from Rhodes, Jeffery, Watson et al. (2004).


Describing precisely why those two faces are so obviously a female’s on the left and a male’s on the right is daunting. The individual differences are almost imperceptible. But one thing is sure: To average out all those tiny individual differences and conclude that “male and female faces are virtually indistinguishable” would be ridiculous. The estimate of overall sex difference in faces must be expressed as some sort of aggregation. I submit that the same holds true for all sex differences comprised of functionally distinctive but conceptually related traits.
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Sex Differences in Personality


Proposition #1: Sex differences in personality are consistent worldwide and tend to widen in more gender-egalitarian cultures.


Bimbo. Jock. Feminine. Macho. A great lady. A true gentleman. Males and females have been stereotyping each other from time out of mind, positively and negatively. Almost all of the stereotypes are about personality characteristics that are thought to break along the lines of sex. Some do and some don’t. At the end of the review of the evidence in this chapter, I defy anyone to conclude that either sex has a superior personality profile. They’re just different. Some of the most coherent ways they’re different correspond to the People-Things dimension.


Sex Differences in Psychiatric and Neurological Conditions


The most extreme expressions of personality characteristics manifest themselves as personality disorders. All of them are known to have genetic causes; some are also known to have environmental causes. One thing is certain: Their incidence rates differ markedly across the sexes. In a 2017 review article, neuroscientist Margaret McCarthy and her colleagues summarized the sex imbalance of incidence rates in a table that I present in an abbreviated version below.1


SEX DIFFERENCES IN PERSONALITY DISORDERS


Condition: Childhood onset: Autism spectrum disorder


Sex with greater prevalence: Male


Approximate proportion of cases: 80–90%


Condition: Childhood onset: Conduct/oppositional defiance disorder


Sex with greater prevalence: Male


Approximate proportion of cases: 75%


Condition: Childhood onset: Attention deficit hyperactivity disorder


Sex with greater prevalence: Male


Approximate proportion of cases: 66–75%


Condition: Childhood onset: Schizophrenia


Sex with greater prevalence: Male


Approximate proportion of cases: 60%


Condition: Childhood onset: Dyslexia and/or reading impairment


Sex with greater prevalence: Male


Approximate proportion of cases: 66–75%


Condition: Childhood onset: Stuttering


Sex with greater prevalence: Male


Approximate proportion of cases: 70%


Condition: Childhood onset: Tourette syndrome


Sex with greater prevalence: Male


Approximate proportion of cases: 75–80%


Condition: Adult onset: Major depression


Sex with greater prevalence: Female


Approximate proportion of cases: 66%


Condition: Adult onset: Bipolar II disorder*


Sex with greater prevalence: Female


Approximate proportion of cases: Unspecified


Condition: Adult onset: Generalized anxiety


Sex with greater prevalence: Female


Approximate proportion of cases: 66%


Condition: Adult onset: Panic disorder


Sex with greater prevalence: Female


Approximate proportion of cases: 70%


Condition: Adult onset: Obsessive-compulsive disorder


Sex with greater prevalence: Female


Approximate proportion of cases: 60%


Condition: Adult onset: Post-traumatic stress syndrome


Sex with greater prevalence: Female


Approximate proportion of cases: 66%


Condition: Adult onset: Anorexia nervosa


Sex with greater prevalence: Female


Approximate proportion of cases: 75%


Condition: Adult onset: Bulimia


Sex with greater prevalence: Female


Approximate proportion of cases: 75–80%


Condition: Adult onset: Alcoholism or substance abuse


Sex with greater prevalence: Male


Approximate proportion of cases: Unspecified


Source: Adapted from McCarthy, Nugent, and Lenz (2017): Table 2. The original table includes references.


* Bipolar II is characterized by at least one episode of major depression lasting two or more weeks and at least one hypomanic episode.


At this point, I just want to put the existence of these well-documented and important sex differences on the table.2 Possible biological causes will be discussed in chapter 5.


Sex Differences in Personality Within the Normal Range


Now I turn to adult personality profiles. We know from everyday experience that personality characteristics tend to cluster. The person who is the life of the party tends to enjoy being around other people elsewhere. The person who is a hypochondriac also tends to fret about other things. In the 1940s, psychometricians led by Raymond Cattell began to explore how personality “facets,” the detailed indicators of personality characteristics, clustered into larger constructs—“factors.”[3] Over several years, Cattell and his colleagues developed a model that had 16 factors and a self-report personality test called the Sixteen Personality Factor Questionnaire, labeled 16PF. It is now in its fifth edition and continues to be widely used.


By the 1980s, another personality model had gained wide currency. It is known colloquially as the Big Five model, the label I will use.4 The factor that explains the most variance is neuroticism, which I will relabel emotional stability (see the box below). The other four, in descending order of the variance they explain, are extraversion, openness, agreeableness, and conscientiousness. The first widely accepted test was based on work by Paul Costa and Robert McCrae of the National Institutes of Health. I will refer to it as the Five Factor Model (FFM) inventory.5



NEUROTICISM OR EMOTIONAL STABILITY?


Every personality characteristic has a continuum that goes from one extreme to the other, and neither extreme is desirable.6 For example, agreeableness at one extreme indicates an unquestioningly acquiescent person; at the other extreme, it indicates a reflexively antagonistic person. Four of the Big Five factors have labels that describe a moderately positive position on the continuum. One label, neuroticism, is not only negative but, to most ears, extremely negative. In the technical literature, scholars increasingly use a moderately positive label for this factor, emotional stability. I do so as well.





Other personality models have been developed, but the 16PF and FFM inventories continue to be the ones with the largest databases and the most cross-national databases.7 I focus on three surveys of adults: the U.S. standardization sample of Costa and McCrae’s FFM inventory in 1992 (n = 1,000), hereafter called the Costa study; a 2018 replication using the open-access version of the FFM inventory by psychologists Petri Kajonius and John Johnson (n = 320,128), hereafter called the Kajonius study; and the analysis by psychologists Marco Del Giudice, Tom Booth, and Paul Irwing of the U.S. standardization sample for the fifth edition of the 16PF inventory (n = 10,261), hereafter called the Del Giudice study.


Personality Sex Differences in the United States


It is appropriate to begin by emphasizing that on many important personality traits, the differences between men and women are quite small. These trivial differences apply to many characteristics that are sometimes ascribed to men (e.g., “assertive or forceful in expression,” “self-reliant, solitary, resourceful”) and ones that are sometimes ascribed to women (e.g., “open to the inner world of imagination,” “lively, animated, spontaneous”). The full list is given in the note.[8]


Among the traits on which men and women differ, some of the largest effect sizes are consistent with the higher prevalence of depression among women. In the FFM inventory, women experienced more free-floating anxiety than men (d = +0.40 and +0.56 for the Costa and Kajonius studies respectively) and were more vulnerable to stress (d = +0.44 and +0.54). In the 16PF inventory, women were more apprehensive, self-doubting, and worried (d = +0.60 in the Del Giudice study).9


Some of the substantively significant sex differences correspond to traditional stereotypes about feminine sensibility. In the FFM inventory, women were more appreciative of art and beauty than were men (d = +0.34 and +0.33 for the Costa and Kajonius studies respectively), were more open to inner feelings and emotions (d = +0.28 and +0.64), were more modest in playing down their achievements (d = +0.38 and +0.45), and were more reactive, affected by feelings, and easily upset (d = +0.53). In the 16PF inventory, several stereotypical characteristics were combined into one factor, “sensitive, aesthetic, sentimental,” with a whopping d of +2.29.


The characteristics shown in the table below have a special bearing on the People-Things dimension.


PERSONALITY DIFFERENCES RELATING TO THE PEOPLE-THINGS DIMENSION


Warm, outgoing, attentive to others


Costa:


Kajonius:


Del Giudice: +0.89


Inventory: 16PF


Sensitive, aesthetic, sentimental


Costa:


Kajonius:


Del Giudice: +2.29


Inventory: 16PF


Cooperative, accommodating, deferential


Costa:


Kajonius:


Del Giudice: +0.54


Inventory: 16PF


Shows warmth toward others


Costa: +0.33


Kajonius: +0.07


Del Giudice:


Inventory: FFM


Altruistic concern for others


Costa: +0.43


Kajonius: +0.51


Del Giudice:


Inventory: FFM


Sympathizes with others


Costa: +0.31


Kajonius: +0.57


Del Giudice:


Inventory: FFM


Enjoys the company of others


Costa: +0.21


Kajonius: +0.05


Del Giudice:


Inventory: FFM


Straightforwardness, not demanding


Costa: +0.43


Kajonius: +0.40


Del Giudice:


Inventory: FFM


Source: Costa, Terracciano, and McCrae (2001); Del Giudice, Booth, and Irwing (2012); Kajonius and Mac Giolla (2017); Kajonius and Mac Giolla (2017). Positive scores indicate women score higher.


A person who is warm, sympathetic, accommodating, altruistic, and sociable amounts to the stereotype of a human being, male or female, who is more attuned to people than things. Women are more likely to have that profile than are men.


People who are somewhat to the other side of each trait in the table are reserved, utilitarian, unsentimental, dispassionate, and solitary—which amounts to the stereotype of a human being, male or female, who is more attracted to things, broadly defined, than to people. Men are more likely to have that profile than are women.


With the 16PF inventory, just two factors, sensitivity (d = +2.29) and warmth (d = +0.89), tell most of the story. With the FFM inventory, the individual effect sizes from both studies are modest, with the largest being just +0.57 for “sympathizes with others.” But a scan of the table also makes an obvious point: All five of the FFM traits add up. I do not have the raw data for computing the aggregated difference (D) on the traits included in the table, but some other statistics will give you a sense of the overall sex difference in personality that they reflect.


For the 16PF inventory, the Del Giudice study calculated the value of D for all 15 factors. It was 2.71, a huge difference that would leave only 10 percent overlap between two normal distributions.10 Even when the extremely large difference (+2.29) on just one of the factors, sensitivity, is excluded, the value of D is 1.71, corresponding to 24 percent overlap between two normal distributions.11 If instead we use the mean of those 15 separate effect sizes (again excluding sensitivity), the overall difference would be estimated at just +0.44—a dramatic illustration of the difference between averaging effect sizes and aggregating them.


With regard to the FFM inventory, we have reason to be confident that aggregating the effect sizes for the five traits most closely related to the People-Things dimension would produce a D much larger than their mean d of +0.32. To give you an idea, a large-sample (n = 8,308) administration of the FFM in 2006 had an average sex difference in d of +0.30.12 The value of Mahalanobis D for that dataset was 0.98.13




THE EVIDENCE FROM INFANCY


Measuring personality sex differences in infancy is tough, and the instruments for doing so are not nearly as precise as instruments for older children. Different studies come up with different estimates of some relationships, and almost all of the studies need replication. The most dramatic example of a finding from infancy, which led to considerable publicity, was a 2002 study presenting evidence that newborn girls no more than two days old after birth showed stronger interest in a human face while the newborn boys showed stronger interest in a mechanical mobile.14 It is a single, unreplicated study with a sample of 102, not proof to take to the bank, but its finding was in line with many other studies that have found personality sex differences in infants.


On average, infant girls cry longer than boys in response to recordings of another baby crying, believed to be a primitive empathic reaction.15


On average, infant girls hold eye contact with an adult human longer than boys do.16


On average, infant girls show more expressions of joy than boys at the appearance of the mother.17


On average, infant girls are more responsive to maternal vocalizations than infant boys.18


On average, infant girls are more distressed by maternal “still face” than infant boys.19


On average, infant girls show visual preferences for objects with human attributes while boys show more visual preferences for balls and vehicles.20


On average, infant girls are more likely to initiate and respond to joint attention.21


In Erin McClure’s meta-analysis of 20 studies of facial expression processing in infants, the six studies for which effect sizes were reported or could be calculated had a weighted effect size of +0.92 favoring girls.[22]





Sex Differences in Personality Worldwide


So far, I have presented nothing indicating that these personality differences are hardwired. Maybe that’s just the way little girls and little boys are brought up in the United States and other Western cultures. That’s where cross-national comparisons come in. The legal and social status of women varies widely around the world. Some Islamic cultures still keep women at a level of legal subservience little better than Western women experienced until the twentieth century. Some sub-Saharan African cultures still take the superiority and dominance of men for granted and organize daily life accordingly. At the other extreme are countries in Western Europe and especially Scandinavia that have erected elaborate structures to require gender parity in all economic and social matters.


Cultures around the world have other deep differences that affect both women and men—for example, the intensely family-oriented cultures of much of Asia compared to the individualism of the Western tradition. And yet despite this extremely wide range of environments in which children are raised, sex differences in personality are remarkably similar around the world.


The same article that reported the results for American adults on the Costa-McCrae inventory also reported them for 25 other countries.23 In 2005, McCrae and Antonio Terracciano used observer reports from 50 cultures, 22 of which had not been included in previous studies. The next table shows effect sizes for the same five traits from the Costa-McCrae inventory shown in the previous table, adding the results from the international samples.


High-end descriptors: Shows warmth toward others


Questionnaire data


U.S.: +0.33


25-nation sample: +0.23


Observational data


50-nation sample: +0.29


High-end descriptors: Appreciates art and beauty


Questionnaire data


U.S.: +0.34


25-nation sample: +0.35


Observational data


50-nation sample: +0.31


High-end descriptors: Has altruistic concern for others


Questionnaire data


U.S.: +0.43


25-nation sample: +0.25


Observational data


50-nation sample: +0.33


High-end descriptors: Sympathizes with others


Questionnaire data


U.S.: +0.31


25-nation sample: +0.28


Observational data


50-nation sample: +0.39


High-end descriptors: Enjoys the company of others


Questionnaire data


U.S.: +0.21


25-nation sample: +0.14


Observational data


50-nation sample: +0.26




Source: Costa, Terracciano, and McCrae (2001); McCrae and Terracciano (2005). All samples are adults. Positive scores indicate women score higher.


The results show universally higher female means and similar effect sizes on the individual traits. Even taken country by country, the number of anomalies was remarkably small. The Costa study reported effect sizes for extraversion, agreeableness, and openness for 26 populations in 25 countries—78 effect sizes in all. The signs for 77 out of the 78 were positive (women scored higher).24 The McCrae study of 50 cultures reported country-by-country effect sizes for 49 populations in 46 countries. Of the 147 effect sizes reported, 139 were positive. The largest of the negative effect sizes (i.e., higher for males) was trivially small (d = –0.05).25


This consistency is all the more remarkable considering that the 50 nations included ones from East Asia, South Asia, the Mideast, Africa, Europe, South America, and North America, and nations that ranged from the most impoverished and traditional (e.g., Uganda, Burkina Faso) to the wealthiest and most sex-egalitarian (e.g., Sweden, Denmark). The great cultural and economic disparities across these countries make it difficult to see how all of them could produce uniform socialization of girls to be more warm, altruistic, sympathetic, sociable, and artistically sensitive than men.


Sex Differences in Personality and a Society’s Gender Egality


I use gender egality in preference to gender equality to signify not just progress toward diminishing sex differences but also institutional, legal, and social changes intended to put men and women on an equal footing. The question at hand is whether sex differences in personality are smaller in countries that have made the most progress.


The theories of socialization and of social roles that I summarized in chapter 1 necessarily expect that the answer is yes. If sex differences in personality are artificial, diminishing the causes of artificial differences must eventually lead to smaller differences.26 The only question is how long it will take. This brings us to a counterintuitive finding that seems to cut across a variety of sex differences: Many sex differences in cognitive repertoires are wider rather than smaller in countries with greater gender egality. Personality traits offers the first example.


The Evidence for Wider Personality Differences in Advanced Countries


The Costa study. The Costa study discovered this startling result as they examined the scores for individual nations in their pioneering study. The wrong nations had the largest sex differences: “Sex differences are most marked among European and American cultures and most attenuated among African and Asian cultures,” they wrote.[27]


To convey this finding more systematically, I employ the UN’s annual Gender Inequality Index (GII). It is based on maternal mortality rate, adolescent birth rate, women’s share of seats in parliament, percentage of women with at least some secondary education, and women’s labor force participation.[28] A high score on the GII indicates high inequality.


The results correspond to widespread impressions that Western Europe has the best record for sex equality. Among the 70 nations with data on personality and a GII score, the five nations with the best (meaning lowest) scores on the GII were Switzerland, Denmark, the Netherlands, Sweden, and Iceland. The five nations with the worst (highest) GII scores were Burkina Faso, Congo, Egypt, Pakistan, and Tanzania.


As noted, both socialization and social role theories of sex differences predict that effect sizes should diminish as gender egality increases. Translated into a prediction about the Costa data, this means that a correlation between the absolute size of the sex difference and the GII should be positive (greater inequality is associated with greater personality differences).29 In the Costa study, those correlations were not only negative—the “wrong” sign—but substantially so: –.61 for emotional stability, –.57 for extraversion, –.49 for openness to emotion, and –.42 for agreeableness.30 On average, personality differences were wider in countries with greater gender egality.


The McCrae study. The McCrae study applied the same measures plus one for conscientiousness to a larger sample of nations, using an observational measure of personality traits rather than self-reports. It found the same thing as the Costa study. The correlations between the Gender Inequality Index with the effect sizes for sex differences were once again all in the “wrong” direction and all substantial: –.61 for openness to emotion, –.57 for emotional stability, –.56 for extraversion, –.47 for conscientiousness, and –.43 for agreeableness.[31]


The Schmitt study. In 2008, an international team of behavioral scientists consisting of American David Schmitt, Austrian Martin Voracek, and two Estonians, Anu Realo and Jüri Allik, drew on one of the largest cross-cultural studies of personality ever conducted, part of the International Sexuality Description Project, with three aims in mind.


First, the team wanted to see if the findings of the Costa and McCrae studies generalized to another instrument for measuring personality. The Schmitt study used the Big Five Inventory, consisting of 44 self-report items, rather than the FFM inventory.


Second, the team wanted to increase the range of nations in the database. In all, they obtained personality measures from 55 nations, including 14 that were not part of either the Costa or McCrae studies.


Third, the Schmitt study undertook an elaborate set of tests to determine whether artifacts explained the widening personality differences in advanced countries.


The short version of the answers presented at length in the Schmitt study is that (1) the Big Five Inventory showed essentially the same cross-national patterns that the FFM inventory had produced; (2) the addition of new nations allowed an extension of the conclusions that the Costa and McCrae studies had reached; and (3) the arguments for an artifactual explanation of the widening gap in advanced nations were not borne out by the analyses.32


The Giolla study. In 2018, Erik Mac Giolla and Petri J. Kajonius published the results for a database with a more extensive (120-item) version of the FFM for 22 countries with uniformly larger sample sizes per country (at least 1,000) than the samples used by the other studies. Uniquely, this study also calculated Mahalanobis D—the method for aggregating individual effect sizes that I described in chapter 1. The index of gender egality used for the study was the Global Gender Gap Index (GGGI) published by the World Economic Forum. The index is scored from 0 to 1, with 1 meaning gender equality (or better conditions for women) on all of the 14 indicators.33


In this case, the “right” correlation with the absolute size of the sex difference is negative (a higher score on the GGGI is associated with smaller sex differences). Instead, all of the correlations between personality differences and the GGGI were positive, which means they were all in the “wrong” direction and all were substantial: +.33 for emotional stability, +.33 for openness, +.48 for conscientiousness, +.49 for agreeableness, and +.53 for extraversion. The correlation between the GGGI and the aggregate statistic D was 0.69. The size of D was much larger than the average value of the effect sizes. Mean D was 0.89 compared to a mean for Cohen’s d of 0.24—further evidence of how much difference aggregating conceptually related indicators makes.34


The Falk study. Also in 2018, economists Armin Falk and Johannes Hermle published their analysis of the Global Preferences Survey conducted in 2012. The indicators were not of personality traits per se, but of six preferences that in turn are consistent with personality traits. Four of these preferences were in the social domain: altruism, trust, positive reciprocity (a preference for rewarding positive behaviors), and negative reciprocity (a preference for punishing negative behaviors). Two were nonsocial and had more direct implications for economic behavior: risk-taking and time discounting (preference for a future larger reward than an immediate smaller reward). The sex differences on the four social preferences were all on the side of People-oriented personality traits: On average, women preferred altruism, trust, and positive reciprocity more than men and were more averse to negative reciprocity than men. In the two nonsocial preferences, men preferred risk-taking and waiting for a larger reward more than women. The analysis employed representative samples from 76 countries.


All of the sex differences on these traits became larger as countries became more economically developed and more egalitarian in their social policies. The correlations of preferences with the authors’ Gender Equality Index were all in the wrong direction: +.51 for altruism, +.41 for trust, +.13 for positive reciprocity, +.40 for negative reciprocity, +.34 for risk-taking and +.43 for patience.35 Greater equality was associated with larger sex differences. The authors did not report an aggregated effect size. However, they did create an index incorporating all six preferences. The correlation between the size of the sex difference on the combined index and the Gender Equality Index was +.56. The correlation was even larger (+.67) for a measure of national wealth, per capita GDP. Or as the authors put it, “These findings imply that both economic development and gender equality exhibited an independent and significant association with gender differences in preferences.”36
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Five different studies, based on different measures of personality and national gender egality, analyzing data from dozens of countries, all found the same pattern: overall consistency in male-female differences in personality, but larger differences in the most advanced countries.[37]


Explaining Wider Personality Differences in Advanced Countries


Why haven’t the sex differences in personality gotten smaller in countries that have aggressively adopted gender-egalitarian policies? Why instead, and contrary to all expectations, have they tended to widen?


Costa and his coauthors hypothesized that in traditional societies with strong sex roles, people see behavioral sex differences as socially mandatory, not the result of personal dispositions, whereas people in advanced societies are more likely to see them as evidence of personal dispositions.38 Another possibility is that people tend to compare themselves to others of their own sex in traditional cultures, whereas in advanced cultures people compare themselves to the whole population. For example, a woman in a traditional culture may rank herself on kindness relative to other women. She may be of the opinion that women tend to be kinder than men, but that doesn’t enter into her self-report. In an advanced culture, perhaps a woman compares her kindness to others of both sexes, and a sex difference emerges.39


It should be pointed out that these hypotheses do not argue that the wider sex differences in personality in the more egalitarian countries are illusions. They de facto acknowledge the reality of the large differences in advanced countries; it’s just that the differences are masked in countries with strong sex roles. But the Schmitt study argues that in fact the hypotheses cannot be sustained in the face of the patterns in the data. Instead, the authors introduced an important new empirical perspective to explain the phenomenon of widening sex differences: Perhaps we’re looking at a general phenomenon that goes far beyond personality traits. For example, the Schmitt study points out, sexual dimorphism in height increases with a country’s wealth. So too with sexual dimorphism in blood pressure. So too with competitiveness in sports—as opportunities and incentives increase for women to compete in sports, sex differences in performance increase as well. So too with differences between advantaged and disadvantaged groups in health and education when new opportunities are made available to all. Two years after the Schmitt study made these points, another study led by Richard Lippa found that sexual dimorphism in visuospatial abilities also increased with gender equality.40


Another surprise from the Schmitt study was its finding that men do most of the changing, in both the physiological and personality traits. When sexual dimorphism in height increases, for example, it is primarily due to greater height among males. In the case of personality, the Schmitt study found that the wider sex gap in emotional stability in advanced countries is not the result of women becoming less emotionally stable, but of men self-reporting higher levels of emotional stability, and also lower levels of agreeableness and conscientiousness, than men in less advanced countries.


Whatever the explanation turns out to be, the evidence about personality profiles around the world needs to be taken on board by orthodox academics. In 2016, David Schmitt and colleagues returned to the body of evidence that had accumulated since the turn of the twenty-first century, summarizing it this way:




Psychological sex differences—in Big Five traits, Dark Triad traits, self-esteem, subjective well-being, depression, and values—are demonstrably the largest in cultures with the lowest levels of bifurcated gender role socialization or sociopolitical patriarchy. Ultimately, the view that men and women start from a blank slate simply does not jibe with the current findings, and scholars who continue to assert gender invariably starts from a psychological blank slate should find these recurring cross-cultural patterns challenging to their foundational assumptions.41 [Emphasis in the original.]





I would add that the international story of sex differences in personality is challenging not only to advocates of the sex-is-a-social-construct position. I know of no ideological perspective that would have predicted greater sex differences in personality in Scandinavia than in Africa or Asia.


Recapitulation


The core message of this chapter is that the personality profiles of males and females are different in ways that break along the People-Things dimension worldwide.


Many of the differences conform to stereotypes of masculine and feminine characteristics, which in turn prompts me to remind you once again that we are talking about overlapping distributions. Many males are closer to the female profile than are many females, and vice versa. But neither is it appropriate to minimize those differences. Sometimes the effect size for a single aspect of the personality inventories is huge, as in the effect size of +2.29 for the “sensitive, aesthetic, sentimental” factor in the 16PF standardization sample. Sometimes separate but conceptually related facets point to a large aggregated difference even when such aggregates have not been calculated, as in the case of the facets in the FFM that are related to the People-Things dimension.


The traits that differ along the People-Things dimension are not shocking. The technical studies tell us that women are, on average, warmer, more sympathetic, more altruistic, and more sensitive to others’ feelings than men are. I suggest that these technical findings are face-valid. They match up with common human experience.


Why do many of these differences apparently become more pronounced in the most gender-egalitarian nations? I will not try to adjudicate among the explanations that others have advanced, but I will disclose my own, admitting that it is completely ex post facto: The deprivations of freedom that women still suffer in traditional societies sometimes suppress the expression of inborn personality traits. For example, whatever genetic tendencies toward extraversion that women in a strict Muslim culture may have, they are under enormous cultural pressure to modify their expression of those tendencies to meet cultural norms. Perhaps such conditions also warp the expression of male personality. Under this hypothesis, genetically-grounded personality differences widen in the most gender-egalitarian societies for the simplest of reasons: Both sexes become freer to do what comes naturally.
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Sex Differences in Neurocognitive Functioning


Proposition #2: On average, females have advantages in verbal ability and social cognition while males have advantages in visuospatial abilities and the extremes of mathematical ability.


As groups, men and women have different cognitive profiles. Those differences manifest themselves many different ways, leaving us with a lot of ground to cover in this chapter. I begin with summaries of the state of knowledge about a variety of specific abilities, then turn to cross-national data, and conclude with two syntheses that help tie the pieces together.


Specific Skills and Aptitudes


For some of these summaries, I make use of Diane Halpern’s fourth edition of Sex Differences in Cognitive Abilities (2012).1 I do not try to interweave the dozens of references Halpern cites, giving instead a single endnote at the outset with the pages for her book. I add endnotes for material that she did not use or that postdate the fourth edition.


On Average, Females Have Better Sensory Perception Than Males2



When it comes to the five senses—taste, touch, smell, sound, vision—the story is mostly one of small female advantages.




[image: image] Females tend to be better than males at detecting pure tones.


[image: image] Adult females tend to have more sensitive hearing for high frequencies than males.


[image: image] Females tend to have better auditory perception of binaural beats and otoacoustic emissions.3


[image: image] Females tend to detect faint smells better than males.


[image: image] Females tend to identify smells more accurately than males.4


[image: image] Males under 40 tend to detect small movements in their visual field better than females.


[image: image] Age-related loss of vision tends to occur about ten years earlier for females than for males.


[image: image] Males are many times more likely to be color-blind than females (the ratio varies by ethnic group).


[image: image] The balance of evidence indicates that females are more accurate than males in recognizing the basic tastes (sweet, sour, salty, bitter), though some studies find no difference.


[image: image] Females tend to be better than males at perceiving fine surface details by touch. This holds true for blind people as well as sighted ones.5




Most of these differences have small individual effect sizes consistent with the stereotype that “women are more sensitive than men,” For taste, touch, smell, and sound, women are (on average) more sensitive instruments than men are. They are not a lot more sensitive on any single sense, but somewhat more sensitive on all of them. Even when it comes to vision, the male advantage in detecting movement is counterbalanced by a greater male disadvantage in color blindness.6


Women are also more sensitive to pain than men. It’s not that women aren’t as tough as men; rather, the neurological experience of pain is more intense for women.7 Evidence for greater female sensitivity to pain is found even in infancy.8 Another aspect of this greater sensitivity is a pronounced sex difference in “disgust,” whether in response to exposure to pathogens (e.g., reactions to seeing a rat or to an oozing wound) or with regard to sexual activity that involves risk of disease or decreases reproductive fitness (e.g., incest). Effect sizes for sexual disgust can be large, ranging from +0.60 to +1.54.9


On Average, Females Have Better Perceptual and Fine Motor Skills Than Males10



Females have an advantage on certain perceptual-motor tasks. On digit-symbol coding, for example, where each symbol corresponds to a number (e.g., “substitute 2 for #”), women code faster than men do. Sometimes these differences involve large effect sizes, with d = +0.86 in one major study.


Females have an even larger advantage in a variety of fine motor skills involving hand-eye coordination. Evidence for this advantage goes back to infancy.11 Diane Halpern observes dryly that while such tests of fine motor skills “are sometimes labeled ‘clerical skills tests’… I note here that fine motor skills are also needed in a variety of other professions such as brain surgery, dentistry, and the repair of small engines.”12 In tests of motor skills, it sometimes happens that men are faster but women are more accurate.


On Average, Males Have Better Throwing Skills Than Females13



Men have a substantial advantage in many large motor skills, but few of them have much to do with cognition. The major exception is males’ pronounced advantage on tasks that involve throwing objects accurately at stationary or moving targets, because that accuracy is highly dependent on visuospatial processing in the brain. Effect sizes have sometimes exceeded 1.0 and persist when right-handed subjects are throwing with their left hands.14


On Average, Females Have Better Memory on Several but Not All Types of Memory15



Memory comes in many forms—long-term and short-term, “autobiographical,” “episodic,” and “semantic,” among others. Here are the main themes of the research, mostly drawn from Diane Halpern:




[image: image] Females tend to be better than males at remembering faces and names.


[image: image] Females tend to be better than males at recognizing facial emotions.


[image: image] Females tend to be better at remembering the minutiae of an event (labeled peripheral detail), while males tend to be better at remembering the core events (labeled gist).16


[image: image] Females tend to remember speech they have heard better than males, particularly when it relates to emotionally laden events in their past.


[image: image] Females tend to retain memories from earlier childhood better than males do.


[image: image] Females tend to have better short-term memory than males (e.g., given a list of single-digit numbers, they remember longer lists than males do).


[image: image] Females tend to have better verbal working memory (e.g., remembering a list of numbers while answering questions about an unrelated topic).


[image: image] Females tend to have better memory for locations of objects (e.g., remembering where the car keys were left).


[image: image] Males tend to have better visuospatial memory (e.g., navigating on the basis of a combination of landscape features).17




On Average, Females Have Better Verbal Ability Than Males in the Normal Range18



There are no official definitions of “normal range” of ability versus “gifted.” The most common decision rule for placement in gifted programs is an IQ score of 130 or above, putting someone in the top 2 percent of the population. My purposes in the discussion below don’t require a hard-and-fast cutoff. When I discuss scores in the normal range, I report effect sizes and male-female ratios for entire samples. When I discuss scores at the high end, I focus on the top five percentiles. By “extreme high end” I mean the top two percentiles at most.


On tests with nationally representative samples, females can be expected to consistently outperform males on a variety of verbal tasks, with a small advantage in reading and a more substantial advantage in writing. The note describes the details for the Cognitive Abilities Test (CogAT) and the National Assessment of Educational Progress (NAEP), which have produced effect sizes ranging from near zero to +0.20 for verbal reasoning, around +0.20 to +0.30 for reading, and in the +0.40 to +0.60 range in writing.[19]


Reading disabilities. Boys experience dyslexia more commonly than girls. In the past, the size of the discrepancy has been clouded by referral bias, but epidemiological samples have established that the male-female ratio is in the range of 1.5 to 3.3, depending on the criteria for severity of the problem and the minimum IQ used for diagnosis.20




EXPRESSING RATIOS


I’ve just given the first of dozens of ratios that are reported in the book. Unless I specify otherwise, all the ratios I report are produced by dividing the male value by the female value, which means the base for all the numbers is 1, as in, for example, 3.3:1. I omit the base and report the ratio as 3.3, which is easier to read.






Females Probably Retain an Advantage at the Extreme High End of Verbal Ability Before Puberty and Probably Lose It Subsequently


At the beginning of adolescence, girls still have some advantage at the extreme high end of verbal ability, but it does not seem to persist through high school for American students. These are provisional conclusions awaiting further evidence.


Gifted 7th graders. Since 1981, Duke University has sponsored the Duke University Talent Identification Program (Duke TIP), which now operates in a 16-state region of the South and Midwest. Students are invited to participate if they have previously scored in the top five percentiles for their grade level on the composite score of a standardized test or a relevant subtest (usually math or verbal). It attracts more than 100,000 students a year, accumulating more than 2.8 million participants since 1980. Upon entering TIP, participants take either the SAT or the ACT. Because they are taking college entrance tests designed for 17-year-olds, SAT scores obtained in their seventh year of schooling discriminate levels of ability among students in fractions of the top percentile.


The female advantage in the top percentile persisted to the highest levels of verbal ability. For the top 0.01 percent in the SAT (the largest female advantage), there were 1.4 girls for every boy.[21]


Gifted students as of grade 12. I’m still talking about verbal ability as measured by the SAT and ACT, but no longer about 13-year-olds. Rather, I refer to students who take it at the normal time. They are self-selected for academic ability. Stated conservatively, the test-taking populations for both the SAT and ACT are still concentrated in the upper half of the ability distribution.[22]


For the test pools as a whole, the young women who take the SAT have consistently had fractionally lower scores than the young men. The opposite is true of the ACT—the females have fractionally higher scores. The note gives the details.[23]


Sex ratios in the top few percentiles. What goes on in the top few percentiles of verbal skills for adolescents ages 17–18? The only source I have been able to find that casts light on the answer is the SAT data broken down not only by gender but by score intervals (the ACT does not publish such information). The SAT data are internally consistent in showing that the female advantage disappeared in the verbal reasoning test and was trivially small in the writing test at the top levels of ability, but it’s a single set of test batteries. The pattern needs to be replicated in other large databases before making much of it.



Sex Differences in Math Ability in the Normal Range Are Inconsistent and Small24



Now we turn to mathematics, which has gotten most of the attention in the debate about sex differences in test scores. It’s one of the rare cases in which the data are plentiful and the story doesn’t vary, at least within the United States:


Females get higher classroom grades than males in math at all K–12 grade levels—but, for that matter, females get higher grades than males in just about everything during the K–12 years. On standardized tests, sex differences in mean scores on mathematics tests usually favor males, but the effect sizes are quite small for representative samples of students. A meta-analysis of the NAEP mathematics test from 1990 to 2011 found effect sizes of –0.07, –0.04, and –0.10 (favoring boys) in grades 4, 8, and 12 respectively.25 In the most recent test for grades 4 and 8, 2017, the effect sizes were –0.06 and –0.03 respectively. The most recent math test for grade 12 was in 2015, when the effect size was –0.09.26


Halpern’s review of meta-analyses of differences in math scores includes many other standardized tests showing similarly small effect sizes. To the question, “Is the typical male better at math than the typical female?” the answer is close to settled: “If yes, not enough to be noticeable,” with an open possibility that a small gap will close altogether.


Males Have a Persisting Advantage in Math at the Extreme High End


“Sex differences in mathematics become progressively larger as the sample becomes more selective and the type of math skill becomes more advanced,” writes Halpern, and herein lies a major issue in the study of cognitive sex differences.27 The literature has been extensive and aroused contentious reactions, but the dust has settled (as much as any dispute about sex differences is allowed to settle) on a few basic points.28 We once again have two major sources of data: scores of 12–13-year-olds who are tested in 7th grade using a college entrance exam (SAT or ACT), and for 17–18-year-olds who are tested in their senior year.


Gifted 7th graders. The last 60 years have seen major reductions in the male advantage at the extreme high end for 7th graders. For those in the top two percentiles, a ratio of about 2.0 in 1960 appears to have disappeared. For those in the top percentile, a male ratio of about 7.0 has fallen to around 1.5. At the most stratospheric level, the top 1 percent of the top 1 percent, a male advantage that was measured at about 13 to 1 in the 1970s and the early 1980s has fallen to less than 3 to 1.29 In short, what was once thought to be an overwhelming male advantage at high levels of math achievement has been greatly reduced during the last six decades. But a second statement is also true: The male advantage for 7th graders at the highest levels of ability shrank mostly during the 1980s and has been relatively stable since the early 1990s.30


Gifted 12th graders. For college-bound seniors taking the SAT math, the gap at a broadly defined high end—treating the entire SAT pool as a moderately gifted group—has narrowed since the 1970s. The effect size of the male advantage on the SAT was –0.38 in 1977, its largest since the first published scores in 1972, and stood at –0.25 in 2016, its smallest ever.31 The shrinkage in the size of the male advantage was relatively steady throughout the period.




A WORD ABOUT THE SAT


The letters SAT originally stood for Scholastic Aptitude Test, which signaled the test’s purpose: to identify high-IQ students regardless of their family circumstances or the quality of their schooling. The College Board has ignored that history since IQ became politically incorrect in the 1960s, but the SAT remained a good measure of IQ for high school graduates into the 1990s.32 Since the SAT does not release the needed psychometric information, there’s no way to be sure, but I surmise that the SAT lost a little of its quality as a measure of IQ in the revision in 1994, more in the revision in 2005, and still more in the revision in 2016. I should add that the SAT is not culturally biased against ethnic minorities or the poor and, at least until the revisions of 2005 and 2016, was far less susceptible to coaching than most parents think.[33]





If we concentrate on students who qualify as gifted by a more demanding definition—those who score 700–800 on the SAT math—a big drop in the male advantage occurred in the 1980s. It continued into the 1990s, but the downward trend flattened after 1995. Since 2010, the ratio of males to females scoring 700–800 in the SAT math has hovered near 1.9.


The male math advantage at the extreme high end for 17-and 18-year-olds remains large. Since 1950, the Mathematical Association of America has sponsored the American Mathematics Competitions (AMC) for high school students. The test used for the competition is far harder than the SAT math test.[34] The following table shows the male-female ratio for students who scored in the top five percentiles for the years 2009 through 2018. Everyone in this group is in the top percentile of the national population of 17-and 18-year-olds. Those in the 99th percentile on the AMC are probably around the top 0.01 percent of the national population or even higher.


I show two ways of computing the ratio for each of the top five percentiles. One is the raw ratio: the number of males scoring in that AMC percentile divided by the number of females. The other is the ratio adjusted for the numbers of males and females taking the test.35


AMC: Percentile: 95th


Male-female ratio: Raw: 4.2


Male-female ratio: Adjusted: 2.9


AMC: Percentile: 96th


Male-female ratio: Raw: 4.4


Male-female ratio: Adjusted: 3.1


AMC: Percentile: 97th


Male-female ratio: Raw: 4.4


Male-female ratio: Adjusted: 3.1


AMC: Percentile: 98th


Male-female ratio: Raw: 5.3


Male-female ratio: Adjusted: 3.7


AMC: Percentile: 99th


Male-female ratio: Raw: 7.8


Male-female ratio: Adjusted: 5.4


 


For the American Mathematics Competitions, the male-female ratio remains quite high. Which ratio you think is closer to correct depends on your judgment about the population of test-takers. From 2009 to 2018, the population of AMC12 test-takers averaged 59 percent male and 41 percent female. Your opinion about the reason for the sex imbalance in test-takers should push you toward one choice or the other.


One possibility is that students self-select into the AMC testing pool if they think they’re good enough at math to do well on the test and otherwise don’t bother to take it. To the extent that there is a genuine sex imbalance of talent in the top percentiles of ability, then more males than females will self-select into the pool. If you are attracted by this explanation, you should focus on the raw ratios as the correct ones.


Another possibility is that the larger proportion of male test-takers is an artifact having nothing to do with underlying math talent. Taking the AMC is exceptionally nerdy. Perhaps that’s more off-putting to 17-year-old girls than to 17-year-old boys. Perhaps there is a difference (whether biological or socialized doesn’t matter) in how much boys and girls enjoy the kind of competition that the AMC represents. If you are attracted by this explanation, you should focus on the adjusted ratios as the correct ones.


I won’t try to spin out all the many ways in which the meaning of the ratios is clouded by selection factors. Whichever ratio you think is closer to the truth, they point to an empirical reality: The male-female ratios in the top percentiles of the AMC12 are substantial and they grow larger at the 98th and especially the 99th percentile. In the table, I counted perfect scores of 150 as being in the 99th percentile. When they are broken out separately, it turns out that from 2009 to 2018, 97 males and 7 females got perfect scores: a ratio of 13.9.


On Average, Males Have Substantially Better Visuospatial Skills Than Females36



Diane Halpern’s review of sex differences in visuospatial skills takes 17 pages. It is so long partly because the concept is complicated (she divides visuospatial skills into five components) and partly because, in her words, “sex differences in spatial tasks are among the largest sex differences.”37 But another good reason for a lengthy discussion is that a male advantage in visuospatial skills has specific implications for real-world sex differences in vocations. In the Paleolithic period, they were useful for throwing spears at edible mammals and finding one’s way back home after a long hunting trip. Now they are useful because they seem to be an essential component of extraordinary mathematical and programming skills. Other professions that make extensive use of visuospatial abilities include engineering, architecture, chemistry, aviation, and the building trades.


The first category of spatial aptitude is spatial perception. An example is the Piaget water-level task:






[image: image]







Source: Halpern (2012): Fig. 3.12.


The test-taker is asked to draw a line to show how the water line would look in the tilted bottle. The correct answer is a horizontal line relative to the earth. Halpern reports that the best estimate, summarizing results over many studies, is that about 40 percent of college women get it wrong.38 Effect sizes favoring males range from –0.44 to –0.66. In Halpern’s words, “It is difficult to understand why this should be such a formidable task for college women.”39 And yet the result has been replicated many times, has been confirmed internationally, and is just about impossible to explain as a product of culture or socialization (if you doubt that, give it a try).40


“Mental rotation” refers to the ability to imagine how objects will look when rotated in two-or three-dimensional space. Twenty-five years of research and several meta-analyses have all confirmed a substantial male advantage throughout the age range, with effect sizes ranging from –0.52 to –1.49.


Spatiotemporal ability is another conceptually distinct form of visuospatial skill that calls for judgments about moving objects. For example, the subject of the test might be asked to press a key when a moving object passes a specified point or asked to make an estimate of “time of arrival” of a moving object at a specified destination. Effect sizes have ranged from –0.37 to –0.93.41 In a large sample, with a carefully executed experimental design, effect sizes ranged from –0.51 to –0.81.42


The fourth type of visuospatial skill calls upon participants to generate a visual image from short-term or long-term memory and then use information in that image to perform a task. The tests usually are scored for both speed and accuracy. In one of the best studies, the effect sizes on speed for four different tasks ranged from –0.63 to –0.77, all favoring males, with no sex differences in accuracy.[43]


The last type of visuospatial skill is called spatial visualization, which calls on people to go through a multistep mental process to understand how an object will be changed if something is done to it. For example, the paper-folding test asks: If you fold a piece of paper in half and punch three holes through it, what will the piece of paper look like when it is unfolded? Males usually show an advantage on spatial visualization, but the effect sizes are generally small.


Halpern describes other types of visuospatial skills, all of which show a male advantage.[44] An important outstanding question is how large the aggregate difference in visuospatial skills might be. Many of the effect sizes for sex differences in visuospatial skills are large even when taken individually. But given the parallel with personality facets—conceptually related but distinct traits—a calculation of Mahalanobis D for large samples of males and females who have taken a comprehensive test battery would be instructive. Perhaps many of the different types of skills are so intercorrelated that aggregating them would not add much to the largest individual effect size. It is a question that I hope will be explored.


On Average, Women Have Better Social Cognition Than Men


We take for granted that we can infer what someone else is thinking, but this inference is actually a theory—“theory of mind,” often abbreviated as ToM in the literature. It refers to our belief that other people have minds of their own that operate in ways we can understand. It is properly called a theory because the only mind we have direct access to is our own and because we can make predictions based on our theory.[45]


Children acquire ToM as toddlers. As normal people mature, they employ ToM to navigate the social world in increasingly complex ways. But not everybody has a normal human consciousness. The severely autistic have trouble with ToM—one of the features of autism that inspired Baron-Cohen’s empathizer-systemizer theory. Even within the normal range, people vary widely in their ability to project themselves into another person’s mind and correctly predict how that person will react. These are skills that are encompassed by Howard Gardner’s interpersonal intelligence and that other scholars refer to as cognitive empathy, mentalizing, mindreading, or the label I have chosen to use, social cognition. In terms of Simon Baron-Cohen’s empathizing and systemizing, social cognition is to empathizing as visuospatial skills are to systemizing. In both cases, the topic is neurocognitive abilities that contribute to a broad difference between the sexes.


The study of social cognition originated in one of the most durable sex stereotypes, that women are more intuitive than men. Through the early 1970s, researchers were dismissive of evidence that a sex difference existed. As late as 1974, the most comprehensive review of sex differences yet undertaken concluded that “neither sex has greater ability to judge the reactions and intentions of others in any generalized sense.”46 Then in 1978, psychologist Judith Hall produced the first comprehensive study of all the quantitative work that had been done. In “Gender Effects in Decoding Nonverbal Cues,” published in Psychological Bulletin in 1978, Hall reported mean effect sizes favoring females of +0.32 for visual cues, +0.18 for auditory cues, and a large effect of +1.02 for the seven studies that combined visual and auditory cues.47 Six years later, Hall extended her meta-analysis to include nine countries around the world. Subsequent work has yielded similar results.48


In 2014, psychologists Ashley Thompson and Daniel Voyer undertook a new meta-analysis. Hall’s reviews had included studies of accuracy in interpersonal perception of any kind. Thompson and Voyer focused on the ability to detect specific discrete emotions. As in other studies, the results showed a female advantage, but with a smaller effect size that had a lower bound effect size of +0.19 and an upper bound of +0.27.49


The Thompson meta-analysis also corroborated Hall’s findings that effect sizes are substantially increased when the subjects in the studies have access to a combination of visual and audio information—that is, when they could see both face and body language and also hear tone of voice. The lower bound effect sizes favoring women were +0.17 for visual only, +0.16 for audio only, and +0.38 for a combination of the two.[50]


The publication of Daniel Goleman’s bestselling Emotional Intelligence: Why It Can Matter More than IQ in 1995 prompted the construction of tests to measure emotional intelligence (EI). The most psychometrically successful and widely used one has been the Mayer-Salovey-Caruso Emotional Intelligence Test (MSCEIT). Version 2 has eight subscales measuring four aspects of EI: perceiving emotion, assimilating emotion in thought, understanding emotion, and reflectively regulating emotion. Of these, the items that most directly measure social cognition as I have been using the term are in the subtests for perceiving emotion. A 2010 meta-analysis found an effect size favoring females of +0.49. On the overall score for performance EI, the female advantage was +0.47.51


I will return to other evidence of sex differences in social cognition in chapter 5, reporting the progress that neuroscientists have made in identifying sex differences in brain function that relate to sex differences in social cognition. In the meantime, two points about differences in social cognition need emphasis:


Social cognition consists of a set of abilities, not something that women do better than men just because they are paying more attention to other people than men do.52 Those abilities often break along the People-Things dimension. For example, it has been found that systemizing skills and empathizing skills are inversely related in men—men who scored high on tests measuring systemizing tended to score low on tests measuring empathizing. Males are rarely good at both systemizing and empathizing. In contrast, these skill sets are largely independent in women. Women can be high in both, low in both, or high in one and low in the other.53 The same study found evidence that men apply systemizing skills to empathizing tasks. Put another way, even when men do well in social cognition tasks, they are not using the cognitive tools most naturally suited to that purpose.


It has also been established that the relationship of IQ to social cognition is different for men and women. Subtests measuring memory are standard in a full-scale IQ test. They wouldn’t be included if they did not correlate with the other subtests seeking to measure g. But the correlation between IQ and certain kinds of memory is different for men and women. In a Swedish study comparing IQ with three episodic memory tasks, women outperformed men in all three—verbal memory, memory for pictures of things, and memory for pictures of faces. The difference was that male performance was substantially correlated with IQ for all three tasks while IQ was substantially less important, especially at the lower levels, for women. Women with IQs of 60–80 had verbal memory as high as men with IQs of 101–120. Women with IQs of 60–80 had substantially higher scores on memory for faces than men with IQs of 101–120.54 Something’s going on with memory in females that calls on non-IQ skills that men do not tap (or perhaps possess) to the same degree.


The aggregate sex difference in social cognition has yet to be estimated. Four different clusters of sex differences are relevant to assessing the overall magnitude of the sex difference in social cognition. The first consists of the direct measures that I have reviewed in this section. The second consists of the female advantage in memory for faces, which in turn is presumably related to the ability to discern visual clues about emotional states. The third is the cluster of ways in which the female sensory apparatus is more sensitive than the male’s. The fourth cluster has to do with male-female differences in personality that bear on the reasoning aspect of social cognition.55 In the technical literature, the effect sizes in all four of these categories have been treated separately. The prudent expectation is that if these individual effect sizes, which have usually been in the small to medium range, were aggregated appropriately, they would reveal a much larger overall difference.



Is There a Sex Difference in g?



The most famous cognitive measure is the IQ test. The tests are designed to minimize sex differences,[56] but minor sex differences in test scores do exist, and they have usually, though not always, favored males.[57] The Wechsler Adult Intelligence Scale (WAIS), one of the best-known IQ tests, provides a typical example. The U.S. standardization samples for the first version, released in 1955, showed a 1.0-point difference in full-scale IQ favoring males. WAIS-R, released in 1981, showed a 2.2-point difference. WAIS-III, released in 1997, showed a 2.7-point difference. WAIS-IV, released in 2008, showed a 2.3-point difference.58


But all of this evidence is based on IQ scores, not on the general mental factor g, the thing that IQ tests are imperfectly measuring. The distinction between an IQ score and g is crucial. An IQ score is based on a set of subtests. The simple sum or average of scores depends on which tests have more representation in the test battery; therefore, as Arthur Jensen wrote, “the simple sum or mean of various subtest scores is a datum without scientific interest or generality.”59 The question of scientific interest regarding a sex difference in intelligence is whether there is a sex difference on g. Jensen’s conclusion after assessing g in five major test batteries—the WAIS, the Wechsler Intelligence Scale for Children-Revised (WISC-R), the General Aptitude Test Battery (GATB), the Armed Services Vocational Aptitude Battery (ASVAB), and the British Ability Scales (BAS)—was that “the sex difference in psychometric g is either totally nonexistent or is of uncertain direction and of inconsequential magnitude.”60


Jensen made this pronouncement in his magnum opus, The g Factor, published in 1998. The list of eminent scholars who have shared that view began with Cyril Burt and Lewis Terman in the early part of the twentieth century and continued through the rest of the century and into the twenty-first century with figures such as Raymond Cattell, Nathan Brody, Hans Eysenck, John Loehlin, David Geary, Diane Halpern, Thomas Bouchard, David Lubinski, and Camilla Benbow. I should add that Richard Herrnstein and I took the same position in The Bell Curve.


This does not mean that everyone accepts that the question has been settled. A lively and sometimes acrimonious debate has been ongoing in recent years that you may follow by checking the sources in the note.[61] It is still technically unsettled. My own sense—and it’s no more than that, from someone who is knowledgeable about IQ but not expert in the abstruse technical issues that are being disputed—is that the possibility of a trivial sex difference in g is still in play but the demonstration of a meaningful one is not.


Do Sex Differences in Abilities Diminish in Countries with Greater Gender Egality?


The question has different answers for academic abilities and measures of visuospatial skills.


Academic Abilities


PISA test results from the early 2000s gave reason to believe that greater gender egality had a meaningful relationship with academic test scores, but data since then have made that case increasingly tough to make.62 The emerging story is both more complicated and more interesting. It appears that all of the following are likely to be true:


Worldwide, overall sex differences in performance on math and science tests in the normal range are trivially small. The 2015 PISA survey included 67 countries. The overall mean effect size on the math test was –0.05—a tiny difference favoring boys.[63] The overall mean effect size on the science test was +0.01—no difference. The TIMSS survey of 2011 included 45 countries. The overall mean effect size on the math test was +0.04—a tiny difference favoring girls. The overall mean effect size on the science test was +0.05—a tiny difference again favoring girls.


The differences that do appear in some individual countries have a weak and inconsistent relationship with gender egality. Some analyses of the PISA and TIMSS survey in the early 2000s found a negative correlation between the size of the sex difference in mathematics and the indexes of gender equality in the culture.64 When Gijsbert Stoet and David Geary analyzed all four PISA administrations from 2000 to 2009, they concluded that the patterns in the early 2000s were not sustained:




If anything, economically developed countries with strong sex-equality and human development scores tended to have a larger sex difference in mathematics than less economically developed countries.… Further, we found considerable variation among lower scoring countries, with some showing a large sex difference in mathematics achievement favoring boys and others favoring girls. In other words, the sex differences in mathematics were more consistently found among higher-achieving nations, a pattern which coincides with the larger sex difference in mathematics in high-achieving students.65





The results of the most recent administrations of the PISA and TIMSS tests are consistent with that finding.


When the standardized scores for the Gender Development Index (GDI), Gender Inequality Index (GII), and Global Gap Index (GGI) are combined, the biggest effect sizes favoring boys in math were Honduras, Austria, and Ghana. In science, they were again Ghana and Honduras, plus Costa Rica. It’s hard to make much of that pattern with regard to gender egality in political and social institutions. But it’s even harder when you consider the biggest effect sizes favoring girls: Oman, Bahrain, and Jordan for math; Jordan, Albania, and the United Arab Emirates for science—not countries known for their enlightened gender policies. Taking the data from the last two decades as a whole, cross-national academic test scores show no significant relationship to measures of gender egality. Details are in the note.[66]


The most plausible explanation for the substantial effect sizes in math and science that appear in some individual countries is cultural, not biological. Why should some Arab countries that are notorious for legal and cultural discrimination against women produce female high school students who perform better in math than their privileged male classmates while nothing approaching the same gap favoring females is found elsewhere, either in countries with high gender egality or in non-Arab countries with low gender egality? It looks as if something about Arab socialization of children either depresses male incentives to do well in math and science or increases female incentives to do well in math and science.


The most plausible explanation for the consistent female advantage in verbal tests is biological, not cultural. The story for reading achievement in the PISA test echoes the consistent female advantage found in U.S. tests of verbal skills. Girls outscored boys in reading in every single PISA country, with effect sizes that ranged from a low of +0.08 in Peru to a remarkable high of +0.83 in Jordan. Nor was Jordan alone among nations with bad records on gender egality but large effect sizes favoring girl students. Other nations in the bottom half of the gender egality index but with effect sizes of +0.40 or higher were Algeria, the United Arab Emirates, Qatar, and Georgia. The mean effect size across all 67 PISA nations was +0.32. The correlation of the effect size with the egality index was –.11.67


It is difficult to reconcile the universal advantage of women in verbal tests with socialization or social role theories, neither of which has ever appealed to the idea that the oppression of women can enhance their cognitive ability. All the social-construct argumentation is based on the proposition that discrimination has suppressed female accomplishment. Nor can the argument be easily shifted by arguing that social roles encourage women to be more social and verbal, which is then reflected in superior verbal skills. The verbal test in PISA is not about sociability. It measures a cognitive ability to assimilate and analyze language that is as cognitively demanding as mathematics is in the nonverbal domain. There is no evidence that underlying verbal ability can be taught, either deliberately or through socialization. The parsimonious explanation for the international female advantage in verbal tests, across cultures that cover the full range from openly oppressive to aggressively gender-equal, is that women have a genetic advantage.


Measures of Visuospatial Skills


Some evidence indicates that sex differences in visuospatial skills are greater in countries with greater gender egality. In 2005, the BBC conducted an Internet survey of sex differences that included tests of mental rotation and line-angle judgment. Total sample sizes were 90,433 and 95,364 respectively, with sample sizes large enough to reliably explore sex differences for 53 countries. An analysis (first author was Richard Lippa) found, “Sex differences in mental rotation and line angle judgment performance were universally present across nations, with men’s mean scores always exceeding women’s mean scores.”68 The mean national effect size was –0.47 for the mental rotation task and –0.49 for the line-angle judgment task, both favoring men and statistically significant at p < .001.69




“STATISTICALLY SIGNIFICANT AT P < .001”


The phrase statistically significant is commonly misunderstood. In assessing the statistical significance of a quantitative relationship, the null hypothesis is that no relationship exists. Suppose we are once again talking about the sex difference in height. The null hypothesis is that the mean heights of men and women are the same. The statistical test asks, “If the null hypothesis is true, how likely is it that I nonetheless got these results by chance?” The statistic p is a proportion. Thus the standard requirement for reaching statistical significance, p < .05, means that there must be less than a 5 percent probability that you got your results even though the null hypothesis is true. A result of p < .001 means that the probability was less than one in a thousand.


“Statistically significant” doesn’t mean much by itself. Given a large enough sample, trivial effect sizes will be statistically significant. Given small enough samples, large effect sizes will fail to reach statistical significance. Sample sizes (n), effect sizes (d), and statistical significance (p) must be considered jointly.





The Lippa study then calculated the correlations between national effect sizes of sex differences and four measures of national development: the UN Gender Development Index, UN Gender Empowerment Index, per capita income, and life expectancy. For all of these measures, “high” equals “good” (more gender egalitarian or economically developed), so, according to social-construct theories, the correlations with the size of the gender difference should be negative (the effect sizes should be smaller for more egalitarian or developed societies). The table below shows the correlation coefficients from the Lippa study after controlling for age and education.


Index of national development: UN Gender Development Index


Correlation after adjusting for age and education


Mental rotation: +.42*


Line-angle judgment: +.47*


Index of national development: UN Gender Empowerment Index


Correlation after adjusting for age and education


Mental rotation: +.11


Line-angle judgment: +.31*


Index of national development: Per capita income


Correlation after adjusting for age and education


Mental rotation: +.08


Line-angle judgment: +.42*


Index of national development: Life expectancy


Correlation after adjusting for age and education


Mental rotation: +.33*


Line-angle judgment: +.68*


Source: Adapted from Lippa, Collaer, and Peters (2010): Tables 1 and 2. Asterisk indicates that p < .05.


The more advanced the country, the wider the sex differences in both visuospatial tasks. The relationship was stronger on the line-angle judgment task—all four indices were significantly correlated with the effect size, at the p < .01 level or better for three of the four. For the mental rotation task, the correlations were significant at the p < .01 level for both the UN Gender Development Index and life expectancy. But the main point of the table is that not a single correlation, large or small, is negative—a finding directly at odds with expectations of the social-construct logic.


Why should these differences in visuospatial skills be wider in more developed countries? Lippa offers potential explanations based on the greater effects of stereotype threat in advanced countries and evolutionary theories that posit greater sensitivity of males to environmental challenges, but these remain only hypotheses.70 Nobody knows.


Recapitulation (and Integration)


I have bombarded you with a great many numbers about a great many different kinds of male and female differences in neurocognitive functioning. Two integrative analyses, conducted by leading scholars in their respective fields, help to see the broader picture.


Patterns on a Broad Neurocognitive Battery


First, consider the profiles of neurocognitive functioning found in a major recent study of neurocognitive sex differences in children and young adults. It was led by psychologists Ruben and Raquel Gur. They examined the largest and best-documented sample of its kind, the Philadelphia Neurodevelopmental Cohort (PNC). It consists of 9,122 persons ages 8 to 21, divided between 4,405 males and 4,717 females.


The participants were administered the Computerized Neurocognitive Battery (CNB). A neurocognitive battery of tests is not the same as an IQ test battery that is being used to measure different aspects of g. Rather, neurocognitive refers to bits and pieces of the way a person’s brain works, focusing on ones that can be linked to the functioning of specific brain systems. The most common categories covered by the major tests of neurocognitive functioning include executive function (such things as mental flexibility, planning, and strategic decisions), memory, complex cognition (verbal and visuospatial facility), social/emotional cognition, and sensorimotor function. A neurocognitive battery commonly contains at least 10 subtests, and some contain a few dozen.


The battery administered to the Philadelphia Neurodevelopmental Cohort consists of 14 subtests designed to measure executive function, episodic memory, complex cognition, social cognition, and sensorimotor and motor function. Twelve of the subtests have two measures: the accuracy and speed of the participant’s performance. The other two measure only the speed of motor and sensorimotor function. In all, the test yielded 26 male-female comparisons. Twelve of them amounted to an absolute effect size of less than 0.1. Women outscored men on six of the seven measures of accuracy with an effect size greater than 0.1, and they outscored men on four of the seven measures of speed with an effect size greater than 0.1.71 The highlights are similar to findings you have already encountered:




[image: image] Females had more accurate memory for items involving words and people.


[image: image] On IQ-like items, women did better on the verbal ones; men did better on the spatial ones.


[image: image] On the three subtests measuring social cognition, females were both more accurate and faster than males on all of them.


[image: image] On the subtest measuring motor speed, males were faster than females.




The authors describe another pattern that did not involve specific subtests, but rather an overall construct called within-individual variability (WIV), referring to the evenness or unevenness of performance on the test battery. A participant with high scores on some subtests and low ones on others has high WIV; a participant who is near the same point on the distribution on all the tests has low WIV. In the technical literature, high WIV is associated with cognitive specialization, while people with low WIV are considered to be cognitive generalists.72 Males in the Philadelphia Neurodevelopmental Cohort had higher WIV than females on both speed and accuracy for almost all ages from 8 to 21, and the difference was most pronounced in the oldest participants.73


The magnitude of the effect sizes ranged from small to medium. Given such large sample sizes, all but two of the differences were statistically significant. Ruben and Raquel Gur summarized their findings this way. The full citations for the references they mention are included in the note:




In summary, behavioral measures linked to brain function indicate significant sex differences in performance that emerge early in development with domain variability that relates to brain maturation. Notably, our findings are in line with a robust literature documenting sex difference in laterality and behavior (e.g., Linn and Petersen 1985; Thomas and French 1985; Voyer et al., 1995; Halpern et al., 2007; Williams et al., 2008; Hines 2010; Moreno-Briseño et al., 2010). These findings support the notion that males and females have complementary neurocognitive abilities, with females being more generalists and outperforming males in memory and social cognition tasks and males being more specialists and performing better than females on spatial and motor tasks.74 [Emphasis added.]





We will get to the “sex differences in laterality” reference in chapter 5. For now, the Gurs’ summary is a concise way of expressing the pattern of differences that the individual sections of this chapter have described.


Male and Female Differences in Cognitive Toolboxes


Even when men and women get the same answers to their cognitive tasks, they often get there by different routes. For example, people with high verbal skills often get the right answer to mathematics problems, but by using verbal forms of logic rather than mathematical symbols or spatial reasoning. Another well-documented example is how people navigate from point A to point B. Women tend to identify and remember landmarks—a strategy that taps into the female advantage in memory. Men tend to construct a mental map of the route—a strategy that taps into the male advantage in visuospatial skills.75 Both methods work equally well for a wide variety of navigation tasks.76 People are just using different sets of tools to get the job done.


In the early 2000s, Wendy Johnson and Thomas Bouchard, senior psychologists at the famed Minnesota Institute for the Study of Twins Raised Apart (MISTRA), decided to extend the metaphor of cognitive tools.77 Using an analogy, they hypothesized that everyone has an “intellectual toolbox,” but no two are exactly alike. They are stocked with varying tools that people use with different frequencies, different degrees of skill, and in different ways, and there are systematic toolbox differences between men and women. On average, men and women can accomplish most intellectual tasks equally well with their different choices and uses of tools. Hence the similarity in overall g. “But some tasks can be accomplished much better with certain tools than with others,” Johnson and Bouchard write, “and individual performance on these tasks depends not only on skill in tool use, but also to some degree on individual toolbox composition.… The analogy is incomplete, of course, but it makes clear the question we address in this paper, namely, what are the differences in specific tool use (mental abilities) of men and women when overall skill in tool choice and use (g) is removed?”78


Johnson and Bouchard used the MISTRA sample, consisting of adult twins raised apart along with many of their spouses, partners, adoptive and biological family members, and friends. The sample was not representative, but its members came from a wide range of backgrounds, and the researchers had extraordinarily thorough information about them. All of them had gone through at least one weeklong assessment of medical and physical traits plus psychological tests of cognitive abilities, personality, interests, and attitudes.


Johnson and Bouchard used sophisticated quantitative methods. Describing them would take us far afield (it was a combination of factor analysis and regression analysis), but the result is simple enough to understand.


Imagine a man and woman with equal general intelligence (g). The woman uses her elevated verbal skills to help her solve math problems while the man uses his elevated visuospatial skills to help solve him math problems. They take two math tests. One consists entirely of problems expressed in mathematical notation. The other consists of math problems expressed in words. They both get most of the items right on both tests—g goes a long way toward enabling people to solve math problems no matter what their special skills might be. But the woman gets a slightly higher score than the man on the word-problem test while the man gets a slightly higher score on the one using mathematical notation. The net result is no sex difference. But actually there was a difference in tools that the man and woman used. What Johnson and Bouchard did was to strip away the role played by g and let us see the differences in tools. A more precise description is given in the note.[79]


The Johnson study presented the results for all 42 tests, but calculated effect sizes only for those that met a stricter than normal standard of statistical significance (p < .01 instead of p < .05) because of the large number of tests involved. Results for the residual effects on 21 of the subtests that met that statistical standard are shown in the following table. I omit the p values. All but two of the p values for the residual effects were at the .001 level.80 The effect sizes stripped of g are ordered from the largest for females (positive) to the largest for males (negative).


COGNITIVE SEX DIFFERENCES IN THE MISTRA SAMPLE


Assessment activity: Coding (ID of symbol-number pairings)


Overall effect size: +0.56


Effect size stripped of g: +0.83


Assessment activity: Perceptual speed (evaluation of symbol pairs)


Overall effect size: +0.37


Effect size stripped of g: +0.68


Assessment activity: Spelling (multiple choice)


Overall effect size: ns


Effect size stripped of g: +0.66


Assessment activity: Word fluency (production of anagrams)


Overall effect size: ns


Effect size stripped of g: +0.64


Assessment activity: ID of familial relationships within a family tree


Overall effect size: ns


Effect size stripped of g: +0.63


Assessment activity: Rote memorization of meaningful pairings


Overall effect size: +0.33


Effect size stripped of g: +0.60


Assessment activity: Production of words beginning and ending with specified letters


Overall effect size: ns


Effect size stripped of g: +0.57


Assessment activity: Vocabulary (multiple choice)


Overall effect size: ns


Effect size stripped of g: +0.50


Assessment activity: Rote memorization of meaningless pairings


Overall effect size: ns


Effect size stripped of g: +0.42


Assessment activity: Chronological sequencing of pictures


Overall effect size: –0.28


Effect size stripped of g: –0.30


Assessment activity: Information (recall of factual knowledge)


Overall effect size: –0.29


Effect size stripped of g: –0.39


Assessment activity: Trace of a path through a grid of dots


Overall effect size: –0.42


Effect size stripped of g: –0.40


Assessment activity: Matching of rotated alternatives to probe


Overall effect size: ns


Effect size stripped of g: –0.45


Assessment activity: Reproduction of 2-D designs of 3-D blocks


Overall effect size: –0.34


Effect size stripped of g: –0.48


Assessment activity: Outline of cutting instructions to form the target figure


Overall effect size: –0.39


Effect size stripped of g: –0.48


Assessment activity: Arithmetic (mental calculation of problems presented verbally)


Overall effect size: –0.36


Effect size stripped of g: –0.53


Assessment activity: ID of unfolded version of a folded probe


Overall effect size: –0.44


Effect size stripped of g: –0.59


Assessment activity: ID of matched figures after rotation


Overall effect size: –0.55


Effect size stripped of g: –0.75


Assessment activity: ID of parts missing in pictures of common objects


Overall effect size: –0.60


Effect size stripped of g: –0.81


Assessment activity: ID of rotated versions of 2-D representation of 3-D objects


Overall effect size: –0.92


Effect size stripped of g: –1.04


Assessment activity: ID of mechanical principles and tools


Overall effect size: –1.18


Effect size stripped of g: –1.43


Source: Adapted from Johnson and Bouchard (2007): Table 4. “ns” signifies p > .01. Negative effect sizes indicate a higher male mean.


First, look at the column showing the overall effect size, calculated the same way as all the other effect sizes you have seen. Among the effect sizes that were statistically significant, four were “small” by the Cohen guidelines, eight were “medium,” one was “large,” and one was “very large.” We can safely assume that most of those that did not meet the p < .01 standard of statistical significance fell in the “small” range.


Now look at the right-hand column, showing the difference between males and females on these subtests when the role of g has been extracted. As Johnson and Bouchard anticipated, all of these effect sizes are larger than the overall effect size. Furthermore, only one qualifies as “small” while 13 are “medium,” five are “large,” and two are “very large.” (As you might predict, I think that if these conceptually related effect sizes were aggregated, the value of Mahalonobis D would be huge.) Johnson and Bouchard’s work tells us how much that apparent similarity in overall g is illusory: End points are similar, but ways of getting to them are different. Hence the title of their article: “Sex Differences in Mental Abilities: g Masks the Dimensions on Which They Lie.”


Linking Sex Differences in Neurocognitive Functioning with the People-Things Dimension


People generally enjoy the things they’re good at. They also like the experience of being good at what they do—a fundamental truth about the nature of human enjoyment that goes back to Aristotle. The sex differences in neurocognitive functioning point to a tendency for men and women to enjoy different kinds of activities. When I discussed visuospatial skills, I listed some of the vocations that, to attain excellence, require high visuospatial skills—math, programming, engineering, architecture, chemistry, the building trades. They’re all Things occupations. Excellence in verbal skills almost by definition requires one to be able to engage with other people. This is self-evidently true in occupations that require steady interaction with other people—teaching, patient-oriented medicine, and helping professions of all kinds. They’re all People occupations.


These days, everyone who has been paying attention knows that the Things and People occupations I just listed are notorious for being disproportionately male and female respectively. You can guess what’s coming next.
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